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Preface 

This book and its sister volumes constitute the Proceedings of the Third 
International Symposium on Neural Networks (ISNN 2006) held in Chengdu in 
southwestern China during May 28–31, 2006. After a successful ISNN 2004 in 
Dalian and ISNN 2005 in Chongqing, ISNN became a well-established series of 
conferences on neural computation in the region with growing popularity and 
improving quality. ISNN 2006 received 2472 submissions from authors in 43 
countries and regions (mainland China, Hong Kong, Macao, Taiwan, South Korea, 
Japan, Singapore, Thailand, Malaysia, India, Pakistan, Iran, Qatar, Turkey, Greece, 
Romania, Lithuania, Slovakia, Poland, Finland, Norway, Sweden, Demark, 
Germany, France, Spain, Portugal, Belgium, Netherlands, UK, Ireland, Canada, 
USA, Mexico, Cuba, Venezuela, Brazil, Chile, Australia, New Zealand, South 
Africa, Nigeria, and Tunisia) across six continents (Asia, Europe, North America, 
South America, Africa, and Oceania). Based on rigorous reviews, 616 high-quality 
papers were selected for publication in the proceedings with the acceptance rate 
being less than 25%. The papers are organized in 27 cohesive sections covering all 
major topics of neural network research and development. In addition to the 
numerous contributed papers, ten distinguished scholars gave plenary speeches 
(Robert J. Marks II, Erkki Oja, Marios M. Polycarpou, Donald C. Wunsch II, 
Zongben Xu, and Bo Zhang) and tutorials (Walter J. Freeman, Derong Liu, Paul J. 
Werbos, and Jacek M. Zurada). ISNN 2006 provided an academic forum for the 
participants to disseminate their new research findings and discuss emerging areas 
of research. It also created a stimulating environment for the participants to interact 
and exchange information on future challenges and opportunities of neural network 
research. 

Many volunteers and organizations made great contributions to ISNN 2006. The 
organizers are grateful to the University of Electronic Science and Technology of 
China and the Chinese University of Hong Kong for their sponsorship; to the 
National Natural Science Foundation of China and K.C. Wong Education 
Foundation of Hong Kong for their financial supports; and to the Asia Pacific 
Neural Network Assembly, European Neural Network Society, IEEE 
Computational Intelligence Society, IEEE Circuits and Systems Society, and 
International Neural Network Society for their technical cosponsorship. The 
organizers would like to thank the members of the Advisory Committee for their 
supports, the members of the International Program Committee for reviewing the 
papers and members of the Publications Committee for checking the accepted 
papers in a short period of time. Particularly, the organizers would like to thank the 
publisher, Springer, for publishing the proceedings in the prestigious series of 
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Lecture Notes in Computer Science. Last but not least, the organizers would like to 
thank all the speakers and authors for their active participation at ISNN 2006, which 
is essential for the success of the symposium. 
 
May 2006                                                                                                         Jun Wang 

Zhang Yi 
Jacek M. Zurada 

Bao-Liang Lu 
Hujun Yin 
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Abstract. This paper focuses on traffic volume forecasting that is an essential 
component of any responsive traffic control or route guidance system. A new 
approach for traffic volume prediction is proposed based on wavelet transform 
and neural networks. First, apply multi-resolution analysis to the original traffic 
volume time series to obtain a trend series and a hierarchy of detail series. Then 
apply neural networks to each obtained time series. Next sum all the forecasting 
values to get the final prediction of traffic volume. This hybrid method is im-
plemented within a Matlab environment. The feasibility of the developed 
method as well as its validity to predict traffic volume has been demonstrated 
on real data gathered in Suzhou city. Moreover, a comparison between the hy-
brid method and conventional neural networks is conducted. The results show 
the proposed hybrid model outperformed the neural networks. 

1   Introduction 

Intelligent Transportation System (ITS) is a key technique to solve many traffic prob-
lems present on many cities. With the development of ITS, traffic volume forecasting 
serve for traffic control and vehicle route guidance has attracted the wavelet tech-
niques. The use of wavelet transform (WT) as a new tool for time series analysis in 
traffic engineering domain has been recently reported [1-4], where wavelet techniques 
were utilized to de-noise traffic data or to convert the original traffic data into an 
approximation signal and several detail signals which are easy to model. 

In this paper, we discuss a new hybrid approach based on wavelet transform and 
the back propagation neural networks (BPNNs) for traffic volume forecasting. The 
main motivation of using wavelet techniques is because the obtained time series are 
easy to model and predict. The reason to employ BPNNs is that it can learn a mapping 
of any complexity, which is its most important attribute. First, apply wavelet decom-
position and reconstruction to manipulate the original traffic volume time series. Sec-
ond, train neural networks to predict the reconstructed signals. Last, add up all the 
forecasting values to get the wanted forecasting results.  From our experiment, it can 
be concluded that this new approach yields much better results, and it can enhance 
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prediction accuracy, and thus, wavelet analysis has shown potential in traffic volume 
forecasting. 

The rest of the paper is organized as follows. The next section describes the princi-
ple of wavelet analysis. Section 3 provides a description of BPNNs. Section 4 de-
scribes the algorithm of our hybrid approach. In Section 5, the experimental results 
are presented to demonstrate the effectiveness of this method. Finally we summarize 
our contributions and mention some of the directions the authors are considering 
investigating. 

2   Introduction of Wavelet Analysis 

Wavelet analysis is a transformation method that transforms the original signal (usu-
ally in the time domain) into a different domain for analysis and processing [1-5]. If 
the signal analyzed is non-stationary, i.e. mean and autocorrelation of the signal are 
not constant over time, there are some serious restrictions using Fourier transform 
(FT). As we know, most of the time series of traffic data are non- stationary, this is 
why we applied discrete wavelet transform (DWT) to the traffic volume. 

By Fourier transformation, the original signal is decomposed into a linear combina-
tion of sine and cosine harmonics whereas by discrete wavelet transform in wavelet 
multi-resolution, a signal is represented by a sum of a more flexible function called 
wavelet that is localized in both time and frequency. Suppose x(t) is the time signal,  
it can be expressed as follows [6], 
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k

kjkj
k

kjkj
k

kjkj tdtdtdtctx )()()()()( ,1,1,1,1,,,, ψψψϕ  (1) 

Where, )(, tkjϕ and )(, tkjψ are wavelet function, cj,k, dj,k, …, d1,k are amplitude 

coefficients of each basis function, j,k belong to integers set, j>0 is the resolution 
level, k is the shift parameter, k=1,2,…,N/2, N is the number of data recorded. 

Theoretically, the coefficients of DWT cj,k and dj,k can be found by taking the inner 
products of the basis functions and the original signal as follows: 
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Take a reference at level j, there are two sorts of components, which we denoted by 
Aj(t) and Di(t) (i=1,2,…,,j), let  

=
k
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Then, Aj(t) correspond to coarser detail at level j which is called an approximation of 

the signal x(t), it contains the low frequency component of x(t), )(tDi (i=1,2,…,,j) 
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correspond to the fine details. If we realize wavelet transform at levels j, the original 
signal can be reconstructed directly by approximation signal plus detail signals, i.e. ,  

)()()()()( 11 tDtDtDtAtx jjj ++++= − . (6) 

3   Apply Neural Networks to Obtained Signals 

Neural network has been considered to be an important forecasting tool used in a 
variety of areas, including traffic volume prediction [7, 8]. In this work, we have 
concentrated our attention on using BPNNs to predict every obtained signal. Although 
there are currently many different types of neural networks available, we choose this 
kinds of neural network architecture for they has the ability to implement arbitrary 
complex input/output mappings and have been widely used in practice. 

The architecture of BPNNs normally consists of an input layer, one or more hidden 
layers and an output layer. The BPNNs operates in a feed-forward manner, i.e., proc-
essing signal flows only from the input to the output layers. When an input pattern is 
presented to the network, it will first be mapped by hidden layer weights, and then 
used to activate the hidden neurons. The outputs of hidden neurons serve as inputs to 
the next layer and repeat the same mapping and activation procedure. Training of a 
BPNN model is conducted by presenting a set of input-output pairs to the network, 
and adjusting hidden and output layer weights and biases according to the commonly 
used back-propagation rule. The key idea of this training method is that if the network 
parameters can be adjusted in the gradient descent direction of the output error  
surface, then the network output error can be minimized. The adjustments are made  
in a backward direction, where the error is first computed at the output layer and then 
back-propagated to the hidden layers. Users can control the magnitude of weight 
adjustment and the convergence speed by setting the learning and momentum rates  
[9, 10].  

The BPNNs implemented for traffic volume forecasting consisted of one input 
layer, one hidden layer and one output layer. The input layer had four input neurons 
representing data at time t,t+1,t+2 and t+3, and one output neuron was used to indi-
cate forecasting value at time t+4. The number of neurons in the hidden layer was set 
to 4. Suppose x(t) (t=1,2,...,n) is a time series, setting (x(t),x(t+1),x(t+2),x(t+3)) as the 
input pattern, and choosing x(t+4) as the known target, the network can be trained to 
predict the future data, Mathematically, 

4-n,1,2,t),4())3(),2(),1(),(( =+→+++ txtxtxtxtx . (7) 

4   Algorithm of Our Hybrid Approach 

Based on the wavelet transform, the traffic volume time series can be converted into 
an approximation signal and multi-scale detail signals. When detail signals are not 
considered, it may lose much information for prediction. Hence, it is expected that a 
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higher accuracy should be gained when predicting the detail signals and adding it to 
forecasting results directly from the approximation signal.  

For the approximation signal and each detail signals, here we apply neural network 
model to achieve their forecasting values. Suppose the forecasting result of the detail 

signals is )(ˆ tDi  (i=1,2,...,j) and approximation signal is )(ˆ tAj , we would achieve 

the future value of the original traffic volume )(ˆ tx  by summing the aforementioned 

predicted parts,  

)(ˆ...)(ˆ)(ˆ)(ˆ)(ˆ 11 tDtDtDtAtx jjj ++++= − . (8) 

5   An Illustrate Example with Real Traffic Data 

5.1   Description of Data 

To demonstrate the strength of our method, we applied this approach to forecast traf-
fic volume. Traffic volume is the number of vehicles passing a certain position within 
interval. Data were gathered from an intersection in Suzhou city and were recorded in 
15-minute intervals. Divide the collected traffic volume data into two sets, the first set 
included 288 point collected from November 27, 2002 through November 29, 2002 
used as known data for modeling, and the second part included 69 data measured on 
November 30, 2002, during a period from 6:45 to 24:00, used as test data. 

The decomposition and reconstruction of the time series has been achieved with 
sym4 function at level 1. Figure 1 shows the approximation signal A1 and detail signal 
D1 separated from the raw signal. 

0 50 100 150 200 250 300
0

100

200

300

400

ra
w
 d

at
a

0 50 100 150 200 250 300
0

100

200

300

A
1

0 50 100 150 200 250 300
-200

-100

0

100

200

D
1

 

Fig. 1. The traffic volume and its approximation signal A1 and detail signal D1 

5.2   Measures of Performance 

Choose two criteria, i.e. mean absolute percentage error (MAPE) and root mean 
square error (RMSE) to compare the performance of the approach. MAPE and RMSE 
are defined as follow: 
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Where, x(t) denotes the traffic volume at time t and )(ˆ tx  its prediction value, N is the 

number predicted values concerned. 

5.3   Experiment Results 

Train two BPNNs with the trend and details time series. During the training of the 
BPNN model, the initial weights were generated randomly. Pattern-by-pattern learn-
ing method was applied, i.e., weights were updated as soon as the output error of one 
training pattern was calculated, and sigmoid units were used in the hide layer and the 
output layer. The learning rate was set to 0.2, the momentum rate was fixed at 0.15, 
and the number of epochs to train through is set to 1500. The final prediction value is 
achieved by summing up the outputs of these two networks.  

For the purpose of comparison, we trained another BPNN with the original traffic 
volume series and tested with the same test data. The structure of BPNN is the same 
as the above BPNN used in our method whereas its output represents the likely value 
of the predicted.  

We train multiple BPNNs using the same data, but initializing each network with 
different random weights via setting different random seed in order to reduce biases in 
reporting performance measures. The comparison between our method and general 
BPNNs on criterion MAPE and RMSE over the test set were shown in table 1, and it 
concludes 5 times comparison and their averages.  

Table 1. Comparison of performance between our hybrid approach and traditional BPNNs 

 1          2           3           4          5 Average 

MAPE 11.78   11.45    11.35    11.57   10.71 11.37 Our  
approach RMSE 27.87   29.90    30.65    29.45   28.40 29.25 

MAPE 25.34   27.28    23.75    22.04   26.15 24.91 Traditional 
BPNNs RMSE 54.19   67.16    54.94    51.65   53.93 56.37 

 
The testing results are very encouraging. As shown in Table 1, our method 

achieved the better MAPE of 11.37% and RMSE of 29.25 compare to normal BPNNs 
with the corresponding number of 24.91% and 56.37, respectively. It can be con-
cluded that our method is superior to the traditional neural networks since it increases 
the prediction accuracy on the test set. It is also found that the approximation compo-
nent and detail component are much easier to fit than the original traffic volume.   
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Figure 2 illustrated the real data in test set and its prediction value, yield by the hy-
brid method and general BPNNs approach with the best performance over the test 
data corresponding to No 4 in table 1. As this plot indicated, the hybrid method gave a 
better goodness of fit. 
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Fig. 2. The real traffic volume in test set and its prediction 

6   Conclusions 

The wavelet transform is a popular time frequency analysis tool in signal processing 
and multi-resolution analysis is a major property of wavelet transform, by which sig-
nal can be decomposed into high frequency components and low frequency compo-
nents. In this study, we focused to use wavelet transform techniques to analyze traffic 
volume time series, and a composite methodology for traffic volume forecasting 
based on wavelet approach and BPNNs has been proposed. We applied neural net-
work to approximation signal and the detail signal, then summed up the prediction of 
different components to get the final prediction. 

The strength of the method is demonstrated with real traffic volume dataset. The 
real case study shows that such a hybrid method indeed provides a close match with 
the empirical traffic volume.  

However, the proposed method suffers from two shortcomings; one is that its  
performance depends heavily on the selection of wavelet function. In our test, we 
alleviate this problem by trial and error. Much is still unknown about how to select a 
suitable wavelet function, and it is worthy of deep research to address this problem.  

Another question is that at which level we should perform DWT when using this 
hybrid method. In our other experiments, 3-level DWT were used, yielding a test set 
MAPE one or two percent lower. Although the prediction accuracy varied only a 
small amount between these two experiments, the second experiment required signifi-
cantly training time for it trained 4 neural networks instead of 2 neural networks for  
1-level DWT. It is necessary to consider the tradeoff between the computing intension 
and predict accuracy. 
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Abstract. Based on Least Squares Support Vector Machine (LS-SVM), a 
method for the prediction of railway passenger traffic volume is proposed. The 
railway passenger traffic volume from 1985 to 2002, provided by National  
Bureau of Statistics of China, is employed as total data set. The normalized pas-
senger volume from 1985 to1999 is used as training data set to establish  
LS-SVM model, while the normalized volume from 1999 to 2002 is utilized as 
testing data set to carry out prediction. LS-SVM is applied to establish predic-
tion model.  The prediction results by LS-SVM model are compared with those 
by BP neural network method. The results show that LS-SVM outperforms BP 
neural network in the prediction of railway passenger traffic volume. 

1   Introduction 

The prediction of railway passenger traffic volume is to analyze the trend of passen-
ger traffic volume and perform quantitative calculation on the basis of qualitative 
analysis. It has attracted more and more attention because railway passenger traffic 
volume plays a vital role in economic evaluation of railway project, national resources 
allocation, and readjustment of investment structure within railway enterprises.  
Unfortunately, the factors affecting railway passenger traffic volume are complex. It 
is very difficult to describe the way that affects the passenger traffic volume precisely, 
which leads to the difficulty in establishing model for the prediction of passenger 
traffic volume [1]. So, a variety of models have been used in the prediction of passen-
ger traffic volume up to now.  Traditional prediction methods include multiple linear 
regression, stochastic time series general exponential smoothing, expert system 
method, etc [2].  Recent research approaches include gray prediction model [3],  
neural network [4], [5], etc. Although traditional methods can predict approximately 
the trend of short-time passenger volume, many parameters should be known before-
hand and how to modify these parameters under different circumstances should  
also be known. Essentially, gray prediction model is a kind of exponential increasing 
prediction methods, which must satisfy the condition that the primal time series is 
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nonnegative and monotone. However, sometimes this condition can’t be satisfied. The 
neural network method also causes some inconvenience. Its structure is complicated 
and many parameters must be estimated. The training of neural network is easy to get 
stuck into local minima. In addition, neural network uses Empirical Risk Minimiza-
tion (ERM) principle, which only minimizes the training errors and usually gets poor 
generalization performance. 

Support Vector Machine (SVM)  been successfully used in many practical applica-
tions such as pattern recognition, function estimation and financial time series [6], [7], 
[8], [9]. SVM can achieve generalization performance by Structure Risk Minimum 
(SRM) principle. Least Squares Support Vector Machine (LS-SVM), as a modifica-
tion of SVM, adopts the least squares linear system as its loss function and therefore 
solves a set of linear equations. LS-SVM also has good covergence and high 
precision. Hence, this method is easier to use than quadratic programming solvers in 
SVM method.  

The objective of this work is to put forward a new method for the prediction of 
railway passenger traffic volume. LS-SVM is used to establish prediction model. The 
prediction results by LS-SVM model are compared with those by BP nerual network. 
The results show that LS-SVM outperforms BP neural network in the prediction of 
railway passenger traffic volume. 

The rest of this paper is organized in the following manner. Section 2 describes re-
gression LS-SVM. Section 3 performs the prediction task of railway passenger traffic 
volume. Section 4, the last part, concludes this work. 

2   Regression LS-SVM 

The basic idea of regression SVM is to nonlinearly map the training data via mapping 
function into a higher dimensional feature space, and then obtain a linear regression 
problem and solve it in this feature space [7]. Suykens [6] originally proposed a 
modification to the Vapnik’s SVM regression formulation. In LS-SVM formulation, 
equality instead of inequality constraints and a sum squared error (SSE) cost function 
are used. This new version of SVM greatly simplifies the problem and converges 
quickly. 

Considering regression problem, given l ( in this work, l =10.) training data 

1 1( , ), , ( , ),l ly y⋅ ⋅ ⋅x x where the input n
i R∈x  and iy R∈ . ix denotes the normalized 

values of passsenger traffic volume in the past five years. iy denotes  the normalized 

value of passsenger traffic volume in the 6th year. In primal weight space, the regres-
sion problem can be represented as the LS-SVM form [6], [9]: 

2

1

1 1
min ( , )

2 2

l
T

i
i

J γ ξ
=

= +w w w .   (1) 

( ) , 1,2,3, ,T
i i iy b i lϕ ξ= + + = ⋅⋅⋅w x .    (2) 
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where ( )ϕ x  represents a high dimensional feature space, which is nonlinearly 

mapped from the input space; γ is the regularization constant; 1 2( )lξ ξ ξ=  is 

the error vector; w and b are weight vector and biasis term, respectively. Construct 
the Lagrangian: 

}{
1

( , , , ) ( , , ) ( )
l

T
i i i i

i

L b J b b yα α ϕ ξ
=

= − + − +w w w x .    (3) 

where i Rα ∈ are the Lagrange multipliers. The conditions for optimality lead to a set 

of linear equations: 

0
0

1

T
v

v
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γ
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Ω +

l

yl I
. (4) 

with 1[ , , ],ly y= ⋅⋅ ⋅y [1, ,1],v = ⋅⋅ ⋅l 1[ , , ]lα α= ⋅⋅⋅ . ( , )i jKΩ = x x  is a kernel function 

satisfying Mercer’s conditions. Three typical kernel functions are listed in Table 1. The 
LS-SVM regression formulation is then constructed: 

1

( ) ( , )
l

i i
i

f K bα
=

= +x x x  .     (5) 

Table 1. Typical kernel functions 

Kernel function Expression 

Linear kernel T
ix x  

Polynomial kernel (1 )T d
i+ x x  

RBF kernel 
2 2exp( / )i σ− −x x  

3   Prediction of Railway Passenger Traffic Volume  

The prediction is conducted in the following way. Use the actual railway passenger 
traffic volume from 1985-2002 as the primal data set; normalize the total passenger 
traffic volume; divide the total normalized volume data into training data set and 
testing data set; by introducing five-fold Cross Validation (CV) technique, establish 
LS-SVM model for passenger traffic volume prediction according to the training data 
set; perform prediction using testing data set; compare the LS-SVM prediction results 
with those by BP neural network. 

3.1   Data Preparation 

The primal data of railway passenger traffic come from the operation and manage-
ment departments of the national, local and joint-venture railways, not including the 
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railways for military purpose, industrial lines and special railway lines. The 18-years 
passenger data from 1985 to 2002, provided by National Bureau of Statistics of China 
and railway sub-bureaus, consist of total data set [10]. 

In order to process these data with LS-SVM conveniently, and compare the predic-
tion results by LS-SVM method with those by BP neural network method expedi-
ently, normalize the passenger traffic volume [1]: 

'

max

( )
( )

( )

x i
x i

x i
=  .   (6) 

where ' (0)x , ' (1)x , ' (2)x , ' (3)x , , ' (17)x  denote the time series of the normalized val-
ues of passenger traffic volume from 1985 to 2002, respectively. 

( )( 0,1,2, ,17)x i i =  is the ith passenger traffic volume. maxx  denotes the largest 

passenger traffic volume from 1985 to 2002. In our work, maxx =122645, its corre-

sponding normalized value is 0.9999. 

3.2   Prediction Methodology and Model 

Because many Chinese enterprises take “five year period” to make plans, in this work, 
the passenger traffic volume in the “past 5 years” is used to predict the passenger 
volume in 6th year. That is, the prediction model has five inputs and one output. The 
normalized values from 1985 to 1999 constitute the training data set to establish the 
LS-SVM model for the prediction of passenger traffic volume. The normalized values 
from 1999 to 2002 are used as testing data set to predict the railway passenger vol-
ume. The detailed data are listed in Table 2.  

The prediction performance is evaluated using the following metric, namely, the 
Mean Square Error (MSE): 

2

1

1
MSE

1

k

i i
i

a r
k =

= −
−

.    (7) 

where ia denotes the actual passenger traffic volume. ir  denotes the predicted volume 

and k denotes the total number of passenger traffic volume in testing data set. 
Owing to the good performance of radial basis kernel function in nonlinear ap-

proximation, it is selected as the kernel function of LS-SVM. The parameters of LS-
SVM directly influence its generalization performance. Hence, they must be chosen 
elaborately. In this work, by using the procedure of grid-search and step-by-step re-
finement, the optimal parameters of LS-SVM can be determined. i.e., 2σ =2 (kernel 
parameter), γ  =7 (regularization constant), and MSE= 0.00541. 

3.3   Prediction Results 

The prediction results by using the LS-SVM prediction model (8) in the testing data 
set are listed in Table 3. From Table 3, the maximal relative prediction error is 
5.482%. 

 



12 Z.-R. Peng, F. Wu, and Z.-Y. Jiang 

Table 2. Training data set and testing data set 1 

Input data 
Data 
set 

Year 
' ( )x i  

' ( 1)x i +  
' ( 2)x i +  

' ( 3)x i +  ' ( 4)x i +  

Actual 
data

' ( 5)x i +  
1990 0.9141 0.8853 0.9171 0.9999 0.9279 0.7804 
1991 0.8853 0.9171 0.9999 0.9279 0.7804 0.7752 
1992 0.9171 0.9999 0.9279 0.7804 0.7752 0.8129 
1993 0.9999 0.9279 0.7804 0.7752 0.8128 0.8598 
1994 0.9279 0.7804 0.7752 0.8128 0.8598 0.8866 
1995 0.7804 0.7752 0.8128 0.8598 0.8866 0.8377 
1996 0.7752 0.8128 0.8598 0.8866 0.8377 0.7729 
1997 0.8128 0.8598 0.8866 0.8377 0.7729 0.7608 
1998 0.8598 0.8866 0.8377 0.7729 0.7608 0.7753 

Training 
data 
set 

1999 0.8866 0.8377 0.7729 0.7608 0.7753 0.8167 
2000 0.8377 0.7729 0.7608 0.7753 0.8167 0.8567 
2001 0.7729 0.7608 0.7753 0.8167 0.8567 0.8574 

Testing 
data 
set 2002 0.7608 0.7753 0.8167 0.8567 0.8574 0.8611 

In order to further validate the LS-SVM model, the prediction is also carried out 
with BP neural network (BP-NN) method, which has been widely used in many ap-
plications. MATLAB 6.5 provides a neural network toolbox named “NN Tool-
box4.0.2”, which has the convenient Graphics User Interface (GUI).  Utilizing this 
friendly toolbox, we can easily realize all the tasks relative to the neural network 
prediction such as selection of transfer function, network structure, initialisation, 
training, and simulation. The prediction results of passenger traffic volume with BP-
NN method are also listed in Table 3. From Table 3, the maximal prediction relative 
error is 6.753%, which is larger than the maximal prediction relative error (5.482%) 
with using LS-SVM model. The relative prediction errors of the other two years are 
also greater than those obtained with LS-SVM model. 

For the training data set (owing to space limitation, concrete prediction data are 
omitted.), the prediction results using both LS-SVM model and BP-NN method are 
also given as follows. For LS-SVM model, the MSE is 0.00054 and its corresponding 
maximal relative error is 3.6%; for BP-NN method, the MSE is only 0.00013 and  
its corresponding maximal relative error is -2.3%. Fig.1 shows the prediction results 
of railway passenger traffic volume from 1990 to 2002 (both in the training set and 
testing set) by using these two methods. For both of the two methods, the maximal 
prediction errors happen in 2002. The difference between actual volume value and 
prediction volume value with BP-NN method is 713157, while the difference between 
actual volume value and prediction volume value with LS-SVM model is 578932.  
Meanwhile, the prediction results of the other two years, obtained by LS-SVM model, 
are also close to the actual volume values. 

It is obvious that, in the training data set, the prediction errors using BP-NN 
method are less than those by using LS-SVM model. While, in the testing data set, the 
prediction errors using LS-SVM model are less than those by using BP–NN method. 

                                                           
1 The passenger traffic volume values are the normalized ones. 
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Table 3. Comparison of passenger prediction results by LS-SVM and BP-NN in the testing 
data set 2 

Prediction value Relative error (%) MSE 

Year 
Actual 
volume

LS-SVM BP-NN LS-SVM BP-NN LS-SVM BP-NN 

2000 0.8567 0.8417 0.8804 1.800 -3.418 
2001 0.8574 0.8522 0.8838 0.605 -2.988 
2002 0.8611 0.8139 0.8066 5.482 6.753 

0.00053 0.0023 

 
The results are natural. Because the LS-SVM is based on SRM principle, which 

seeks to minimize an upper bound of the generalization error consisting of both the 
training error and a confidence interval, while neural network is based on ERM prin-
ciple, which only minimizes the training error. Thus, the generalization performance 
of neural network is not as good as that of LS-SVM. 
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Fig. 1. Comparison of prediction results between LS-SVM and BP NN methods 

4   Conclusions 

A new method for the prediction of railway passenger traffic volume is put forward 
based on the LS-SVM modeling. LS-SVM is a kind of machine learning method 
based on SRM principle, which has better generalization performance for the regres-
sion problem of small samples. This method can effectively overcome the inherent 
drawbacks in neural network, such as the complex structure and getting stuck into 
local minima. The results show that LS-SVM prediction model is effective and LS-
SVM outperforms BP neural network in railway passenger traffic prediction.  It is 
needed to point out that present work is sheer data driving and quantitative. The future 
work is to combine qualitative analysis with quantitative calculation. This can make 
up the deficiency of current method to provide more valuable information for the 
decision-making of railway enterprise. 
                                                           
2 The passenger traffic volume values are the normalized ones. 
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Abstract. From the viewpoint of macroscopic dynamic characteristics of urban 
expressway traffic flow, a commonly used macroscopic dynamic deterministic 
traffic flow model is analyzed, and the 1.5-layer feed-forward network model-
ing for the urban expressway traffic flow is established. Hangzhou urban ex-
pressway is simulated and the result demonstrates that the neural network 
model is able to reproduce traffic congestion built in realty with considerable 
accuracy, thus making it suitable for evaluating various control strategies and 
performing further modeling and simulation tasks.  

1   Introduction 

Urban expressway has great attraction to drivers. However, the notoriously increasing 
number of vehicles that use the provided urban expressway capacity has lead to se-
vere problems in the form of recurrent and no recurrent congestion resulting in serious 
economic and environmental problems, as well as increased public frustration and 
discomfort. The reliable traffic models become important for traffic simulation,  
prediction and control [1-6]. We analyze a commonly used macroscopic dynamic 
deterministic traffic flow model of urban expressway and use 1.5-layer feed-forward 
network to estimate model parameters. The main goal of the paper is to describe the 
applying approach and modeling procedures, and to demonstrate the accuracy and 
usefulness of macroscopic model for urban expressway. 

2   Modeling Approach 

An expressway link m is divided into mN  segments with length of ,m iL (Fig.1), each 

segment having uniform characteristics. The nodes are placed at locations where a 
major change in road geometry occurs, as well as at junctions, on-ramps, and off-
ramps. For each segment i of each link m at each time instant t= k·T, k=0,1,2,…,K, 
where K is the time horizon, the following macroscopic variables are defined. Traffic 
density: , ( )m i kρ  (veh/km·lane) is the number of vehicles in segment i of link m at time 
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k·T divided by the length of the segment ,m iL and by the number of lanes mλ  .Mean 

speed: , ( )m iv k (km/h) is the mean speed of the vehicles included in segment i of link m 

at time k·T. Traffic flow: , ( )m iq k  (veh/h) is the number of vehicles leaving segment i 

of link m during the period [ ], ( 1)k T k T⋅ + ⋅ , divided by T. 

, 1 ( )m i kρ −

, 1( )m iv k−

, 1 ( )m iq k−

, ( )m i kρ

, ( )m iv k
, ( )m iq k

, 1 ( )m i kρ +

, 1( )m iq k+

, 1 ( )m iv k+

mN

 

Fig. 1. Discretised expressway link 

2.1   Link Model 

Expressway links: the basic equations used to calculate the traffic variables for every 
segment i of expressway link m are as follow 

( ), , , , 1 , 1( 1) ( ) ( ) 1 ( ) ( )m i m m i m i m m i m iq k k v k k v kελ ρ ε λ ρ + ++ = + − , (1) 

, , , 1 ,

,

( 1) ( ) ( ) ( )m i m i m i m i

m i m

T
k k q k q k

L
ρ ρ

λ −+ = + − , (2) 

{ }, , , , , , 1 ,

,

, , 1 ,

, ,

( 1) ( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( )

( )

m i m i m i m i m i m i m i

m i

m i m i m i

m i m i

T T
v k v k V k v k v k v k v k

L

k T k k

L k

ρ
τ

µ ρ ρ
τ ρ δ

−

+

+ = + − + −

−
−

+

, (3) 

,

, ,

,

( )1
( ( )) exp

ma

m i

m i f m

m cr m

k
V k v

a

ρ
ρ

ρ
= ⋅ − , (4) 

1 , 1 ,

, , 1,

2

( ) ( )
( )( )

m i m i

jam m m im i

if k k
kk

else

γµ ρ ρ
ρ ρ βµ

µ

+
+

>
− += , (5) 

where ,f mv denotes the free-flow speed of link m, ,cr mρ  denotes the critical density  

per lane of link m ( the density where the maximum flow in the link occurs), 

,jam mρ denotes the congested density per lane of link m ( the density where the mini-

mum speed in the link occurs), and ma is a parameter of the fundamental diagram 

(eqn. (4)) of link m. furthermore, τ , a time constant, and ε ,δ , 1µ , 2µ ,γ , and β , are 
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constant parameters same for all network links. ,f mv , ,cr mρ , ,jam mρ  and ma ,are constant 

parameter which reflect particular characteristics of a given traffic system and depend 
on lane geometry, vehicle characteristics, driver’s behavior etc. 

Origin links: For origin links, a simple queue model is used. Origin links are char-
acterized by their flow capacity and their queue length. The outflow ( )oq k  of an ori-

gin link o is given by 

max,

( )
( ) ( ) min ( ) , ( )o

o o o o

k
q k r k d k q k

T

ω
= ⋅ + , (6) 

where 0 ( )d k is the demand flow at time period k at origin o, ( )o kω is the length in 

vehicles of a possibly existing queue at time  period k, max, ( )oq k is the flow capacity at 

the specific period, and [ ]min( ) ,1or k r∈ is the metering rate for origin o link at period k. 

The flow capacity depends on the density of the primary downstream leaving link m 
in the following way 

,1 ,

max ,1max,

max ,

( )
( )( )

o m cr m

mo
o

cr m

Q k
kq k

Q
,

 

(7) 

where oQ is the constant flow capacity of the origin link and maxρ is the maximum 

possible density in the expressway link.  
The conservation equation for an origin link yields 

[ ]( 1) ( ) ( ) ( )o o o ok k T d k q kω ω+ = + ⋅ − . (8) 

2.2   Node Model 

Let ( )pQ k be the total traffic volume entering an expressway node p at time period k. 

Then the turning rate , ( )p m kβ is the portion of traffic volume ( )pQ k which leaves node 

p at time period k through link pm O∈ , where pO is the set of links leaving node p. 

Let pI be the set of links entering node p. The following equations hold 

( ) ( )n

p

N

p n
n I

Q k q k p
∈

= ∀ , (9) 

,0 ,( ) ( ) ( )m p m p pq k k Q k m Oβ= ⋅ ∀ ∈ , (10) 

where ,0 ( )mq k is the traffic volume that leaves node p via out link m. Equations (9) and 

(10) provide ,0 ( )mq k needed in (2) for i=1. 

When node p has more than one leaving link, the virtual downstream den-
sity , 1 ( )

mm N kρ + and speed of entering link m is given by 
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, 1
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( )

p
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m N

u
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k

k
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ρ
ρ

ρ
∈

+
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= , (11) 
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,1

, 1
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( )

( )
( )
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n

p

u
m O

m N

u
m O

v k

v k
v k

∈

+

∈

= , (12) 

where , 1 ( )
mm N kρ + is the virtual density downstream of the entering link m to be used in 

eqn. (1) and (3) for i= mN , and ,1 ( )u kρ is the density of the first segment of leaving link 

u. , 1 ( )
mm Nv k+ is the virtual mean speed downstream of the entering link m to be used in 

eqn. (1) for i= mN , and ,1 ( )uv k is the mean speed of the first segment of leaving link u. 

When node p has more than one entering link, the virtual upstream speed ,0 ( )mv k of 

leaving link m is given by 

, ,

,0

,

( ) ( )

( )
( )

u u
p

u
p

u N u N
u I

m

u N
u I

v k q k

v k
q k

∈

∈

⋅
= , (13) 

where ,0 ( )mv k is the virtual speed upstream of the leaving link m that is needed in eqn. 

(3) for i=1. 

2.3   Model Summary 

From the previous sections, a nonlinear dynamic model of the form 

[ ] 0( 1) ( ), ( ), ( ) , (0)k k k k+ = =X F X C D X X , (14) 

can be obtained by substituting (1), (9), (10), (11), (12)into (2); (4), (5), (11), (13) into 
(3); and (6), (7) into (8), where X is the state vector consisting of  the densities ,m iρ  

and mean speeds ,m iv  of every segment i of every link m, and the queues oω  of every 

origin link o, C is the control vector including the ramp metering rates or of every on-

ramp, and D is the disturbance vector consists of the demand od  at every origin link o 

and the turning rates ,p mβ  at every bifurcation node p.  

3   Modeling by Neural Networks 

Here, we focus on one of the most popular neural networks, called sigmoidal feed-
forward networks. The output of the processing element is the nonlinear sigmoidal 
function of the sum of the inputs and a possible threshold.  
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Fig. 2. A 1.5-layer feed-forward network 

We will model the state variable x in the equation (14) by a 1.5-layer feed-forward 

network with p processing elements (in Fig.2.). Let 11 1, 11, , , , ,
T

n p pmw w t t+=θ . 

The Output vector Y of the network is , ,, ( 1), ( 1), ( 1),
T

m i m i ok v k w kρ + + + , and it 

is just a weighted sum of the outputs of the hidden layer, and the input vector X is 

, , ,, ( ), ( ), ( ), ( ), ( ), ( ),
T

m i m i o o o p mk v k w k r k d k kρ β . Then the input-output relationship 

of the neural network can be expressed as 

( ; )=Y N X θ  , (15) 

= =
+ =+=

p

l

n

i

lniilljj mjwxwty
1 1

,1 ,,1,σ , (16) 

where p is the number of processing elements of  1.5-layer feed-forward network and 
decided by real traffic conditions. 

Without loss of generality, equation (14) can be described by 

[ ]( 1) ( ) ( ) , (0)k k k+ = + = 0X AX G X X X , (17) 

where ( )•G  is an unknown nonlinear function, A is an arbitrary constant vector. 

Let ( );•G GN θ be the neural network that identifies the nonlinear function ( )•G  

that is used to generate the estimates ˆ ( 1)k +X that are as close to measured  

( 1)k +X  as possible for 1, ,i n= . Then the following model generates the state 

estimates 

( )ˆ ( 1) ( ) ;k k+ = + •G GX AX N θ , (18) 

that correspond to the weights ( )kGθ at time kT. 

The error  

( )ˆ( ) ( 1) ( 1) ; ( ) ( )k k k k k= + − + = • −G Ge X X N Gθ . (19) 
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The adjustment rule for the weights Gθ is chosen as [3] 

0
2

0

( 1) ( ) ( ) ( )
( )i

k k k k
k

γ
β ξ

+ = −
+G eω θ ξ , (20) 

( 1) ( 1)

( 1)
( 1)

( 1)

k if k

k
k else
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+ + ≤

+ =
+
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ω ω
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, (21) 

( ); ( )
( )

( )

T k
k

k

∂ •
=

∂
G G

G

N θ
ξ

θ
, (22) 

where 00 2γ< < , 0 0β >  and 
G

Mθ  are design parameters. 

The performance of the learning of ( ; )•G GN θ can be evaluated by 

1

1
( ) ( )

n

k

MSE n k
n =

= e . (23) 

It can be showed by [3] that if ( )•G is linear with respect to Gθ and can parameter-

ized to be of the same from as ( ; )•G GN θ with a corresponding unknown *
Gθ then (20) 

guarantees that ( ) 0k →e  as k → ∞ . 

4   Computer Simulation 

The objective of this section is to describe the model validation by simulation aim-
ing at enabling the expressway model to represent traffic conditions with sufficient 
accuracy. 

Shangtang expressway is main motorway form north to south in Hangzhou China, 
and contains nine main junctions. This expressway is subject to considerable recurrent 
congestion. Congestion is especially heavy form Desheng road to Xihu road at early 
and night peak time. The Shangtang expressway was modeled in both directions, the 
total length of the expressway is 16 km (both directions), and the total number of 
links that was used to model the expressway is 24. This number includes 6 express-
way links, and 18 or origin links. The expressway links were divided into a total of 36 
segments, the length of each segment ranges form 380 to 690 m.  

We use a 1.5-layer feed-forward network of twelve basic processing elements 
(p=36) for GN .For the 1.5-layer feed-forward network training procedure, data from 

loop detectors for four consecutive days (Feb. 5-9 2005) were available. These data 
consisted of one-minute measurements of flow and speed for the whole day. The 
density was calculated by the traffic and the mean speed in advance. 
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Fig. 3. Stretch 2, measured versus predictive speed 

 

Fig. 4. Simulated traffic conditions in a part of expressway, 8:15 A.M. 2005 

Based on the 1.5-layer feed-forward network that is trained and the real data from 
loop detectors for Feb. 15 2005, examples of the model output for single location can 
be seen in Fig. 3 and 4. Fig. 3 depicts the speed trajectory determined by the model 
and compared with the actual speed measurements. Fig. 3 is indicative of the model’s 
ability to represent traffic conditions in each of the expressway stretches based on the 
1.5-layer feed-forward network. Fig. 4 shows the model’s prediction of traffic condi-
tions at 8:15 A.M 2005. We find the model’ prediction result is very close to the real 
condition. From this figure it can be seen that the model reproduces the previously 
described recurrent congestions sufficiently, thus making it a suitable tool for evaluat-
ing the impact of various traffic control measures on the traffic flow process. 

5   Conclusion 

This paper presented the developed model of the urban expressway based on 
METANET model, and adopted the 1.5-layer feed-forward network for modeling 
traffic flow on the macroscopic level trained by real data form loop detectors. The 
1.5-layer feed-forward network consists of layers and their weights are adjusted by 
robust adaptive laws. The simulation result obtained form this approach against real 
data demonstrate it’s effectivity and that the expressway model described  by 1.5-
layer feed-forward network is able to reproduce traffic congestion built in realty with 
considerable accuracy, thus making it suitable for evaluating various control strategies 
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and performing further modeling and simulation tasks. The off-line evaluation of 
expressway control measures ramp metering, motorway-to-motoway control and 
route guidance will be the subject of further work for urban expressway. 
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Abstract. In this paper, a radial basis function (RBF) network based method in-
spired by mature algorithms for face recognition is applied to classify traffic 
scenes in single image mode. Not to follow traditional ways of estimating traf-
fic states through image segmentation and vehicle tracking, this method avoids 
complicated problems in digital image processing (DIP) and can operate on just 
one image, while the old ones rely on consecutive images. The proposed 
method adopts discrete cosine transform (DCT) for feature selection, then a su-
pervised clustering algorithm is fulfilled to help design hidden layer of RBF 
network for which Gaussian function is chosen, finally linear least square (LLS) 
is used to solve the weights training problem. Experiments show that this 
method is valid and effective under the new application background.  

1   Introduction 

Nowadays, transportation is playing a very important role in the balanced running of 
social and economic systems with the rapid development of economy and society. 
However, urban traffic problems such as traffic accidents, traffic congestions, are 
becoming more and more serious in almost all large cities in the world. 

Traffic problems arisen in the cities may bring into tremendous losses to lives and 
properties of the urban residents. Especially in developing countries, with the sharp 
increasing of vehicle ownership in large cities, traffic accidents and congestions oc-
curred much more frequently. Since the traffic is floating and evolutive, the urban 
traffic problems may be explosive and chained, in which a large amount of persons 
will be involved. 

In order to deal with the problem, Urban Traffic Surveillance System (UTSS), as a 
modernization symbol of a city, should be established as soon as possible. UTSS is 
composed of four indispensable steps, i.e., monitoring, prediction, alarm and deci-
sion-aided support. Monitoring is the first and the most important step in UTSS. If a 
traffic incident such as an accident or a traffic jam is monitored, detected and dealt 
with in time, the loss caused by will be considerably reduced. Actually, some urban 
traffic monitoring systems, called Closed Circuit Television (CCTV) have been im-
plemented in many metropolitans and freeways all over the world. The video images 
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are collected and transmitted to the traffic control center via optical fiber networks. 
The traffic manager can obtain the traffic video information in real-time, find out 
traffic incidents and issue traffic control instructions.  

Traffic state recognition, one of the most fundamental works for traffic surveil-
lance system, makes itself an attractive and interested research direction in recent 
years. In this paper, macroscopic traffic information such as congestion is extracted 
from training a radial basis function network. Traditionally, inductive loops buried in 
the roadway are used to detect vehicles and further to estimate traffic parameters, but 
these years the rising vision-based methods gradually replace the destructive old tech-
nique due to their easily-deployment and abundant functions.  

In this context, various digital image processing and computer vision techniques 
are always referred and most researchers follow a general process of background 
update, image segmentation and vehicle tracking [1]. However, these approaches are 
heavily computative and sensitive to complicated environment, e.g. occlusion be-
tween vehicles or between vehicle and obstacles, the shadow variations under differ-
ent lighting conditions and etc... Casting off such restriction, the entropy concept is 
introduced to design a novel system for traffic flow monitoring [2]. Hidden Markov 
Models (HMM) and Maximum Likelihood (ML) criterion are applied to detect con-
gestions in MPEG-2 coded videos [3]. Nevertheless, the same drawback of these 
approaches is that they depend on consecutive frames, hence limit the application 
domain. Compared with these existed algorithms, the method proposed in this paper 
just needs information of a single image and neatly avoids complex DIP steps. Con-
sidering sometimes exact traffic parameters are not so necessary while macroscopic 
traffic state is already enough, this method really makes sense. 

Based on this idea, a mature processing architecture [4] in face recognition field is 
used for reference and to some extent modified to perform traffic state classification. 
Classifier is built through supervised clustering and learning of a Gaussian RBF net-
work. Before, DCT is chosen to fulfill feature selection.  

The remainder of this paper is organized as follows. In section 2, details of RBF 
neural network are described including algorithms and adjustments in the whole 
building and training process. In section 3, experiments and corresponding results are 
presented. At last, a conclusion is drawn and future work is discussed in section 4. 

2   Algorithm Description of Traffic Scene Classification Based on 
RBF Neural Network 

Radial Bases Function (RBF) neural network, core of the classifier for traffic state 
recognition, is a feed forward neural network. Well known for its capability of univer-
sal approximation, RBF basically has a three-layer structure, as shown in Fig.1. In 
this paper, the first layer accepts processed image features as the inputs; in the hidden 
layer, neuron nodes whose centers correspond to the patterns of input feature space, 
construct a nonlinear mapping through computing a set of Gaussian radial functions 
on the input vectors; In the last layer, weighted summations of the mid results are 
computed and outputted, from which, traffic states are classified. Details are de-
scribed in the next parts. 
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Fig. 1. The Flow Chart of Traffic State Classification Based on RBF 

2.1   Input Vector: Feature Selection 

Like face recognition problem, inputting raw pixel values of traffic scene image into a 
network for learning is very inefficient due to the huge dimensionality and high in-
formation redundancy. Principal component analysis (PCA) is widely used as the 
dimensionality reduction method. However, belonging to linear techniques, PCA isn’t 
suitable for modeling nonlinear data such as information contained in traffic images 
[5]. Moreover, strong dependency on samples of PCA is demonstrated by many re-
searchers. Additionally, its computational complexity is also a drawback that can’t be 
ignored. 

DCT is also a pop technique in signal processing community, especially for data 
compression, e.g. MPEG coding scheme uses DCT to reduce spatial redundancy in 
video frames [3]. When a fast algorithm is implemented, DCT can hold good informa-
tion concentrating ability while lighten greatly the computation burden. Formulas are 
defined as Equation (1), for an M*N image A(m, n): 
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Considering correlations between different parts in a traffic scene, DCT is simply 
applied on the entire image, not to split it into sub-blocks so that some important 
relationship information can be preserved [6]. The result is a 2-D matrix with the 
same size as the image being transformed, containing all spatial frequency compo-
nents. Actually, in such a DCT coefficients matrix for a real world image, most com-
ponents have smaller magnitudes than the left minority [5], hence, by discarding these 
components, dimensionality reduction can be achieved without destroying the essen-
tial features. Since the larger ones are mainly located in the upper-left corner of the 
matrix, we follow a zigzag path [6] from this position to the bottom-right of the ma-
trix, converting the 2-D matrix to a 1-D vector, as in Fig.2: 
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Fig. 2. Convert DCT Coefficient Matrix to 1-D Vector [6] 

Besides, as researchers have pointed out, few of the lowest-frequency DCT coeffi-
cients are discarded in this paper in order to alleviate influences on the images of 
illumination variations. Different lengths of truncated vector for the same image are 
tested in our experiments. 

2.2   Hidden Layer Nodes: Clustering 

The kernel basis functions in the hidden layer of a RBF network are normally chosen 
to be Gaussians with two kinds of important parameters, the centers and the widths, 
giving radially symmetric responses for the Gaussian kernels [8]:  

( )
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X C
g X

w

−
= −  . (2) 

Where uC , uw  are respectively the center and width of the uth hidden node.  

And it should be noted that the Euclidean distance definition is chosen in the for-
mula above. Meanwhile, size of the hidden layer is also crucial for the network’s 
quality: too small size can’t represent well the varieties of structures within class and 
between classes, while too big size may lead to nontrivial computation. Customarily, 
k-means and other unsupervised clustering methods are used to acquire these parame-
ters, nevertheless, now that traffic state in a sample image is known, a supervised 
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approach may lead to better clustering result. In this paper, integration of those meth-
ods for face recognition proposed in [4] and [6] is made and improved according to 
the new case to split the traffic state classes into more sub-clusters.  

Below are the steps it follows: 
STEP 1: Initially assume each sample in a class is a single cluster. Define: 

, , 2, ,
, , ,

1 1, ,

1 1i p i pn n
i p i p

i p j i p j i p
t ti p i p

c X X c
n n

σ
= =

= ⋅     = ⋅ −  . (3) 

Where ,i pc  is the center of the ith cluster in the pth class, and ,i pσ is the standard 

deviation of the samples in this cluster to its center. 
STEP 2: Select any cluster A in a class. Search the nearest cluster B to A within 

the class. They hence determine a potential merge to a new cluster C with 
the new center and standard deviation: ,AB pc , ,AB pσ .  

Next steps are designed to reject the merge in STEP 2 for those sub-clusters within 
each class which are around the borders between different classes. 

STEP 3: For cluster C, search its nearest cluster D in other classes with the mini-
mum distance between their centers: MINDIST.  

STEP 4: If the inequality below is satisfied [4], simply accept the merge of A and 
B to C; or reject it so that A and B remain separated. 

,MINDIST i pλ σ> ⋅  . (4) 

Where λ  is called clustering coefficient, which determines indirectly the number of 
sub-clusters. In [4], it is chosen to be 2. However, the value may be different for dif-
ferent cases. This should be test in experiments. 

STEP 5: Repeat STEP 2 to Step 4 until all clusters are investigated. Actually, am-
biguity exists here in [4]. That is, after a cycle ended, user may restart a 
new cycle in order to merge more clusters till the number of clusters 
doesn’t change any more. That’s reasonable; however, experiments show 
more cycles may rapidly decrease the number of clusters, which would 
subsequently affect the performance of the classifier. So, we fulfill just 
one cycle and quit clustering. 

The ultimate sub-clusters determine the structure of the RBF hidden layer. Simply 
and reasonably choose the center of each sub-cluster as the center of a neuron while 
choosing the width of the radial function is a little more complex. The approach intro-
duced in [6] is borrowed: 
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The latter formula in equation (5) is derived from Gaussian function, that is to say, if 
another radial basis kernel is chosen, a modification should be correspondingly made 
to this equation. For the parameters, ud  is the median distance between the uth  

cluster, namely the uth center, to the clusters belonging to other classes, not to those 
in the same class because according to our clustering algorithm, usually the overlaps  
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between sub-clusters within one class are acceptable to be large [6]; γ is called over-

lapping coefficient which controls directly the overlaps between clusters. Much atten-
tion should be paid to the selection of a proper value for this coefficient, since too 
large overlaps may bring more misclassification while too small width leads to poor 
generalization of the network. 

2.3   Weights Training and Classification 

For each training sample, RBF gives an output while the known category information 
of this sample gives a target (ideal) one, so the weights training process just aim to 
minimize the mean error between the target and real outputs for all the samples: 
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Where, T and O are respectively the target and real output matrix, n and C are respec-
tively the number of samples and classes, H is the outputs of RBF hidden layer and W 
stands for the weights which is to be optimized. Traditionally, the linear least square 
(LLS) method is applied to solve this optimization problem, and the classical pseudo-
inverse technique is also used in the matrix operation during the process. 

( ) 1T TW H T H H H H
∗ −∗ ∗= ⋅      =  . (7) 

Where W
∗

is the optimized weighting matrix, H ∗  is just the pseudo-inverse matrix of 
H. Unluckily, TH H  is always singular or near singular, which will considerably 
reduce the accuracy. Singular value decomposition (SVD) is an effective tool to solve 
this problem: 
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The Classifier is finally constructed after obtaining the weights. Any test sample 
can be simply classified to the category that has the maximal component of outputs 
through the RBF network.  

3   Experiments and Results 

Lacking benchmark database just like those for face recognition research, in our ex-
periments, we use the images extracted from some video clips that are photographed 
on the roof of a tall building roadside. The road in the scene is called Chengfu road, in 
Haidian district, Beijing city. Images are all transformed into gray-scale for considera-
tion of computation reduction. Below are two samples indicating different traffic 
states, free and congested, respectively. 
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Fig. 3. Image Samples used in the Experiments 

Additionally, these videos are not photographed in a short time, so illumination 
condition varies in different images; and the angle of view of the camera changes  
a little during the process, which makes the background composition in different 
images are not always the same. Both of these bring more difficulties to the  
experiments. 

 

Fig. 4. DCT Comparison for Images with Different Traffic States   

In Fig. 4, a comparison of DCT (before conversion from 2-D matrix to 1-D vector 
and the truncation operation) on two images with different traffic states is presented. 
The left one is for free-state with few cars in the scene and the right is for congested-
state with many cars in the image. A logarithm conversion is added after DCT only 
for this color map demonstration (omitted in subsequent classifying experiments) in 
which relationships between numerical values and different colors are prompted by 
the rightmost color bar. So, the big difference between these two maps implies the 
applicability of DCT in this problem.  

Below Experiments are organized according to the whole flow of the algorithm, 
and the results show its validness and efficiency as well as present comparisons of 
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performances for different values of the key parameters. The training set is composed 
of 150 free-state images and 349 congested-state images; while the testing set con-
tains 73 free-states and 171 congested-states. 

3.1   Performance of Truncated DCT 

These results prove that properly discarding the low-frequency components of DCT 
coefficients can alleviate effect of brightness and illumination variations to some 
extent. In this case, truncating the lowest 2, called the DC and the first AC compo-
nent, gives the best result while truncating more performs worse due to the loss of 
some important low-frequency information. However, the optimal length that should 
be truncated is not of course a fixed value, since how the frequencies represent the 
features of an image varies with different cases. 

Table 1. Error Rates for Different Truncating Scheme 

Number of Com-
ponents Truncated 

0 1 2 3 4 

Error Rate 7.4% 6.6% 5.7% 8.6% 10.1% 
Other 

 Parameters  
10, 0.1, _ 10length featureλ γ=   =    =  

3.2   Variations in Feature Length 

These results are obtained after truncating the first 2 low-frequency components. 
Longer length basically gives lower error rate, that’s reasonable since more features 
contain more information that would be used for classification. Nevertheless, high-
frequency DCT coefficients usually brings unstable factors to an image, even noise, 
which perhaps explains why the error rate for length being 30 is worse than the previ-
ous one, and also that’s why we choose limited length as features starting from the 
low-frequency end, except for considerations of computation and low-magnitude of 
the high-frequency component. 

Table 2. Error Rates for Different Feature Length 

Length of Features 5 15 20 25 30 35 40 
Error Rate 16% 5.6% 5.3% 4.1% 5.7% 4.1% 2.1% 

Other Parameters  10, 0.1, _length truncatedλ γ=   =    = 2  

3.3   Variations in Parameters 

In Table 3, when clustering coefficient becomes larger, the cluster number gets big-
ger and error rate reduces, but the trend isn’t so absolute and more neurons bring 
heavier computation.  
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Table 3. Error Rates for different Clustering Coefficients 

λ  10 20 25 40 45 
No. of Hidden 

Nodes 
236 249 262 315 330 

Error Rate 4.7% 5.3% 4.9% 2.5% 1.6% 
Other  

Parameters  
0.3, _ _ 10length truncated length featureγ =    = 2,  =  

Table 4. Error Rates for different Overlapping Coefficients 

γ  0.1 0.2 0.5 0.6 0.9 2 3 4 
Error Rate 5.7% 4.5% 3.3% 2.1% 2.9% 3.3% 4.1% 4.5% 

Other  
Parameters  

0.3, _ _ 10length truncated length featureγ =    = 2,  =  

 
In Table 4, the trend error rate varies with the overlapping coefficient reflects well 

the explanations in the end of part 2.2. For this case, 0.6 is a better choice. 

3.4   Use PCA After Truncated DCT 

Regarding the truncated DCT coefficients as the raw feature, we can apply PCA to 
transform the vectors to a lower-dimensionality space where the features may  
be easier to discriminate. Fixing the final dimensionality, experiments are made on 
different lengths of truncated DCT coefficients (the feature lengths before PCA): 

Table 5. Error Rates for PCA after Truncated DCT 

Length of Features before PCA 20 30 40 
Error Rate 6.97% 6.14% 5.74% 

Other  
Parameters 

10, _

0.3, _

length truncated

length features

λ
γ

=     = 2
=    = 10

 

 
Apparently, the longer the raw feature, the better the result, that’s easy to under-

stand. However, compared with the error rate obtained in the foregoing experiments 
without PCA, for the same feature length, 4.7%, these results are worse; and the same 
situation happens when the feature length changes to 5. That is to say, using PCA 
after DCT is not as good as what we think intuitively. Reasons may like what we have 
addressed in part 2.1. 

4   Conclusions and Future Work 

This paper proposes a novel idea for vision-based traffic state recognition. Experi-
ments show that the mature processing architecture for face recognition is efficient in 
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this application. Composed of more or less separated and different objects, traffic 
images have distinct features on the frequency spectrum, which can be efficiently 
extracted by DCT; in succession RBF network acts as a satisfying classifier to dis-
criminate different traffic scenes. However, since big difference also exists between 
face recognition and traffic scene classification problem, some more modifications 
should be accordingly made to increase the accuracy. In other words, better and 
deeper analysis into image characteristics of traffic scenes may help improve the 
design of feature selection techniques and RBF training algorithms. Further, in order 
to fulfill online operation, more advancement must be done including online change 
of RBF structure, online optimization of weights, while more things should be taken 
into consideration, such as system memory demand and the system efficiency. 
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Abstract. Traffic signs can provide drivers with very valuable information 
about the road, in order to make driving safer and easier. In recent years, traffic 
signs recognition has aroused wide interests in many scholars. It has two main 
parts-- the detection and the classification. This paper presents a new method 
for traffic signs classification based on probabilistic neural networks (PNN) and 
Tchebichef moment invariants. It has two hierarchies: the first hierarchy 
classifier can coarsely classify the input image into one of indicative signs, 
warning signs or prohibitive signs according to its background color threshold; 
the second hierarchy classifiers including of three PNN networks can concretely 
identify traffic sign. The inputs of every PNN use the new developed 
Tchebichef moment invariants. The simulation results show that the two-
hierarchy classifier can improve the classification ability meanwhile can use in 
real-time system. 

1   Introduction 

The Traffic Signs Recognition (TSR) is a field of computer vision research concerned 
with the automatic detection and classification of traffic signs in traffic scene images 
acquired from a moving car. Traffic signs carry a lot of very valuable information 
necessary for successful driving - they describe current traffic situation, define right-
of-way, prohibit or permit certain directions, warn about risky factors etc. At the same 
time, traffic signs also help drivers with navigation. So it is important for drivers to 
make their driving safer and easier. In recent years, traffic signs recognition has 
aroused wide interests in many scholars. In the course of many research programs 
such as the European EUREKA project PROMETHEUS (PROgraM for European 
Traffic with Highest Efficiency and Unprecedented Safety) and the Intelligent 
Vehicles Highway System (IVHS) in the USA, much significant improvement  
has been made. TSR has two main parts-- the detection and the classification. The 
latter is studied in this paper. Many authors carried out studies in this area. Sompoch 
et al. [1] classify the traffic signs by a simple image matching method using the 
minimum of Euclidean distance between the target image and the template in traffic 
signs library. Based on the same idea, Betke et al. [2] apply the normalized correlation 
coefficient as a measure of the match. Estable et al. [3-4] developed a new 
classification method based on radial basis functions (RBFs). Paclik et al. [5-7] 
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describe several classification methods combining multi-hierarchy classifier with BP 
networks to classify the color images or the gray-level images. By the light of the 
technique of the Cell Neural Network, Adorni et al. [8] give a CNN-based 
classification algorithm. Moreover, other methods such as SVM-based, semantic 
network- based and various integrated classification methods are mentioned as in [9-
11]. But all the proposed algorithms up to now are far from the real-time 
implementation in the recognition ability and the running time. Traffic signs are easily 
identified by human drivers mainly because their color and shapes are very different 
from natural environments. For example, the warning signs have a yellow background 
and are surrounded by a black triangle border. Prohibition signs are circles with a 
black background and a red border. Indicative signs are circles with a blue 
background. Taking advantage of these features, this paper presents a new two-
hierarchy classifier for traffic signs classification based on PNN and Tchebichef 
moment invariants: the first hierarchy classifier is used to coarsely classify the input 
image into one of the indicative signs, warning signs and prohibitive signs; the second 
hierarchy classifiers including of three PNN networks are designed to concretely 
identify each traffic sign. The inputs of every PNN use the new developed Tchebichef 
moment invariants. The simulation results show that the new method can improve the 
classification ability and can be used in real-time system. The outline of this paper is 
as follows. Section 2 describes the architecture of our algorithm. Section 3 discusses 
the two different classifiers: the first hierarchy classifier which uses color threshold to 
coarsely classify the input image into one of indicative signs, warning signs or 
prohibitive signs; the second hierarchy classifiers including three PNN networks are 
designed to concretely identify traffic signs.  Section 4 presents simulation results 
showing the effectiveness of the new method. We conclude in Section 5. 

2   The Architecture of the Proposed Algorithm 

The past studies show that multi-classifier method using multi-hierarchy structure has 
several advantages to the single-classifier method. The first one is the reduction of the 
class count. Moreover, each particular classifier may exploit the most descriptive 
features for its task. Satisfactory classification results can be obtained in smaller 
number of features compared to single-classifier [6]. The traffic signs classification is 
a large-scale and complicated subject. So we can decompose the process of 
classification into two steps. At the beginning, indicative signs, warning signs and 
prohibitive signs are split apart in the first hierarchy classifier (labeled as classifier 1) 
according to the embodied special color information. Then traffic sign is identified as 
a concrete sign through the second hierarchy classifiers. The architecture of the 
proposed classification algorithm is shown as Fig.1. The second hierarchy classifiers 
including three PNN classifiers are labeled as PNN1, PNN2, PNN3 respectively. 
During the training, test traffic sign is firstly fed into classifier 1 and identified as one 
of the three standard traffic sign groups. Then the result of the coarse classification is 
input into the corresponding PNN classifier, the traffic sign with concrete meaning is 
obtained at the end. 
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Fig. 1. The architecture of the proposed algorithm 

3   The Proposed Classification Algorithm 

The design of classifiers plays the important role in our classification algorithm. 
Classifier 1 and classifier 2-4 describe as followings: 

3.1   Classifier Based on Color Threshold 

Color information may use as a useful attribute for the decomposition of classification 
problem into several a priori defined traffic sign groups or sub-problems. In design of 
the Classifier 1, we use the color features to carry out the coarse classification. Before 
the classification, image segmentation must be processed. The simplest and most 
intuitive segmentation method is in RGB color space using the color threshold [12]. 
But one of the greatest inconveniences of the RGB color space is that it is very 
sensitive to varying illumination. In HSV color space, the hue component is non-
correlated from the intensity component. Based on the Liu’s works [13], in the 
process of the color segmentation in this paper, we firstly transform the color space 
model RGB to HSV, the segment the image according to proper thresholds on the hue 
and saturation which calculate the sum of the red, blue and yellow color pixels 
respectively. This approach allows outdoor light variations.  Every color threshold can 
be determined by experiments. In order to coarsely classify indicative signs, warning 
signs and prohibitive signs, we apply the rate of the umber of the color pixels to the 
total number of the image pixels (RCT). RCT is defined as follows: 

TOTALCOLORCOLOR NNRCT /= , Where COLORN  equals to the number of the color 

pixels; TOTALN  equals to the total number of the image pixels. After calculation of the 

RCT of the red, blue and yellow, we can simply use following rules in classification. 
The values of 321 ,, RRR  are selected through experiments. 
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Rule1: if 1RRCT RED ≥ , then the test traffic sign is 

classified as prohibitive sign group. 

Rule2: if 2RRCT BLUE ≥ , then the test traffic sign is 

classified as warning sign group. 

Rule3: if 3RRCT YELLOW ≥ , then the test traffic sign is 
classified as indicative sign group. 

Rule4: if 1RRCTRED < and 2RRCT BLUE < and 3RRCT YELLOW < , then 
the test traffic sign is not the traffic signs. 

3.2   Classifier Based on PNN 

Before the design of the second hierarchy classifiers, we must extract the inner 
geometry shapes of the test traffic signs by the use of the special color information. 
Then transform the extracted image to the black and white images. Next, extract the 
feature based on Tchebichef moment invariants. At last, classify the images using 
PNN classifiers.  

3.2.1   Feature Vector Construction Using Tchebichef Moment Invariants 
Image moments that are invariant with respect to the transformations of scale, 
translation, and rotation find a variety of applications in image analysis, like pattern 
recognition, object classification, template matching, etc. In 1961, Hu[14] introduced 
moment invariants. However, Hu’s moments are not orthogonal and as a consequence, 
there is redundancy measure in a feature set. Teague[15] proposed continuous 
orthogonal moments such as Zernike and Legendre moments, but one main problem 
with these moments is the discretization error, and hence limits the accuracy of the 
computed moments. Mukundan [16] developed a new discrete orthogonal moment 
functions based on Tchebichef polynomials. On the basis of their works, Tchebichef 
moment invariants are presented in this paper and are used as feature vector for 
classification.  

For an image intensity distribution ),( yxf  with NN × pixels, we define Tchebichef 

moment invariants, mnT  as: 
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00010010 /,/ MMyMMx == , 2
1

00)/( Mβα = , 4/),( nNNn =β , ijM is the geometric 

moment. mnT is invariant with respect to the transformations of scale, translation, and 

rotation.  In this paper, we construct the feature vector as [ ] ,,,,, 033021120220 TTTTTT=V . 

3.2.2   Classification Using PNN 
For traffic signs classification, it is a supervised learning classification question to a 
large training set. So PNN is selected as the second hierarchy classifier in our system. 
PNN adopts multivariate Parzen window estimators to estimate the probability 
density functions (PDF) of the different classes [17]. The most obvious advantage of 
the PNN is that its training time is much shorter than that of popular BP network. 
Other characteristics of this network include: 1) the decision surfaces can approach 
Bayes-optimal. 2) it operates completely in parallel without a need for feedback from 
the individual neurous back to the inputs and can be easily used in hardware. The 
PNN has four layers or input layer, pattern layer, summation layer and output 
layer.Let dRx ∈  be a d-dimensional pattern vector and its associated class be 

{ }Kj ,2,1∈ , where K is the number of possible classes. The first layer of the PNN is 
the input layer which accepts input patterns. The nodes in the second layer are divided 
into K groups, one for each class. The generic second-layer node, the ith kernel in the 
jth group, is defined as a Gaussian basis function: 

)2/( )2/exp()( 2/22 d
ijijijij CVVp πσς−−=  (5) 

where ijC  is the centre or mean vector and 2
ijσ  is a positive variance parameter.  

ijC  and 2
ijσ  can be choose in the training. Let the number of pattern units for class j 

be jN . Then the total number of the pattern layer nodes is 
=

=
K

j
jNN

1

. The summation 

layer has K nodes, and each node estimates a class conditional PDF using a mixture 

of Gaussian kernels : 
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= , where jα  is the a priori probability 

of class j. 

4   Simulation Experiment 

Training set: In our training set, there are 125 standard pictograms from the national 
standard traffic signs library in China. 1-42#, 43-102# and 103-125# pictograms are 
prohibitive signs group, warning signs group and indicative signs group respectively. 
Each pictogram is a 24-bit BMP color image with 60*60 pixels. 

Test set: One parts of test set are achieved through adding Gaussian white noise to 
the correspond training set or rotating, translating, scaling the pictograms in 
correspond training set in MATLAB platform. With noise variance %3%,2%,1=D , 
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Rotating angles, =Φ 30 , 15 , 15− and 30−  and scaling factors, 0.1,9.0,8.0=S . 
Other parts of test set including 100 images are coming from the actual images. 

In our experiment, classification accuracy η  is defined as  
 
 

 
In this paper, we compared our method with that used by reference 5-7. The average 
running time is less than 1s in our method. Table 1 shows the results of the 
classification. It can be seen that our algorithm shows the good robustness and 
classification accuracy and can be applied in real-time. 

Table 1. Classification results 

Noise variance D 1% 2% 3% 
η (This paper) 100% 94.6% 90.1% 
η (Reference 5-7) 80.4% 74.6% 50.5% 

5   Conclusions  

In this paper, a new method for traffic signs classification based on PNN is presented. 
It has two-hierarchy structure: the first hierarchy classifier which uses color threshold 
in HSV color space is used to coarsely classify the images into indicative signs, 
warning signs and prohibitive signs; the second hierarchy classifiers including of 
three PNN networks are designed to concretely identify each traffic signs with the 
help of the new developed feature extract method. The simulation results show that 
this method is an efficient one and can be used in real-time system. 
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Abstract. This literature critically explains the intelligent method for detection 
of traffic signs. This method uses a particular color and shape for the detection 
of traffic signs, as an example, we used red color down triangle shape traffic 
sign, to explain this method. This method is mainly carried out in four steps, 
which are as follows. First, convert RGB color space to HIS color space, and 
extract pixels with red color. Then perform LOG mask operation on the pixels 
got from step 1, for the detection of edges. By using neural network, we 
determine the angle pixels, and at the same time, we also determine on which 
specific angle the pixel is. And finally we detect the traffic sign by using the 
information of shape. We used 20 different images from different scenes to test 
this method, and the percentage of correctness is 100%. 

1   Introduction 

In the past two decades with the development of economy, traffic network system is 
not able to fulfil the needs of traffic loads which are increasing very fast. The 
increasing traffic jam, pollution and traffic accidents had divert the attention of 
international society, due to which the ‘Intelligent Transportation System’ (ITS) this 
new research came in to the picture or occurred and also growing very fast. Many 
people are working under this area. Intelligent Transportation Management is very 
important branch in ITS, the main method in this branch is ‘image detection’. The 
image/visual information is very important in traffic scene for the onboard system, 
which is placed inside the car. To identify traffic sign efficiently is very important and 
also unsolved problem in ITS research area. Traffic sign recognition (TSR) system 
mainly consists of two basic steps viz; first step is the traffic sign location with some 
necessary pre produce and second step is to do identification. This paper mainly 
discusses the first step. 

In the real world, traffic sign identification has several main difficulties such as, 
first is the complexity of the roads, leads to the complex background of the image. 
The traffic sign can even been faintness or been covered from other object. Second,  
is different condition of illumination, this leads to serious colour distortion. Third,  
is shape and scale distortion because of the angle of shoot that can cause geome- 
tric distortion, sometimes it is very serious. Based upon the above points, to use 
intelligent method is better choice to solve the TSR problem. In fact from the time of 
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evolution the pattern recognition is an intelligent activity of human; because of this in 
future machine recognition the intelligent method will domain this area. Neural 
Network has advantages of nonlinear mapping; tolerate ability, and soft network 
structure. These makes neural network has very good appliance value in areas like 
pattern matching, pattern classification, pattern recognition and analysis. This study 
introduces a method with neural network with the traditional method. 

2   Intelligent Detection Method 

The traffic sign of all countries have national standard, they have the special shape, 
colour, sign and size, comparison, in order to identify.  

Fig.1.(a), is road transportation for physically taking, among them have four traffic 
signs, from left to right is: one red colour triangle traffic signs and three circular 
traffic signs that have red frames. Region of interests is the key technique of the fast 
image resemble. This research in the Fig.1.(a) shows pours the triangle traffic sign, 
for example, and shows a new intelligence examination method. The method consists 
of four following main points: 

1. The color extract: According to the traffic sign have the particular colour, 
resemble the image to convert the hue subspace first, extract the particular red 
colour, and fix the Region of Interest (ROI) region. 

2. The Edge Extract: The red colour region of template withdraws out of standard 
LOG of adoption go forwards the line, and further contracts the interested region.  

3. The top distinguish adoption neural network classification to all point those three 
different tops that ROI proceeds to distinguish, and make the marking to triangle 
respectively.  

4. Fix the position of the triangle. Finally, use certain of matching standard to 
extract triangle. 

  

Fig. 1. (a) Origin color real image  Fig. 1. (b) Red points of H value (color) 

3   The Color Extract 

The colour extract is on H (hue), the subspace of HSI (hue, saturation and intension). 
The image format should be in RGB and so there is need to convert HSI space to 
RGB colour space and the conversion formula used for this research is as follows [4]: 
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Colour distribution of HSI space 
is as shown in figure.2, so 
according to figure.2 shows, we 
can extract colour region according 
to our need. The example demands 
to extract the red colour region. 
The H value is between [315,360] 
and [0, 23]; fig.1(a) is a scene 
image for 320×240 pixels, by using 
above method we extract red 
colour region from the figure.1.(a), 
results are shown in figure.1.(b), 
besides above 4 traffic signs rest 
dark region is mainly of the object 
of the red hue (though we may not 
see red in colourful image). This is the fringe ROI region. 

4   The Edge Extract 

The purpose of edge extraction is to decrease pixel number in the ROI, in order to 
availability and to reduce the workload of following process. Edge extraction uses 
LOG (Lapacian of guassian) calculation method. On the ash degree chart log 
calculates using gauss function first to make smooth handle for the image, then use no 
direction Lapacian to extract zero crossing point and make the edge examination. The 
formula of the log calculates and the 5 5 template use in this research as follows. 

 

Fig. 3. Input layer 
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Among them r2=x2+y2, x, y is the abscissa value and horizontal value of the pixel. 
Due to the colors distill part has already distilled the red ROI area, the left dots of a 
real picture has reduced a lot. So, edge distill can be only implemented to the red ROI 
area, the time it should take will be reduced a lot. The left dots with edge distill 
reduce obviously, they all have the traffic sign colors and all are on the edge. These 
dots are those ROI dots which will be dealt with by NN, viz. which might be vertexes. 

5   Vertex Distinguish 

Vertex distinguish use the intelligent sorting which constructed by single latent BP 
network, the swatches of training setting and testing setting are all ash picture. Input 
layer is a scan window constituted with a 7×7 matrix, as Figure 3. This scan window 
is used to scan interested ROT dots in the scene picture of the testing settings, so that 
the three vertex of the triangle can be fixed. It has 49 input units each corresponding 
to a pixel, the center unit (the red unit in figure 3) corresponding to ROI dots. Uses a 
big scan window in order to insure the correctness of distinguishes. The output layers 
include 3 units, each stand for the bottom, left top, right top vertex of the triangle. 
Training setting are constituted with 4 kinds of swatches: bottom vertex, output is 
1,0,0; left top vertex, output is 0,1,0; left top vertex, output is 0,0,1; yawp dots (here 
means any dots except the triangle vertexes), output is 0,0,0. The units number of the 
latent layer can adjust according to the real situation, the research use 9 latent units. 

As we all know, when we using the NN way, the choosing of the training setting 
swatches is very important. First, we should choose enough swatches of these three 
vertexes, very sure every swatch is 7×7 matrixes and vertex is in the center. Second, 
choosing enough yawp dots swatches is also necessary. So that the resolving power 
can be increased greatly. Testing setting is some real traffic scene pictures. Use the 
fixed training setting to train the NN Before checking. When checking, use gained 
training results to scan and sort with every ROI dot of every picture in testing setting, 
in order to check out the correct three vertexes of the triangle. At last, give different 
signs to the different vertexes in order to be propitious to the following disposal. Till 
now, the left ROI dots are very few. 

6   Orientation of Triangle 

Athough the needed ROI dots have been checked out, BP network may take some 
yawp dots as vertexes. This part is to wipe off the mistake dots and distill the triangle 
structured by correct vertex. The detailed method is shown in figure.4 as follow; 

(1) First, according the vertex signs which made in the vertex distinguish part to fix 
a bottom vertex (the top picture in figure.3). 

(2) Second, in the pie slice area started from the bottom vertex, according the 
vertex sign made in vertex distinguish part to select left top vertex. If one left top 
vertex is found, then continue to implement step (3); if none left top vertex is found, it 
means current bottom vertex is a yawp dot, here it should be deleted, the come back 
to step (1) and go on searching other bottom vertexes. 
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(3) Then, in the superposition area of the pie slice areas which start from the fixed 
bottom vertex and left top vertex, according to the vertex sign signed in the vertex 
distinguish part to search a right top vertex. If it is found, continue to implement step 
(4) to distinguish the triangle’s vertexes; if none of the right top vertex is found, it 
means the current left top vertex is a yawp dot, here 
should be deleted, then come back to step (2) continue 
searching other left top vertexes. After the left top vertex 
(x1, y1) is fixed, the scan range of superposition of two 
pie slice areas which search right top vertex (x2, y2) is 
decided by formula (2): 

(4) At last, decide whether these found three dots are 
the three vertexes of the triangle: if they are, end the 
orientation task; otherwise it means the current right top 
vertex is a yawp dot, then should delete this yawp dot, 
and come back to step (3) continue searching other right 
top vertexes. 

The basic fundamental which used to judge whether 
these found three dots are the triangle’s three vertexes is 
the three sides of a equilateral triangle is equal (correct to 
say, the standard figure of the converse triangle traffic 
sign in this example is a isosceles triangle closes to a 
equilateral triangle). But, the real took traffic sign figure 
usually will be varied degree geometric distortion. So, 
the matching rule advanced in this research is based on 
the equal three sides to give out a side ratio range [1/1r~1r]. When judging, first ratio 
each side of the three sides with other two sides, get three sides ratio, then judge 
whether the three ratios are all in the side ratio range. According to law of sines, 
consider that usually 20, then the range of the above side ratio range [1/1r~1r] can 
be decided by formula (3) in the formula, k is the adjust coefficient, mostly can 
selected in the range [0.6~1]. When k = 1, it is the limit case, viz. the utmost side ratio 
when the excursion angle equal to, scilicet the case when the traffic sign may be 
utmost distortion. The parameters in this investigation is  = 15, k = 0.8. In this way,  
lr = 1.6, accordingly, the side ratio range in the above matching rule is [0.63~1.6]. 

From the above several steps, these three triangle vertexes can be fixed on and 
distill triangle traffic sign correctly and that yawp dot will be deleted for it can’t 
accord the restriction qualification in the above steps. This kind of orientation method 
not only obviously reduced computation amount (only select ROI in pie slices), but 
also wipe off the misjudged dots effectively and allow the object exist geometric 
distortion in certain degree. 

7   Experiment Result and Analysis 

This research does a lot of resemble experiment, the three basic experiments as 
follows: (1) The first experiment is to examine the image in the same background. 
Among them, BP network use 50 sample that from 7 image to train as the training 
gather of BP network, then use above intelligence method to 14 images (among them 
7 have once used for training) colour extract, edge examine triangle distinguish, then 

 

Fig. 4. Location delineation 
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all triangle traffic sign can be examined correctly. (2) The second experiment is to 
examine 20 images of different background. First use BP nerve network that have 50 
samples training gather to distinguish the top, the result shows only 9 images can be 
examined correctly. To make sure that method can apply in the different background, 
we must increase to train the sample that gather. Then increase the number of the 
training sample. So we increase the number of training sample to repeat the above 
experiment. When the number of the training sample increase to 100, triangle traffic 
sign in 20 images all can be examined correctly, and have no the miscarriage of 
justice, the examination correctness come to a 100%. (3) The third experiment uses 
that method to the image that has more than one traffic sign .The result of emulation 
experiment shows the triangle traffic sign in the image can be examined accurately 
and have no the miscarriage of justice's circumstance.  

From above experiment we can get the basic following conclusion about this 
intelligent method: (1) Use the nerve network examination triangle's top to extract the 
triangle traffic sign is available. This method adopt off-line training BP network to 
identify the three top of the traffic sign, make the TSR system have good adaptability 
to size change and shape lose. (2) The method adopt the HSI colour space 
transformation, use the H (hue) subspace to color extract make the TSR system have 
the good adaptability to road shine and color lose. (3) The method makes best use of 
the ROI concept, and is quicker, can meet the demand of traffic sign real time 
examination. 

8   Future Scope 

The TSR research area, people have already found a lot of non-intelligence methods, 
but these methods all have their localization and they are always sensitive to 
geometric distortion of and colour distortion of traffic sign. But make use of the BP 
network non-linear classification ability to examine traffic sign, and can make the 
TSR system have good to geometric distortion and colour distortion. Intelligent 
examination, this research refer the method make use of the certain ROI of colour 
image, the top distinguish; fix the position of the triangle. All process aches have 
good real time quality. But that method can't apply in the withdrawing of circular 
traffic sign, not yet in consideration of the traffic sign that is hidden. 
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Abstract. Robust and reliable vehicle detection is a challenging task
under the conditions of variable size and distance, various weather and
illumination, cluttered background, the relative motion between the host
vehicle and background. In this paper we investigate real-time vehicle
detection using machine vision for active safety in vehicle applications.
The conventional search method of vehicle detection is a full search one
using image pyramid,which processes the image patches in same way and
costs same computing time, even for no vehicle region according to prior
knowledge.

Our vehicle detection approach includes two basic phases. In the hy-
pothesis generation phase, we determine the Regions of Interest (ROI) in
an image according to lane vanishing points; furthermore, near, middle,
and far ROIs, each with a different resolution, are extracted from the
image. From the analysis of horizontal and vertical edges in the image,
vehicle hypothesis lists are generated for each ROI. Finally, a hypothesis
list for the whole image is obtained by combining these three lists. In the
hypothesis validation phase, we propose a vehicle validation approach
using Support Vector Machine (SVM) and Gabor feature.The experi-
mental results show that the average right detection rate reach 90% and
the average execution time is 30ms using a Pentium(R)4 CPU 2.4GHz.

1 Introduction

Statistics shows that about 60% of the rear-end crash accidents can be avoided
if the driver has additional warning time. According to the Ministry of Pub-
lic Safety P.R.China, there were 567,753 reported road traffic accidents in 2004,
among those about 80% of the severe police-reported traffic accidents are vehicle-
vehicle crashes. Clearly, vehicle detection is an important research area of intel-
ligent transportation systems [1] [2]. It is being used in, among others, adaptive
cruise control (ACC), driver assistance systems, etc. However, robust detection
of vehicle in real-life traffic scenes is challenging.

This paper introduces a hypothesis-validation structure which consists of the
three steps described below. Firstly, ROI determination using the vanishing point
of lane markings. Secondly, vehicle hypothesis generation for each ROI using
horizontal and vertical edge detection. Finally, hypothesis validation using Gabor
features of 9 sub-windows and SVM classifiers.

J. Wang et al. (Eds.): ISNN 2006, LNCS 3973, pp. 46–51, 2006.
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2 Related Work

Hypotheses are generated using some simple features, such as, color, horizontal\
vertical edges, symmetry[2][3], motion, and stereo visual cue. Zehang Sun pro-
posed a multi-scale hypothesis method, in which the original image was down-
sampled. His vehicle hypotheses were generated by combining the horizontal and
vertical edges of these three levels and this multi-scale method greatly reduced
the random noise. This approach can generate multiple-hypothesis objects, but
a near vehicle may prevent a far vehicle from being detected. As a result, it fails
to generate the corresponding hypothesis of the far vehicle reducing the vehicle
detection rate.

Vehicle symmetry is an important cue in vehicle detection and tracking. In-
spired by the voting of Hough Transform, Yue Du proposed a vehicle following
approach by finding the symmetry axis of a vehicle [3]; however, his approach
has several limitations, such as large computing burden, and it only generates
one object hypothesis using the best symmetry. A. Broggi introduced a multi-
resolution vehicle detection approach, and proposed to divide the image into
three fixed ROIs: one near the host car, one far from the host car, and one in
the middle[2]. This approach overcomes the limit that it only can detect a single
vehicle in the predefined region of the image but it needs to compute symmetry
axis making it not real-time.

Accordingly, in this paper we detect vehicles only in ROIs allowing us to make
a real-time implementation. The ROI approach largely prevents a near car from
hiding a far car. All the hypotheses are generated in these regions. The positions
of vehicles are validated by SVM classifiers and Gabor features.

3 Generating Candidate ROIs

Inspired by A.Broggio [2], we extract three ROIs, a near one, one in the mid-
dle, and far one, from the 640× 480 image. But his approach uses fixed regions
at the cost of flexibility. In this paper, ROIs are extracted using lane mark-
ings. In a structured lane, we detect the vanishing point using the lane edges.
For the consideration of real-time processing, we use a simple vanishing point
detector rather than a complex one. Discontinuity and noise related problems
can be solved by combining, for instance, 10 subsequent images. In edge de-
tection is done on combined images consisting of ten overlapping subsequent
images, and the equations of two lanes are deduced from a voting procedures
like hough transform by analyzing horizontal and vertical edges. Four random
points Pdi, d = l or r; i = 1, · · · , 4, are selected on each lane line, and each
tangent direction of two points between the closed 3 points

{Pdi, Pdj}; d = r or l; i, j ∈ {0, 1, 2, 3}; i < j; |j − i| ≤ 2 (1)

are obtained by
θdij = −−−−→

PdiPdj
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The tangent directions of two lane lines are calculated using average value of the
above tangent angles, described by

θ̄d =
θd01 + θd02 + θd12 + θd13 + θd23

5
, d = r or l (2)

Combining the average coordinates of 4 interesting points P̄d = 1
4

∑3
i=0 Pdiwith

the average tangent angles θ̄d, we can get the equations of two lane lines. The
intersection point of the two lines is the approximation of vanishing point, shown
in Fig.1.

Next we consider how to extract ROI from the original image. For the con-
sideration of vehicle height and the camera parameters, the top boundaries of
all the ROIs are 10 pixels higher than the vertical coordinates of the vanishing
point. From the analysis of the camera parameters and image resolution, the
heights of the near, middle, and far ROIs are 160, 60, and 30 pixels, respectively.
The left and right boundaries of the near ROI are those of the image. The dis-
tance between the left boundary of the middle ROI and that of the image is just
one-third of the distance between vanishing point and the left boundary of the
image, and the right one of middle ROI is determined similarly. The distance
between the left boundary of the far ROI and that of image is two-thirds of the
distance between vanishing point and the left boundary of image, as well as the
distance between the right boundary of the far ROI and that of image.Fig. 1(b)
shows the results of each ROI.

(a) Linking Lines between
Interesting Points

(b) Division of ROI (c) Lane ROI Generation

Fig. 1. Vanishing Point and ROI Generation

4 Multi-resolution Vehicle Hypothesis

For traditional approaches, edges of small object cover those of a large one.
The results of a global histogram of horizontal and vertical edges show the edge
histogram without a peak for the small vehicle. Based on the preceding candidate
regions, the histogram of a ROI shows a peak for a small object.The analysis of
the peaks and valleys of an edge histogram results in several rectangles and each
one represents a vehicle hypothesis. We use prior knowledge to eliminate some
hypotheses. The minimum width of a vehicle can be set for each ROI. If the width
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of a hypothesis is smaller than this width, the hypothesis will be eliminated.
Additionally, the aspect ratio (width/height) of vehicles is in a certain range, we
assume in the range [0.67, 2.2]; rectangles with other ratios are eliminated. Since
the histogram is made by extracting edges from the ROIs and other objects, like
power cables and traffic signs above the road are not in the ROIs, they do not
disturb the edge histogram, reducing the false positive rate. The coordinates of all
hypothesis objects will be translated into the coordinates of the original image,
and then the hypotheses of different ROIs may be overlapping. According to the
distance between two rectangles, d(r1, r2), we can judge if the two rectangles
ought to be incorporated into one. Equ. 3 defines the distance between rectangle
r1 and r2, and here (xij , yij) is the coordinates of the j-th vertex of i-th rectangle,
i=1,2, j=1,2,3,4. Through the above process,we finish the generation of vehicle
hypotheses.

d(r1, r2) =‖ r1 − r2 ‖2, ri = (xi1, yi1, xi2, yi2, xi3, yi3, xi4, yi4), i = 1, 2. (3)

5 Vehicle Validation Using Gabor Feature and SVM

5.1 Vehicle Representation

We first introduce some necessary definitions for Gabor filters and basic concepts
for vehicle representation. The 2D Gabor function can be defined as follows

G{f,ϕ,σu,σv}(u, v) =
1

2πσuσv
exp[−1

2
(
U2

σ2
u

+
V 2

σ2
v

)] · exp[2πjfU ] (4)

Where {
U = (u, v) · (cosϕ, sinϕ)
V = (−u, v)(sinϕ, cosϕ)

And f means the normalized spatial frequency of a complex sinusoidal signal
modulating Gaussian function, ϕ is the direction of a Gabor filter, σu and σv

are the scale parameters of filter. Therefore, {f, ϕ, σu, σv} can represent the
parameters of a Gabor filter. Actually, a Gabor filter is a bandpass filter, and
the first step of vehicle detection is to select the Gabor filters strongly responding
to the detected object.

We select the filter parameters with the strongest response for certain sub-
window including a vehicle part, and use SVM as a performance estimation
classifier. The test image is divided into 9 overlapping sub-windows, and the
statistical Gabor features from convolution between sub-window image patch
and a Gabor filter, mean µ, standard deviation θ, and the skewness κ, represent
the vehicle [6]. We optimize the SVM parameters for each of the nine sub-
windows, and test the resulting nine classifiers for each sub-window using test
examples, and record the average error rate. At last, for each sub-window, the
4 Gabor filters with the minimum average error rate are combined into a filter
bank for extracting a feature vector (See Table 1).
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Table 1. Selection of the Optimized Gabor Features

(1).To give the test error rate for m’th sub-window by (xi, yi)N
i=0,where xi is

the parameter vector,yi is the error rate;Y0 = {y0, y1, . . . , yN}.
P0 = {};

(2).To select the optimized filters
For t=0,1,2,3

Here:index = argmin ‖ Yt ‖∞
Yt = Yt − {yindex}
if ‖ xindex − xj ‖> ε, xj ∈ Pt

then Pt = Pt + {xmaxt}
else

goto Here
(3). To get the best Gabor filter bank for m’th sub-window.

Then the 9 sub-windows with 4 Gabor filters each make a feature vector of
size 108,

[µ11, θ11, κ11, µ12, θ12, κ12, · · · , µ93, θ93, κ93, µ94, θ94, κ94]

Where µij , θij , κij , are the mean, standard deviation, and skewness; i is the
number of a sub-window, j is the number of a filter.

6 Results and Discussions

6.1 Test Results and Discussions

For training the SVM classifiers, we selected 500 images from our vehicle data-
base which was collected in Xi’an in 2005. They contain 1020 positive examples
and 1020 negative examples. In testing the classifier, we get above 90% average
right detection rate using 500 negative and positive examples independent of the
training examples, and the missing and error detection rate is below 10%.

Fig. 2. Vehicle Detection Result Under the General and Hard Conditions



Vanishing Point and Gabor Feature 51

We tested our vehicle detector on the collected video using the Springrobot
platform. Fig. 2 show the results of our vehicle detector under general and hard
conditions. We proposed an approach for vehicle classification and detection with
good time performance using vanishing points and ROIs while achieving high
detection accuracy using Gabor feature. The method using the vanishing point
to define ROIs, eliminates the disturbing effects of some non-vehicle objects
improving both the detection rate and the robustness of this approach. The
detection speed of our vehicle detector is approximately 20 frames/second on a
Pentium(R) 4 CPU 2.4GHz both for general and hard conditions.

Extension of this approach to unstructured roads needs to be investigated.
Further research work will focus on these problems.
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Abstract. The automatic detection and recognition of road signs play important 
role in the driver assistance systems and can increase the safety on the roads. In 
this paper we propose a system of a road signs classifier which is based on 
ensemble of the non Euclidean distance neural networks and an arbitration unit. 
The input to this system comes from the sign detection module which supplies a 
normalized, binarized and resampled pictogram of a detected sign. The system 
performs classification on deformable models. The classifier is composed of a 
mixture of experts (binary distance neural networks) operating on slightly tilted 
or shifted versions of pictograms. This ensemble of experts is orchestrated by 
an arbitration module which operates in the winner-takes-all mode with a novel 
modification of promoting the most populated group of unanimous experts. The 
experimental results showed great robustness of the system and very fast 
response time which is an important factor in the driving assistance systems. 

1   Introduction 

The automatic road signs detection and recognition by a computer with a single 
camera is a very appealing idea which can increase safety on our roads. Such systems 
have been developed by many research groups – for review refer to [2][4][8][9]. Most 
of them can be divided into two distinctive modules: a shape detector and a classifier, 
although a merged version of the two is also possible [1]. 

The very common practice at the recognition stage is to employ the back-
propagation NN, usually operating on quite different input spaces [11][4]. The more 
robust classifier, which copes with occlusions and small shape rotations, is based on 
the Kohonen NN. The other NNs for sign recognition were also proposed, for instance 
the receptive field NN [7], radial basis function NN [12], and adaptive resonance NN. 

In this paper we present the road sign classification system which is based on 
ensemble of experts: binary NNs and an arbitration module. The motivation behind 
using the binary NNs comes from the possible simple binarization of pictograms of 
the road signs, as well as very fast training and run-time response of this type of NNs. 
The connection of many binary NNs allows for simultaneous recognition of 
deformable versions of the same sign which can be encountered in images of natural 
scenes. The experiments and results concern the “A” group of road signs that can be 
found on Polish roads [10]. The presented methods can be easily extended, however. 
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2   Architecture of the System  

Fig. 1a presents the structure of the complete system for road sign detection and 
recognition. Its operation begins with detection of the shape of a road sign from the 
certain group. In [3] the tensor based detector was presented for this purpose, 
although many other realizations are also possible [2][4]. After detection the shape 
has to be normalized to the reference shape and size. This image registration allows 
reliable comparison of a candidate shape with shapes from the data base of road signs.  

 

a b 

Fig. 1. Overall view of the system (a). The hybrid classifier for the “A” road signs (b). 

The normalization is performed by affine image warping. Then a pictogram is 
binarized by simple thresholding. The practical threshold values are determined 
empirically (in our case it was 128). Last step of the preconditioning stage consists of 
pictogram resampling to create a binary feature vector. 

The classification module is composed of the two main blocks (Fig. 1a): generator 
of the deformable reference objects, used only in the training phase (gray in Fig. 1a), 
and the hybrid classifier - a committee machine built of ensemble of expert NNs and 
the arbitration module. The deformable images are generated for training. The group 
of deformations is limited to the horizontal/vertical shifts (in practice 1-15 pixels).  

During the recognition phase, the input image is only warped (registered) to the 
required size and put on the input layer of each expert. It is not deformed, however. 

Fig. 1b depicts architecture of the neural hybrid classifier (lower path in Fig. 1a). 
This is a mixture of experts: each is in a form of a separate binary NN that is 
responsible for recognition in a group of a single deformation (e.g. shift, tilt, scale). 
The input of the arbitration module consists of the outputs of these experts. The most 
appropriate arbitration network turned up the WTA layer with promotion mechanism 
for unanimous experts. 

Because of the binary input signals we choose the Hamming NN [6] (Fig. 2) which 
directly realizes the one-nearest-neighbor classification rule. 

Each training data vector is assigned a single class and during recognition phase 
only a single nearest vector to the input pattern x is found and its class Ci is returned.  
There are two main phases of the operation of the expert-network: training 
(initialization) and classification. Training of the binary NN consists of copying 
reference patterns into the weights of the matrix Wpn in Fig. 2, as follows:  

, 1i i i p= ≤ ≤w x , (1) 
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where p is the number of input patterns-vectors x, each of the same length n, wi is the 
i-th row of the matrix W of dimensions p rows and n columns. For given n the 
computation time is linear with the number of input patterns p. 

 

Fig. 2. The binary (Hamming) neural network as a classifier-expert module 

The goal of the recursive layer N2. (Fig. 2) is selection of the winning neuron. The 
characteristic feature of this group of neurons is a self connection of a neuron to itself 
with a weight mii=1 for all 1≤i≤p, whereas all other weights are kept negative. 
Initialization of the N2. layer consists in assigning negative values to the square matrix 
Mpp except the main diagonal. Originally Lippmann proposed initialization [6]:  

( ) 1
1 , 1 , 1 , , 1kl klm p for k l for k l where k l p pξ−= − − + ≠ = ≤ ≤ > , (2) 

where ξ is a random value for which |ξ|«(p-1)-1. However, it appears that the most 
efficient and still convergent solution is to set equal weights for all neurons N2. which 
are then modified at each step during the classification phase, as follows [5]: 

( ) ( ) 1
, 1 , 1 , , 1kl km t p t for k l for k l where k l p pε −= = − − ≠ = ≤ ≤ > , (3) 

where t is a classification time step. In this case the convergence is achieved in p-1-r 
steps, where r>1 stands for a number of nearest stored vectors in W [5].  

In the classification phase the group N1. is responsible for computation of the 
binary distance between the input pattern z and the training patterns already stored in 
the weights W. Usually this is the Hamming distance [5]: 

( ) ( )1, 1 , , 1i Hb n D i p−= − ≤ ≤iz W z w , (4) 

where bi∈[0,1] is a value of an i-th neuron in the N1. layer, DH(z,wi)∈{0,1,...,n} is a 
Hamming distance of the input pattern z and the i-th stored pattern wi (i-th row of W).  

In the classification stage the N2. layer operates recursively to select one winning 
neuron. This process is governed by the following equation [6]: 

[ ] [ ] [ ] [ ]
1 1,

1
n n

i ij j i ij j
j j i j

a t m a t a t m a tϕ ϕ
= = ≠

+ = = + , (5) 

where ai[t] is an output of the i-th neuron of the N2. layer at the iteration step t, ϕ  is a 
threshold function given as follows: 

( ) 0, 0x x for x otherwiseϕ = > . (6) 

Depending on the chosen scheme (2)-(3) of the mij weights in (5) we obtain different 
dynamics of the classification stage. The iterative process (5) proceeds up to a point 
where only one neuron has value different than 0 – this neuron is a winner.  
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The arbitration unit is responsible of selecting the final winner, this time from the 
number E of competing expert modules . Its structure follows the same MAXNET 
scheme, analogous to the N2. layer in Fig. 2. However, inputs to this layer comes 
directly from the experts e∈{1,...,E} which reached their final states with a selected 
winner we. Their output values follow (5) when reaching the final step tF and are real 
values ae

w[te
F]∈[0,1]. Weights of the arbitration layer are initialized based on (2) with 

p=E. Due to randomization in (2) it appeared to be the most effective initialization 
method, especially in situations of similar output values aw from the expert modules.  

Sometimes many experts select the same class. It can happen especially for small 
amount of deformations and thus small number of experts. Such common voting can 
be a clue for selecting just this class (the similar behavior can be observed among 
human-experts or in democratic systems).  To support this feature we introduced the 
“promotion” mechanism – the most populous group of unanimous experts (i.e. which 
voted for the same class) relax their inhibition weights to the members of their group, 
thus creating a cooperating group of support. If there is no such dominating group 
then this mechanism is not applied. The weight modification is done as follows: 

{ }0
, ,kl G kl G

kl
kl

m if m
m for k l k l G

m

γ γ+ + <
= ≠ ∈ , (7) 

where γG is a positive constant value related with the mean of a cooperating group G: 

{ }, ,#G kl
k l G k l

c
m

G
γ

∈ ≠

= , (8) 

where #G is a number of members in G, c is a constant (usually 0.01 or 0.05). 
The classification process of the arbitration unit is launched just after all experts 

have selected their winners. It stops with only one winner selected by the arbitration 
unit which constitutes the output of the whole road-sign classification system. 
However, there is also a lower-bound threshold value imposed on the winner neuron, 
set to prohibit answers on the noise level (determined empirically to be 0.01-0.05). 

3   Experimental Results 

The presented system was implemented with the Microsoft® Visual C++ 6.0 on the 
IBM PC with Pentium 4 3.4G and 2GB RAM. After many experiments we choose the 
optimal size of a single (binary) reference image to 64×64 pixels. This gives 1278 bits 
for each pattern after the already described area sampling techniques that extracts 
pictograms. This is also a number of input neurons for each of the experts (Fig. 1b).  

There are two main configurations of the system: 

1. Create p experts, each classifying a sign based on q deformable patterns; 
2. Create q experts, each classifying all road sign under a single deformation. 

Since we changed q from 1 to 81 deformations, we choose the second option, which is 
also more suitable for incremental build of the system. The maximum tested version 
of such deformation was with shifts from -8 to 8 pixels in horz/vert directions with 
step of 2 pixels. This gives in total 9x9=81 possibilities. Tilts were not necessary. 

To assess quality of the presented classification system our methodology consists 
of measuring Precision vs. Recall from the two sets of road signs data-bases (DBs):  
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1. The first DB consist of 50% of deformable (-8 to 8 shifts) signs that were used 
during the training and 50% of non-road-signs. Before classification each image 
was added the Gaussian noise at certain level. Results are presented in Table 1 for 
different signal-to-noise ratios and acceptance threshold in the arbitration. 

2. The second DB is also 50/50, however the road-signs are taken from real scenes. 
The Gaussian noise was also added. Results are contained in Table 2. 

Table 1. Objects (road signs) recognition accuracy from the DB with 50/50 of road-signs and 
non-road-signs images (6642 total). These road-signs were also used to train the system. 

Arbit.Thresh→ 0.005 0.01 0.05 0.07 
SNR [dB] ↓ Prec. Recall Prec. Recall Prec. Recall Prec. Recall 
40 0.5193 1.0000 0.6382 1.0000 1.0000 0.9935 1.0000 0.9873 
14.2 0.5507 1.0000 0.6247 1.0000 1.0000 0.9888 1.0000 0.8925 
8.1  0.5479 0.9936 0.6131 1.0000 1.0000 0.8147 1.0000 0.7932 
4.6  0.5449 1.0000 0.6643 0.9747 1.0000 0.9454 1.0000 0.6593 
2.1  0.5505 1.0000 0.6501 1.0000 1.0000 0.9740 1.0000 0.7497 
0.2  0.5342 1.0000 0.6045 1.0000 1.0000 0.9815 1.0000 0.8654 

 
In Table 1 we notice that the best results are for the acceptance threshold of 0.05. 

However, the higher value of this parameter causes fall of recall value, since some 
“good” objects are classified as “don’t know”. The perfect precision value reflects 
good auto-associative properties of the system.  

Table 2. Road signs recognition accuracy from the DB with 50/50 of road-signs and non-road-
signs images (436 total). These road-signs in the DB where extracted from the real road scenes. 

Arbit.Thresh→ 0.005 0.01 0.05 0.07 
SNR [dB] ↓ Prec. Recall Prec. Recall Prec. Recall Prec. Recall 
40 0.4321 0.8331 0.6665 0.9100 0.9664 0.9777 0.9393 0.9121 
14.2 0.4303 0.8305 0.6104 1.0000 0.9898 0.9811 0.9478 0.8920 
8.1  0.3666 0.9556 0.5699 0.8878 0.9002 0.8998 0.8921 0.7842 
4.6  0.4001 0.7069 0.5070 0.9747 0.8813 0.8131 0.8005 0.6713 
2.1  0.5505 0.8011 0.4439 0.7993 0.8201 0.8091 0.8101 0.8137 
0.2  0.5342 0.6989 0.4078 0.8004 0.3002 0.6715 0.8099 0.7994 

 
Table 2 presents results of recognition accuracy for images extracted from the real 

scenes. The results are quite promising, although due to some geometric deformations 
and intrinsic noise these results are a little bit worse than the presented in Table 1. 

Table 3 presents the timings for the build (training) and classification modes of our 
system. They are quite good and allow real-time processing since the build stage can 
be off-line. It should be possible also to implement the system in hardware. 

Table 3. Timings of the system build and classification for different configurations of experts 

Number of experts: 81 49 25 9 
System build time [s]: 0.687 0.406 0.203 0.078 
Single classification time [s]: 0.031 0.015 <0.001 <0.001 
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4   Conclusions 

The paper presents a committee machine for recognition of the road signs of the “A” 
group. The recognition is performed in a 1-nearest-neighbor fashion with the 2D 
deformable models. This allows recognition of input patterns from real scenes. The 
system consists of an ensemble of the experts and the arbitration module. Each expert 
is responsible for classification within a set of reference patterns which are uniquely 
deformed. Thanks to the easy registration of the triangle shaped patterns we could 
limit deformations only to the horizontal/vertical shifts. Since the input vectors are 
binarized pictograms, experts are Hamming NNs with the very good recognition 
quality and small computational resources – than also tested Hopfield NN. The output 
from all the experts is fed into the arbitration unit which is a modified version of the 
WTA NN. The introduced relaxation mechanism for a group of unanimous experts 
promotes “democratic-like” choice of a winner. The experiments showed low 
computational demands, fast execution and high robustness – it allows reliable 
classification of the road signs even from the highly deformed input. 
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Abstract. In this paper, a novel recognition system based on rough neural 
network is presented for the application of vehicle classification in wireless sensor 
network. The proposed system is evaluated using real-world signal datasets as 
well as two conventional methods. Compared with them, approach based on 
rough neural network achieves high performance improvement. Furthermore, the 
purposed system is extended for multi-channel sensor data fusion directly. Since 
the experiment results are attractive, an algorithm based on rough neural network 
is believed to have potential for applications of recognition and data fusion in 
wireless sensor networks. 

1   Introduction 

The emergence of small, low-power devices that integrate micro-sensing and 
actuation with on-board processing and wireless communication capabilities 
stimulates great interests in wireless sensor networks (WSN) [1]. A WSN is often 
deployed to perform tasks such as detection, classification, localization and tracking 
of one or more targets within the sensor field. The sensors are typically battery-
powered and have limited wireless communication bandwidth. Therefore, efficient 
signal processing algorithms that consume less energy for computation and communi-
cation are needed for these applications. 

Vehicle type classification is an important signal processing task that has found 
widespread military and civilian applications such as intelligent transportation 
systems. Typically, acoustic sensors are used for such a purpose. 

Although there has been some several research devoted to multi-category 
classifications of vehicles based on acoustic signals [2, 3, 4], it is still very challeng-
ing to accomplish this work in WSN. The features that are extracted from the acoustic 
measurements are time-varying and contain a lot of uncertainties. This is due to 
variations of the environmental conditions (e.g., terrain and wind). Consequently, any 
classifier that makes use of acoustic measurements of vehicles for classification must 
account for these time-variations and uncertainties. Furthermore, processing nodes in 
WSN are always constrained with computation resources and energy consumption, 
the complexity of algorithms must be considered critically in practice. 

In this paper, a novel recognition system based on rough neural network is 
presented. With features based on spectrum of acoustic signals, performance of the 
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proposed system is evaluated using real-world signal datasets. Two familiar 
recognition systems, based on Gaussian mixture models (GMM) [5] and Back 
Propagation Neural Network (BPNN) [6], are also evaluated in experiments to 
provide a baseline performance. In contrast with them, the novel approach results in 
high performance improvement. Furthermore, system is extended for multi-channel 
sensor data fusion directly and demonstrated in experiments. 

The paper is organized as follows: section 2 presents the theories of rough sets and 
rough neural network, section 3 describes the recognition system, section 4 presents 
the experiment results, and section 5 draws some conclusions and describes further 
work. 

2   Theoretiacal Review 

2.1   Rough-Set Theory 

Rough set theory, proposed by Z. Pawlak [7, 8], provides a systematic framework for 
the study of the problems arising from imprecise and insufficient knowledge. 

Let R  be an equivalence relation on a universal set Z  and RZ  denote the family 

of all equivalence classes induced on Z  by R . There exits an equivalence class in 
RZ , designated by [ ]Rz , that contains a training sample Zz ∈ . For any output class 

ZA ⊆ , the lower approximation ( )AR  and upper approximation ( )AR  are defined 

and they approach A  as closely as possibly from inside and outside in the set 
respectively. Therefore, ( )AR  can be defined as the union of all equivalence classes 

in RZ  that are contained in A  such that 

( ) [ ] [ ]{ }ZzAzzAR RR ∈⊆∪= ,|  (1) 

Whereas ( )AR  can be also defined as the union of all equivalence classes in RZ  that 

overlap with A  like the following equation  

( ) [ ] [ ]{ }ZzAzzAR RR ∈≠∩∪= ,| φ  (2) 

A rough set can be represented by ( )AR  and ( )AR  with the given set A  as 

( ) ( ) ( )ARARAR ,=  (3) 

And the rough boundary of A  by the equivalence classes RZ  is distinct as 

( ) ( ) ( )ARARARB −=  (4) 

2.2   Rough Neural Networks 

The rough neural network (RNN) has been proposed by Lingras [9]. Combining 
artificial neural network with rough set theory, the input of network could be 
qualitative, i.e., the values of input can be in a certain range or varied during the 
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observation, as well as quantitative. Because of this point, RNN is believed to have 
potential for applications of recognition and data fusion. 

As shown in Figure 1, there are three models for RNN. The value in a rough 
pattern is a pair of upper and lower bounds. A rough neuron s  can be viewed as a pair 

neurons called upper-bound neuron ( s ) and lower-bound neuron ( s ) to receive a pair 

pattern. A full-connected model that displays a rough neuron r connects to a proper 
rough neuron s  with four connections. If the rough neuron r  excites the activity of 

s , the connections from r  to s  and from r  to s  are created respectively. On the 

other hand, if r  inhibits the activity of s , the connections from r  to s  and from r  to 

s  are created respectively.  

 

Fig. 1. Three different connections between two rough neurons 

In this paper, the full-connected model rough neuron is applied into the neurons in 
the classification networks. The inputs in the full-connected model rough neuron are 
defined as  

( )
=

⋅+⋅=
m

r
rrsrrss

outputwoutputwinput
1

,,
 (5) 

and 

( )
=

⋅+⋅=
m

r
rrsrrss outputwoutputwinput

1
,,

 (6) 

The outputs of a rough neuron s  are expressed using an activation function as 

( ) ( )( )sss
inputtinputtoutput ,max=  (7) 

and 

( ) ( )( )sss inputtinputtoutput ,min=  (8) 

where activation function can be defined as 

( )
kxe

xt −+
=

1

1
 (9) 

and k  is a constant with a range from 0 to 1.  
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The training stage in the development of a rough neural network is similar to the 
conventional neural network. In this paper, genetic algorithm is adopted to train the 
network. 

3   Recognition Systems 

3.1   Feature Extraction 

Given the similarity between vehicle and speaker recognition, Mel-frequency ceps-
trum coefficients are modified to be used as feature vector. 

The steps of the feature extraction can be summarized as follows:

1) Audio signals recording at 1025.641 Hz are normalized and framed using a 250 
msec -long overlapping Hamming window, with a frame rate of 100 msec. 

2) Spectrum of each frame is computed and then filtered by a filter bank. Since the 
frequency components using for classification are below 300 Hz, individual 
filter’s center frequency is placed in accordance with the frequency scale as: 

( )300110log900 nn fF +⋅=  (10) 

251,12 == nnf n  (11) 

3) Discrete cosine transform (DCT) is applied to the log of the filter-bank output. 
Finally, the feature vector is composed of 25 cepstrum coefficients. The two 
baseline systems evaluated in this paper are based on these features. 

In the case of the system based on RNN, the log of the filter-bank output is directly 
used as features. The calculating flowing is the same except setp3 is bypassed. 

3.2   Rough Neural Network Classifier 

In the problem of vehicle type classification in WSN, the vehicle moves throughout 
the field and as such the vehicle signals change with time due to variations of vehicle-
traveling speed, and signal to noise ratio (SNR) of the acoustic measurements that is 
subject to the variability of the distance between the vehicle and the sensor system. 
That is to say the vehicle signals are varied in time domain; on the other hand, when a 
sensor array is used to record vehicle signals, these multiple simultaneous signals are 
believed to be varied in space domain, due to the difference between sensors in 
multiple channels. 

Since the classifier based on RNN has ability to solve the qualitative problem, it is 
used to recognize type of vehicles in WSN with varied input either in time domain or 
in space domain. Figure 2 shows the structure of RNN classifier used in experiments. 
The network has 25 input neurons, corresponding to the 25-dimisional feature vector, 
25 hidden layer neurons, and 4 output neurons. Rough neurons in network are all full-
connected. Recognition result is the average between the outputs of upper-bound and 
lower-bound neurons in the output layer. 
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Fig. 2. Rough neural network classifier 

In the case of single-channel classification, Group T  feature vectors 
Tifeaturei 1, =  extracted from consecutive signal frames into a block, maximal 

and minimal feature vectors are generated as follow: 

{ }TifeaturefeatureU i 1,max_ ==  (12) 

{ }TifeaturefeatureL i 1,min_ ==  (13) 

The max and min operations are performed in each component in feature vector. Then 
these features are fed to the corresponding upper-bound and lower-bound input 
neurons in RNN. 

In the case of multiple-channel sensor data fusion, feature vectors extracted from 
simultaneous signal frames from multiple channels are grouped to generate new 
features for RNN. Other processing is as same as that mentioned above. 

4   Experiments 

The acoustic signature data set used in the experiments is collected from four real-
world experiments. The database is composed by more than 100 data runs (single 
target) from four different types of ground vehicles (Table 1). The vehicles were 
traveling at constant speeds that varied from 5 km/h to 40 km/h depending upon the 
particular run, the vehicle, and the environmental condition. The closest point of 
approach to the sound-capture system varied from 25 m to 50 m. The acoustic data 
was collected with a 3-element equilateral triangular microphone array with an 
equilateral length of 10 inch. The microphone recordings were low-pass filtered at 
400 Hz with a 6th-order filter to prevent spectral aliasing and high-pass filtered at 25 
Hz with a 1st -order filter to mitigate wind noise. The data was digitized by a 16-bit 
A/D at the rate of 1025.641 Hz. The distance between microphones generated a time  
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Table 1. Dataset in experiments 

 Describes Runs Records 
Class 1 Heavy track vehicle 33 99 
Class 2 Light track vehicle 30 90 
Class 3 Heave wheel vehicle 29 87 
Class 4 Light wheel vehicle 44 132 

 
delay in waveform arrival to the microphones. But the delay was smaller than 1 
millisecond for all the conditions and hence, the delay was negligible for all practical 
purposes at the given sampling rate of 1025.641 Hz. 

The database was evenly divided into a training and a testing set in order to 
evaluate the performance of the system. Given that the microphone array provided 
three simultaneously-recorded utterances per run, all three recordings were assigned 
to either one of the sets. 

The three systems described in this paper classify complete utterances as being 
produced by one of the vehicles. Since the microphone array provided three 
simultaneous recording of utterances, we can classify each recording independently 
(single channel), or make a joint use of the three recordings (multiple channel). For 
the system based on GMM and BPNN, this is accomplished by aggregating individual 
classification results with a voting procedure, while in the case of system based on 
RNN, multi-channel sensor data fusion is done as described in section 3.2. 

Table 2 presents the error rates of the systems for both single-channel and 
multiple-channel testing. Features are extracted as described in section 3.1; The GMM 
used a 32-mixture models; BPNN is composed of 25 input neurons, 16 hidden layer 
neurons and 4 output neurons; RNN used a 25-nodes full connected model as shown 
in Figure 2. Table 3 shows the confusion matrices obtained with our system for single 
channel recognition. 

As shown in Table 2, in the case of single-channel classification, approach based 
on RNN achieves high performance improvement in contrast with either GMM-based 
recognizer or BPNN-based recognizer. The experiment results also indicate that RNN 
is an efficient algorithm for multi-channel sensor data fusion. 

In the case of single-channel classification, parameter T  in eq.12 and eq.13, which 
indicates the number of consecutive signal frames used for feature extraction, seems 
to be critical. Recognition error rates for varied values of T  are shown in Figure 3. 
However, even in the worst case, the approach based on RNN outperforms either 
GMM-based recognizer or BPNN-based recognizer. 

Table 2. Recognition error rates 

 RNN GMM BPNN 
 train test train test train test 

Single 
channel 

0.0% 11.71% 3.45% 18.53% 0.49% 17.56% 

Multiple 
channel 

0.0% 7.31% 2.46% 15.61% 0.0% 16.10% 
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Table 3. Confusion matrices using RNN (single channel) 

Class 1 2 3 4 
1 94 4 1 0 
2 3 86 1 0 
3 0 2 77 8 
4 0 0 5 127 

 

Fig. 3. Plot of recognition error rates using RNN classifier with varied value of T . The best 
performance is achieved when 5=T  with 11.71% error rate in test dataset, while the worst is 
15.12% when 9=T . 

5   Conclusions and Future Work 

This paper has presented a novel approach based on rough neural network for acoustic 
signature recognition of vehicles in WSN. Experiment results for both single- channel 
classification and multiple-channel sensor data fusion indicate that the purposed 
algorithm outperform conventional system based on either GMM or BPNN. 

However, previous research has focused on the classification based on signals 
obtained and processed in a centralized manner, while applications working in 
distributed way are more common in WSN. An ideal of extending the algorithm based 
on RNN to work with distributed sensors is attractive and we will focus on it in the 
feature.  
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Neural Network Approach to Identify
Model of Vehicles

Hyo Jong Lee

Chonbuk National University, Jeonju 561-756, Korea

Abstract. The number of vehicles is rapidly increased as modern indus-
trialization is developed worldwide. Vehicle recognition has been studied
for some time because many people acknowledged it is critical infor-
mation to solve vehicle-related problems. However, few researchers have
tried to recognize the model of vehicles. In this paper a novel method
is proposed to recognize vehicles’ model corresponding manufacturers in
order to increase the efficiency of recognition. Texture descriptors are
computed from the front image of vehicles. Then, a three-layer neural
network was built and trained with the texture descriptors for model
recognition. The proposed method demonstrates 94% recognition rate
for moving vehicles’ models.

1 Introduction

In the recognition process of vehicles the features or attributes of the vehicles
have critical roles. It is also the easiest way to recognize license plate numbers
compared to other parts. The study of license plate recognition has been studied
even before 1990. It was not simple as to measure traffic flow. Ikeda et al. measure
how much traffic was congesting by vehicles by differential road images [1]. The
idea of differential images can be applied to recognize moving vehicles.

It is widely recognized that neural network is applicable to various problems,
such as artificial intelligence and pattern recognition, which are not suitable for
traditional sequential computation. Many problems are not suited to sequential
algorithms causing use to expend a great deal of effort on the development of
sophisticated algorithms. Furthermore, it fails to find acceptable solutions in
some cases.

The traditional approach is either to train segmented number regions with
a neural network or to apply pattern recognition of number regions [2, 3, 4]. A
few software are commercialized in order to recognize vehicles at a parking lot
[5, 6]. However, these approaches require specific driving regulations for moving
vehicles. For example, a vehicle is assumed to be stopped in front of parking lot
gate to be recognized.

In this paper an algorithm is proposed to identify license plate and model
name from driving Korean vehicles during the year 2003. A correct region of
vehicle is extracted and fed into a three-layer neural network for training [7, 8].
The trained weight values of segmented numbers are used for regions of new
vehicles.

J. Wang et al. (Eds.): ISNN 2006, LNCS 3973, pp. 66–72, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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2 Neural Network

In general artificial neural network consists with processing elements, which
have predefined activation function, and connection weights that connect each
processing element. Multi-layer networks use a variety of learning techniques,
such as a back propagation multi-layer perceptron. Back propagated Delta Rule
Networks is well-known developments of the Delta rule for single layer networks.
In back propagation algorithm, the output values are compared with the correct
answer to compute the value of some predefined error-functions. The error is
then fed back through the network. Using this information the algorithm ad-
justs the weights of each connection in order to reduce the value of the error
function. Thus the back propagation can be applied on networks with differen-
tiable activation functions. The weight change rule is a developed form of the
perceptron learning rule. Weights are changed by an amount proportional to the
error at that within times the output of the unit feeding into the weight.

In this paper a back propagation learning algorithm in the form of supervised
learning is adapted to recognize license plate numbers and model names of ve-
hicles driving in Korea. Two networks were designed to recognize both license
plate numbers and model names, respectively. The recognition of numbers and
characters from license plates has been studied for some time. Thus, only the
recognition part of model names is being focused here.

3 Image Pipeline

The process of vehicle recognition can be consisted with a sequence of preprocess-
ing that handles video stream from a camera installed at roads. Fig. 1 displays
the flow chart of image pipeline for vehicle recognition.

Capture of
Road Image

Selection of
Frames

Segmentation of a
Vehicle

Adjustment of
Orientation

Extraction of
License Plate

Recognition of
Plate Number

Extraction of Front
(ROI)

Recognition of
Vehicle Model

Fig. 1. Flow chart of recognition of vehicle model

It is necessary to remove more noise from the differential image because sta-
tic region does not show exact zero intensity. A simple threshold process to the
images generates binary images of vehicle’s edges. The threshold value has been
decided depending on a photographic condition such as weather and day light.
For example, a pixel values background region has higher values when a slight
movement of a camera is detected due to strong wind. If a threshold value is too
low, edges of lines and signs on road are detected as vehicle’s edge. Then projec-
tion histogram of binary images is calculated from both vertical and horizontal
direction. The bounding box of a vehicle is defined from the projections.
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The next step is to extract license plate and its plate numbers which are
recognized. In this paper detail procedure is omitted. Readers, who are interested
in the procedure of license plate numbers, refer Lee’s work [9]. It has been tried
to recognize vehicle’s model by applying edge lines of vehicles [10, 11]. Their
approach was able to classify only the type of vehicles, such as a sedan, a truck,
or a van. The second to the last step of the image pipeline is to extract the region
of interest (ROI) from a vehicle image. In this paper information of texture at
front area of a vehicle has been disseminated to identify manufacturer and model
of corresponding vehicle.

4 Texture Descriptors

In this paper texture descriptors are adapted to recognize model names of ve-
hicles. Texture descriptors [12, 13] have been widely used to quantify texture of
objects. Image texture is represented by difference between brightness of pixels.
Gray level cooccurrence matrix(GLCM) is generated based on the spatial rela-
tionship of pixels to quantify texture. GLCM texture considers the relationship
between two pixels at a time, called the reference and the neighbor pixel. GLCM
matrix G[i, j] represents the distribution probability of all pixels of which dis-
tance is d between two pixels of level i and level j. The dimension of GLCM
is very large because gray images generally have 256 levels. Furthermore, many
different kinds of texture descriptors can be also defined, such as contrast, dis-
similarity and homogeneity based on brightness; momentum and entropy based
on regularity; average, variance, and correlation based on distribution statistics.
In this paper four basic texture descriptors contrast, homogeneity, entropy and
momentum are defined for the GLCM matrix G as below and used.

Contrast =
∑

i

∑
j

|i− j|2G[i, j] (1)

Homogeneity =
∑

i

∑
j

G[i, j]
1 + |i− j|2 (2)

Entropy =
∑

i

∑
j

G[i, j](−log G[i, j]) (3)

Momentum =
∑

i

∑
j

G[i, j]2 (4)

5 Experiment

5.1 Environment

Video stream has been captured from a suburban area. A Sony TRV900 digital
video camcorder was installed six meters above the surface of the road facing the
sun as direct as possible in order to avoid problematic luminous changes. The
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width of road was approximately three meters wide and the camera zoom was
set as to capture a whole single lane so it touched the bottom of two corners of
the viewfinder.Total length of video was approximately three hours long. Total
number of vehicles used in this research was a 415 in 24 different vehicles’ model.
The neural network training was performed on IBM supercomputer RS/6000
SP9076-550.

5.2 Vehicle Extraction

The video images were fed into the system as the resolution of pixels through
a frame grabber with a read-in speed of 28 frames per second. The front vehi-
cles’ bounding boxes were extracted from the input image. Fig. 2 shows some
examples of the algorithm described in Section 3.

Fig. 2. Extracted bounding boxes of segmented vehicles

Fig. 2(a) and 2(b) are examples of successful extraction for a passenger vehicle
and a truck. Fig. 2(c) is an example of bounding box extraction of abnormal
location. Fig. 2(d) is a case that the algorithm ignores extraction due to the
vehicles too close together driving into a viewfinder. Fig. 2(a)-(c) are cases of
successful extraction of license plates. However, the algorithm extracts a license
plate of the first vehicle only in Fig. 2(d). This kind of situation has been occurred
only 0.25%. Thus, it is assumed that the performance does not depend on the
wrong extraction of a bounding box in this research.

5.3 Extraction of License Plate

The algorithm described in Section 3 was applied to the images of segmented
vehicles. The seven out of 415 vehicles produced wrong region of license plate.
The 2% of errors were occurred in cases of shifted license plate, of partial plate,
and of unnecessary region of inclusion. Fig. 3 shows some of those cases alongside
successful extractions.

5.4 Extraction of ROI

Each vehicle model has its own pattern and shape at the front of vehicle with
various placing of headlights, different pattern of the radiator grille and more
features. Thus ROI for texture descriptors is defined around the upper front
region of vehicles including the radiator grille and part of the head lights. In
order to find the ROI, a base line has been set at the center of license plate. A
bounding box is tweaked on the base line from the left to the right to adjust
best position. Figure 4 shows the found ROI as examples.
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Fig. 3. Examples of failed and successful region of license plate

Fig. 4. Examples of ROI for texture descriptors

5.5 Recognition of Vehicles’ Model

Texture descriptors are calculated with Equations (1)-(4) from the front region
extracted described in Section 5.4. A good separator distinguishes one model
from all others. However, some descriptors are not distinguishable from two dif-
ferent models. Figure 5 shows that texture descriptor Cont-1s are very similar for
all ten vehicle model. Homo-4 ranges wider than Cont-1, however five Homo-4s
are almost identical again. Thus, four texture descriptors contrast, homogeneity,
entropy and momentum are computed in four directions east, west, south-east
and north-west and used all together.

Those 16 texture descriptors are fed into the three-layer back propagation
neural network. The number of output nodes is 24 because 24 different Korean
vehicles are chosen in this research. The number of hidden layer has been set to
150 nodes considering faster convergence time and higher accuracy.

Fig. 5. Behavior of texture descriptors
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In order to measure the efficiency of algorithms, sensitivity and specificity are
defined with TP(True Positive) , TN(True Negative), FP(False Positive) and
FN(False Negative) as below:

Sensitivity = TP/(TP + FN)× 100

Specificity = TN/(TN + FP )× 100 (5)

The sensitivity of each model refers to the fraction of vehicles that were ac-
tually recognized from the total number of vehicles in the model group. The
specificity of each model refers to the fraction of vehicles that are correctly not
recognized from the total number of vehicles outside of the model group.

Table 1 shows the result of recognition of 24 different models and 415 vehicles.
TP refers true positive, which are numbers of correctly identified vehicles. Miss
refers to numbers of incorrect identifications, which is the sum of FN and FP.
For example, 14 Frontier1s out of 15 Frontier1s are identified correctly and one
Frontier1 is recognized as another model. Three other models were incorrectly
identified as Frontier1s. Average sensitivity and specificity are 93.7% and 99.7%,
respectively. There might be two ways to improve recognition rate. The first one
is to train the neural network with more number of data. The other is to use
better texture descriptors, which separates from different models accurately.

Table 1. Result of vehicle recognition

Model Total TP Miss Sens. Spec.
Porter 50 50 3 100 99.2
Frontier1 15 14 3 93.3 99.3
StarRex 30 26 2 86.7 99.5
Frontier2 27 27 1 100 99.7
EF Sonata 21 21 0 100 100
Sonata2 17 16 2 94.1 99.5
NewEF 24 24 3 100 99.2
Sephia1 14 12 1 85.7 99.8
Carnival 23 21 1 91.3 99.7
Credos1 17 16 0 94.1 100
Grace 16 14 0 87.5 100
GranduerXG 18 17 0 94.4 100
Musso2 18 16 1 88.9 99.8
Istana 10 10 1 100 99.8
NewGrand 14 14 1 100 99.8
... ... ... ... ... ...
Total 415 389 26 93.7 99.7

6 Conclusion

It is critical to recognize license plate or model names of driven vehicles for traffic
control or development of automated systems. The recognition of license plates
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was tried by many scientists. However, the model names and manufacturers
of vehicles have not been tried enough. In this paper algorithms are proposed
to recognize vehicle models along with license plates. A typical three-layer back
propagation neural network is constructed to train numbers from vehicle’s license
plate. The recognition rate was about 95% for moving vehicles.

Gray level co-occurrence matrix has been calculated from the front region
of vehicles. Then four texture descriptors contrast, homogeneity, entropy and
momentum were computed at four different directions.The proposed algorithm
was tested with the 16 texture descriptors for 415 vehicles, which were driving
in a suburban area in Korea. The performance of the proposed algorithm was
measured with mixed data of trained and untrained data sets. The recognition
rate was about 94%. The overall recognition rates will be higher with more
numbers of training and with better texture descriptors.
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Abstract. This paper presents an intelligent vehicle security system
for handling the vehicle thefts problem under the framework of captur-
ing and analyzing dynamic human behaviors. Since human driving skill
is a kind of dynamic biometrical feature which is complex and difficult
to imitate, it is unique and more secure than static features such as
password, fingerprint and face. By utilizing this dynamic property we
focus on the research ideal of classifying the drivers into authorized ones
and unauthorized ones by modeling their individual driving performance.
Firstly, we develop an experimental system architecture. We collect the
data of steering, acceleration and braking directly from human driving
behaviors as inputs to the system, which aims to achieve better robust-
ness and efficiency. Then, we use fast fourier transform (FFT), principal
component analysis (PCA) and independent component analysis (ICA)
for data reduction. The features extracted are sent to support vector
machine (SVM) for learning and recognition. In the next step, we embed
the intelligent classifier into a security system to identify the authorized
drivers in response to the real time driving performances. Finally, the
experimental results verify that the proposed method is valid and useful
against the vehicle thefts problem with a success rate of around 80%.

1 Introduction

1.1 Motivation

Nowadays, much research are focused on the development of intelligent vehicles.
However the problem of vehicle thefts has attracted less attention. According to
the National Insurance Crime Bureau, nearly 1.2 million vehicle thefts occurred
each year since 2001 in the U.S., causing 8 billion US dollars in losses. Therefore
the work on car security is significant. A concept of intelligent vehicle security
based on capturing and analyzing dynamic human driving behaviors is proposed
in this paper. It means that a car with this technology embedded can identify
the driver through the driving performance in real time. When an illegitimate
driver come to use the car and the demonstrated driving behaviors do not match
the specified model, the car will automatically stop running and deliver alarm
signals accordingly.

J. Wang et al. (Eds.): ISNN 2006, LNCS 3973, pp. 73–81, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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To achieve this goal, we present a framework of capturing and analyzing dy-
namic human driving behaviors in real time. Since different persons display dif-
ferent behaviors while driving and dynamic human behaviors are very difficult
imitate by others, the dynamic features involved in human driving behaviors can
be utilized as the unique and secure inputs to the system. By learning from the
driving performances, the intelligent classifier can be embedded into an IC-based
car key, through which the vehicle security system can identify the valid drivers
based on the ways the vehicle are driven and the drivers behave.

1.2 Related Work

In the past decade, significant researches towards learning skills directly from
human have been conducted primarily by Asada’s group at MIT[1], the Navlab
group at CMU[2] and our group at CUHK[3][4]. In [1], a debarring robot is
controlled through an associative neural network which maps process parame-
ter features to action parameters from human control data. In [2], Pomerleau
implements real-time road-following with data collected from a human driver
and a static feedforward neural network learns to map coarsely digitized images
of the road ahead to a desired steering direction. In [3] and [4], we concentrate
on modeling closed-loop reaction skills where sensory feedback to the human is
required to successfully complete the task and abstracting models of dynamic
human control strategy (HCS), a particular subset of human reaction skills. All
these studies can model human driving behaviors for some specific maneuvering
applications, however, they are not designed to identify whether the valid drivers
are in terms of security applications, which can prevent the car theft problem.

1.3 Main Attributes of Our System

We highlight the following aspects in this paper.
Firstly, alive biometrical features in dynamic human behaviors are utilized

in the system. Comparing with other patterns in common security applications,
such as password, fingerprint, facial recognition, etc, dynamic human behaviors
are unique and hard to duplicate. Therefore, it is more secure in utilizing dynamic
human behavior models for the proposed security application.

Secondly, the system is robust and efficient in real time performance since we
collect the signals directly from human driving controls, which include steering,
acceleration and braking. We do not utilize other car dynamics and environ-
mental variables such as the car’s yaw angle with respect to the road, lateral
offset to the road’s center, the road curvature, etc. Capturing those data needs
visual sensors, position or velocity sensors, which are not entirely robust in real
traffic environments. More input data, especially the data for the visual analysis,
consumes much resource for computing, causing the low efficiency in real time
response.

Thirdly, the intelligent security system is easy to install on a normal vehicle
by adding on functional modules. No complicated sensors such as camera and
position sensor are needed, and not much space and time is required for system
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installation and adjustment. The car therefore has little difference from a normal
car and the drivers are not distracted by the monitoring system and sensors
during driving.

Lastly, we develop a methodology to capture and analyze the characteristics
of human behaviors into computational representations. It is easily scalable for
other applications.

The remainder of this paper is organized as follows: section two introduces
the experiment platform designed for the vehicle security system. Section three
describes the methods for data preprocessing which are FFT, PCA as well as
ICA and section four describes SVM for the learning process. Section five shows
the experimental results. Finally, the conclusion and future work are presented
in the last section.

2 Experimental Design

Figure 1 shows the architecture of the experimental intelligent vehicle security
system. The proposed system consists of three subsystems, which are driving
environment simulation subsystem, human behavior data capturing subsystem
and human behavior analysis subsystem.

Fig. 1. Architecture of the experimental system

Figure 2 shows the driving simulation subsystem, a simulated driving envi-
ronment which bears substantial resemblance to a comparable real driving task
is developed. We apply one PC to offer the driving environment for the driver,
including rendered 3-D graphics display as well as realistic controls, which are
steering wheel and pedals for gas and brake, experienced as if driving in a real
car on road.

In the data capturing subsystem, a processor circuit board is utilized to sense
and gather the individual driving behavior data from the driving environment
simulation subsystem. With the driving control sensing device, 3 channels of
analog signals are gathered, as shown in Figure 3, which are steering, acceleration
and braking. Those signals are processed by an analog-to-digital converter at
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the sampling time of 100 ms and then the digitized values are sent to the micro
computer (in our experiment ATmega8535L). Then the 3-D data are transferred
to the human behavior analysis subsystem through the RS232 port for further
processing.

Fig. 2. The driving simulation hardware

0 50 100 150 200 250 300 350 400
0

50

100

150

200

250

Time (0.1sec)

N
or

m
al

iz
ed

 V
ol

ta
ge

 V
al

ue

Steering
Acceleration
Braking

Fig. 3. Human driving behavior data

In the human behavior analysis subsystem, the methods introduced in the
following sections are applied to the data retrieved. For our goal is to distinguish
the authorized drivers from others, two model libraries of authorized drivers
and unauthorized drivers are generated from the corresponding input data by
machine learning. Once the models are ready, we implement them as the classifier
in the system in response to the real time individual driving performance.

3 Data Preprocessing

It is necessary and important to apply data reduction in data preprocessing for
modeling the human behavior data, since failures in feature selection reduces
the efficiency of the system performance significantly. Among several feature ex-
traction methods, Fast Fourier Transform (FFT), Principal Component Analysis
(PCA) and Independent Component Analysis (ICA) are widely investigated in
the area of pattern recognition.

3.1 PCA

The method can be described in brief as follows. Suppose that we have two
sets of training samples: A and B. The number of training samples in each set
is N . Φi represents each eigenvector produced by PCA. Each of the training
samples, including positive samples and negative samples, can be projected into
an axis extended by the corresponding eigenvector. By analyzing the distribution
of the projected 2N points, we can roughly select the eigenvectors which have
more human behavior information. The following is a detailed description of the
process.
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1. For a certain eigenvector Φi, compute its mapping result according to the
two sets of training samples. The result can be described as λi,j (1 ≤ i ≤
M, 1 ≤ j ≤ 2N).

2. Train a classifier fi using a simple method such as Perception or Neural
Network which can separate λi,j into two groups: valid driver and others
with a minimum error E(fi).

3. If E(fi) < θ, then we delete this eigenvector from the original set of eigen-
vectors.

M is the number of eigenvectors and 2N is the total number of training
samples. θ is the predefined threshold. The left few eigenvectors are selected.

3.2 ICA

A fixed-point algorithm is employed for independent component analysis [5].
The goal of the ICA algorithm is to search for a linear combination of the
prewhitened data x′

i(t), where y = wT x′(t), such that the negentropy (non-
gaussianity) is maximized. w is assumed to be bounded to have norm of 1 and
g′ is the derivative of g. The fixed point algorithm [5] is as follows :

1. Generate an initial random vector wk−1, k = 1
2. wk = E{x′g(wT

k−1x
′)} − E{g′(wT

k−1x
′)}wk−1

3. wk = wk/‖wk‖
4. Stop if converged (‖wk − wk−1‖ is smaller than certain defined threshold).

Otherwise, increment k by 1 and return to step 2.

If the process converges successfully, the vector wk produced can be converted
to one of the underlying independent components by wT

k x′(t), t = 1, 2, ..., m. Due
to the whitening process, the columns of B are orthonormal. By projecting the
current estimates on the subspace orthogonal to the columns of the matrix B
which are found previously, we are able to retrieve the components one after the
other. Using this approach, the knowledge about the human driving behavior
model is not required.

4 SVM Classifier

Our goal is to separate the drivers into two classes: valid drivers and others,
according to a group of features. Support Vector Machine is a new technique
in the field of statistical learning theory, which we choose as classifiers in our
proposed system.

In SVM, the basic idea is to map the data X into a high-dimensional feature
space f via a nonlinear mapping Φ, and to do linear regression in this space.

f(x̄) = (ω · Φ(x̄)) + b with Φ : RN → F , ω ∈ F , (1)
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where b is a threshold. Thus, linear regression in a high dimensional (feature)
space corresponds to nonlinear regression in the low dimensional input space
RN . Note that the dot product in Equation (1) between ω and Φ(x̄) would have
to be computed in this high dimensional space (which is usually intractable), if
we are not able to use the kernel that eventually leaves us with dot products
that can be implicitly expressed in the low dimensional input space RN . Since Φ
is fixed, we determine ω from the data by minimizing the sum of the empirical
risk Remp[f ] and a complexity term ‖ ω ‖2, which enforces flatness in feature
space

Rreg[f ] = Remp[f ] + λ ‖ ω ‖2=
l∑

i=1

C(f(x̄i)− yi) + λ ‖ ω ‖2, (2)

where l denotes the sample size (x̄1, ..., x̄l), C(.) is a loss function and λ is
a regularization constant. For a large set of loss function, Equation (2) can
be minimized by solving a quadratic programming problem, which is uniquely
solvable. It can be shown that the vector ω can be written in terms of the data
points

ω =
l∑

i=1

(αi − α∗)Φ(x̄i), (3)

with αi, α∗
i being the solution of the aforementioned quadratic programming

problem. αi and α∗
i have an intuitive interpretation as forces pushing and pulling

the estimate f(x̄i) towards the measurements yi. Taking Equation (3) and Equa-
tion (1) into account, we are able to rewrite the whole problem in terms of dot
products in the low dimensional input space

f(x̄) =
∑l

i=1(αi − α∗
i )(Φ(x̄i) · Φ(x̄)) + b

=
∑l

i=1(αi − α∗
i )K(x̄i, x̄) + b,

(4)

where αi, α∗
i are Lagrangian multipliers, and x̄i are support vectors.

In Equation (4), we introduce a kernel function K(x̄i, x̄j) = Φ(x̄i) · Φ(x̄j).
As explained in, any symmetric kernel function K satisfying Mercer’s condition
corresponds to a dot product in some feature space.

After the off-line training process, we obtain the values for Lagrangian multi-
pliers and support vectors of SVM. Let x̄ = [x1, x2, ..., xN ]T (xi is an element of
x̄ and x̄i is a sample data of x̄). By expanding Equation (4), we know that f(x̄)
is a nonhomogeneous form of degree d in x̄ ∈ RN

f(x̄) =
∑

0≤i1+i2+...+iN≤d

cjx
i1
1 xi2

2 ...xiN

N , (5)

where i1, i2, ..., iN are nonnegative integers, and cj ∈ R are weighting coefficients.
j can be 1, 2, ..., M , where M = (N+d

N ).
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5 Experimental Results

In this experiment, we try to recognize whether there is any unauthorized person
driving the car by analyzing the real time driving performance. In order to
estimate the performance of the proposed system, we invite 8 human subjects
to drive on our experimental system, who are Meng, Ou, Ye, Huang, Wang,
Wu, Shi and Shen. The driving behavior data are collected and then classified
through SVM into 2 group: Meng as the authorized driver and other 7 people
as the unauthorized drivers.

Table 1. Test results using different sampling time and FFT order

Sampling FFT (order 5) FFT (order 10) FFT (order 20)
time (number of error/total) (number of error/total) (number of error/total)

10 sec. 147/419(authorized) 139/419(authorized) 148/419(authorized)
77/979(unauthorized) 80/979(unauthorized) 79/979(unauthorized)

20 sec. 70/209(authorized) 70/209(authorized) 83/209(authorized)
55/489(unauthorized) 56/489(unauthorized) 71/489(unauthorized)

40 sec. 32/104(authorized) 32/104(authorized) 22/104(authorized)
22/244(unauthorized) 36/244(unauthorized) 46/244(unauthorized)

80 sec. 19/52(authorized) 23/52(authorized) 25/52(authorized)
11/122(unauthorized) 16/122(unauthorized) 17/122(unauthorized)

160 sec. 9/26(authorized) 12/26(authorized) 6/26(authorized)
13/61(unauthorized) 12/61(unauthorized) 9/61(unauthorized)

Table 1 shows the test results of classification using Fast Fourier Transform
data preprocessing. Different sampling times are compared in the experiment
which causing the different size in each data segment for training and testing.
The sampling rate is set at 10 Hz in the experiment. With a sampling time of
10 seconds, a 100 × 3 data segment can be produced, totally generating 419
segments from Meng’s driving performance and 979 from others’ for evaluation.
Using FFT, segment data is reduced to 5 × 3, 10 × 3 and 20 × 3 segments in
different FFT orders and the segments retrieved are aligned to form 1×15, 1×30
and 1× 60 vectors for the recognition and learning by SVM.

In the experiment, sampling time between 10 seconds and 160 seconds, and
FFT at 5 order, 10 order and 20 order are conducted. From Table I, comparing
the success rate on both authorized and unauthorized drivers, sampling time
at 40 seconds and FFT order of 20 achieves the best results. In addition, the
data segment length of 40 seconds is efficient for not causing huge data segments
for computation and providing adequate sampling frequency for testing driving
performance in real time.

We compare the data preprocessing using PCA and ICA with FFT. As the
aforementioned finding, we use sampling time of 40 seconds and FFT or order
20, transforming a 400× 3 data segment into a 20× 3 segment every 40 seconds,
then aligned the retrieved data to a 1× 60 vector. In order to compare with the



80 X. Meng et al.

Table 2. Test results using different preprocessing methods

Preprocessing method Errors of authorized drivers Errors of unauthorized drivers
FFT 22 46
PCA 39 82
ICA 47 79

data format of FFT, we align the original data from 400×3 to 40×30, then two
components are extracted using PCA and ICA. With 2 PCs and 2 ICs, a 2× 30
feature retrieved are aligned to form a 1× 60 vector as input to the SVM.

Table 2 shows the test results using different data preprocessing methods.
With the same sampling time of 40 seconds, each 400× 3 data segment is trans-
formed to a 1 × 60 vector through FFT, PCA and ICA, producing 104 test
samples of Meng’s driving performance and 244 of others. Then the retrieved
vector is trained in the SVM and the results are listed in Table II. The data
preprocessing method based on FFT is found to give the best data reduction
results compared to the other two processing methods presented. By reducing
the redundancy in the input data, the training process of the human driving
behavior model becomes more efficient.

Table 3. Test results using different SVM kernels and parameters

Kernel Order Alpha Gamma Number of errors
Vapnik’s Poly. 3 10 N/A 22(auth.) / 46(unauth.)
Vapnik’s Poly. 3 100 N/A 30(auth.) / 39(unauth.)
Vapnik’s Poly. 3 1 N/A 27(auth.) / 36(unauth.)
Vapnik’s Poly. 2 10 N/A 30(auth.) / 30(unauth.)
Vapnik’s Poly. 4 10 N/A 31(auth.) / 38(unauth.)

Simple Dot Pro. N/A N/A N/A 37(auth.) / 22(unauth.)
RBF N/A N/A 1 32(auth.) / 22(unauth.)
RBF N/A N/A 5 33(auth.) / 30(unauth.)
RBF N/A N/A 10 33(auth.) / 36(unauth.)

Table 3 shows the test results using different SVM kernels and parameters at
sampling time of 40s and FFT order of 20. From the result, it is found that the
recognition performance reaches optimal with the use of Vapnik’s Polynomial
Kernel (Order = 3 and Alpha = 10).

Then we utilize the aforementioned methods in our practical intelligent vehicle
security system. Table 4 list the test result on individuals in the practical system.
It can be seen that there are 104 data segments of Meng’s driving behavior
applied in the evaluation process, 82 of them are identified as the authorized
driver (Meng himself) and the success rate is 78.85%. And 244 data segments
collected from 7 testers are used for the test and 198 of them are classified as
the unauthorized drivers successfully.
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Table 4. Test results on individuals

No. Name Totals Correct Failed Successful rate
1 Meng 104 82 22 78.85%
2 Ou 47 44 3 93.62%
3 Ye 48 37 11 77.08%
4 Huang 26 22 4 84.62%
5 Wang 29 23 6 79.31%
6 Wu 30 27 3 90.00%
7 Shi 45 28 17 62.22%
8 Shen 19 17 2 89.47%

TOTAL 244 198 46 81.15%

6 Discussion and Conclusions

This paper has addressed an intelligent vehicle security system towards the solv-
ing of vehicle thefts problem. By capturing and analyzing human driving behav-
iors, unauthorized drivers can be recognized while driving illegally and alarm
can be delivered. The advantage of the proposed methodology lies in the fact
that the dynamic biometrical features involved in human driving behavior are
unique and more secure than static features.

In this paper, we have built an experimental system for capturing and an-
alyzing human driving behaviors in a simulated driving environment. Data is
collected from several testing subjects and then processed through fast fourier
transform (FFT), principal component analysis (PCA) and independent compo-
nent analysis (ICA) for data preprocessing and support vector machine (SVM)
is applied as intelligent classifier through leaning. Finally, experiments for eval-
uating the performance of the proposed system are conducted and the results
verify that the proposed method is valid and useful against the vehicle thefts
problem with a success rate of around 80%.
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Abstract. In this paper, we propose robust adaptive neural network
(NN) control for helicopter systems by using the Implicit Function Theo-
rem and the Mean Value Theorem, which are useful tools for handling non-
linear nonaffine systems. We focus on single-input single-output (SISO)
helicopter systems, which are exemplified by certain single-channel modes
of operation, such as vertical flight and pitch regulation, and also by spe-
cial conditions under which the multiple channels become decoupled. It is
shown that under the proposed NN control, the output tracking error con-
verges to a small neighbourhood of the origin, while all closed loop signals
are Semi-Globally Uniformly Ultimately Bounded (SGUUB).

1 Introduction

Unmanned helicopters pose a challenge to nonlinear control design and de-
velopment. Besides the problem of strong nonlinear couplings between system
states, helicopters are also inherently unstable, unlike many classes of mechanical
systems.

Based on dynamic models, various nonlinear control techniques have been ap-
plied to ensure stable control of unmanned helicopters. For altitude regulation,
dynamic sliding mode and feedback linearization methods were proposed [1, 2].
In [3], approximate input-output linearization yielded a dynamically linearizable
system without zero dynamics, which possesses the desirable property of differ-
ential flatness. Using internal model based control, the problem of landing on an
oscillating ship deck was tackled [4].

The foregoing works require reasonably precise knowledge of the dynamic
models to achieve satisfactory performance. To deal with the presence of model
uncertainties, approximation based techniques using neural networks have been
proposed. Approximate dynamic inversion with augmented neural networks was
proposed to handle unmodelled dynamics in [5, 6], while neural dynamic pro-
gramming was shown to be effective for tracking and trimming control of multi-
input multi-output (MIMO) helicopters in [7].

Motivated by recent development in NN control of nonlinear systems [8, 9, 10],
we use Lyapunov-based design techniques to construct robust adaptive NN con-
trol for helicopters, with guaranteed stability and performance bounds. The Im-
plicit Function Theorem and the Mean Value Theorem are used as tools for
handling nonaffine nonlinearities in the helicopter dynamics.
� Corresponding author.
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2 Problem Formulation and Preliminaries

Consider the class of SISO helicopter systems described by the following differ-
ential equations nonaffine in the control:

ẋ = f(x, u) , y = h(x) , (1)

where x ∈ Rn are the states of the system; u, y ∈ R denote the input and output
respectively; and f : Rn × R → Rn is an unknown function. SISO systems in
helicopters can be found in certain single-channel modes of operation, such as
vertical flight and pitch regulation, and also by special conditions under which
the multiple channels become decoupled.

The control objective is to achieve practical output tracking of a desired ref-
erence trajectory, i.e. the tracking error converges to a neighborhood of zero,
while all closed loop signals remain bounded.

Assumption 1. The reference trajectory yd(t) and its ρ derivatives are bounded,
i.e., xd ∈ Ωd, ∀t ≥ 0, where ρ is the relative degree of (1).

Assumption 2. System (1) is input-output linearizable with strong relative de-
gree ρ < n.

Define φj(x) = Lj−1
f h for j = 1, ..., ρ, where Lfh denotes the Lie derivative of

the function h(x) with respect to the vector field f(x, u). Due to Assumption
2, it can be shown that there exist mappings ξj = φj(x) such that (1) can be
expressed in the normal form:

η̇ = q(η, ξ) , ξ̇j = ξj+1 , ξ̇ρ = b(ξ, η, u) , y = ξ1 , (2)

where j = 1, ..., ρ − 1, b(ξ, η, u) := Lρ
fh and x = Φ−1(ξ, n) , for (ξ, η, u) ∈ Ū :=

{(ξ, η, u)|(ξ, η) ∈ Φ(Ωx); u ∈ Ωu}. Throughout this paper, we use the notation
g(x, u) := ∂b(ξ,η,u)

∂u .

Assumption 3. The zero dynamics of system (2), given by η̇ = q(0, η) are
exponentially stable. In addition, the function q(ξ, η) is Lipshitz in ξ.

Assumption 4. There exist smooth functions ḡ(ξ, η) and a positive constant
d > 0, such that ḡ(ξ, η) ≥ |g(ξ, η, u)| ≥ d > 0 holds for all (ξ, η, u) ∈ Ū . Without
loss of generality, it is further assumed that the sign of g(ξ, η, u) is positive for
all (ξ, η, u) ∈ Ū .

Lemma 1. (Implicit Function Theorem) [8] For a continuously differentiable
function b(ξ, η, u) : Rn × R → R satisfying Assumption 4, there exists a contin-
uous (smooth) function u∗ = u(ξ, η) such that b(ξ, η, u∗) = 0.

Assumption 5. There exist a positive function g0(ξ, η) such that |ġ(ξ, η, u)| ≤
2g(ξ, η, u)g0(ξ, η), ∀(ξ, η, u) ∈ Ū .
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In this paper, we consider nonlinearly-parameterized Multi-Layer Neural Net-
works (MNN), which are used to approximate the continuous function f(Z) :
Rq → R as follows:

f(Z) = WT S(V T Z) + ε(Z) , (3)

where the vector Z = [ζ1, ζ2, · · · , ζm, 1]T ∈ Rm+1 are the input variables to
the neural networks; S(·) ∈ Rl is a vector of known continuous basis functions;
W ∈ Rl and V ∈ R(m+1)×l are adaptable weights; and ε is the approximation
error which is bounded over the compact set, i.e., |ε(Z)| ≤ ε̄, ∀Z ∈ ΩZ where
ε̄ > 0 is an unknown constant. The ideal weights W ∗ and V ∗ are defined as the
values of W and V that minimize |ε(Z)| for all Z ∈ ΩZ ⊂ Rm+1.

Lemma 2. [9] The approximation error can be expressed as

ŴT S(V T Z)−W ∗T S(V ∗T Z) = W̃T (Ŝ − Ŝ
′
V̂ T Z) + ŴT Ŝ

′
Ṽ T Z + du , (4)

where Ŝ := S(V̂ T Z); W̃ := Ŵ−W ∗ and Ṽ := V̂ −V ∗ are the weights estimation
errors; Ŝ

′
:=diag{ŝ′

1, ..., ŝ
′
l} with ŝ

′
i = s

′
(v̂T

i Z) = ds(za)
dza

∣∣∣za=v̂T
i Z , , i=1,2,...,l, and

the residual term is bounded by

du ≤ ‖W ∗‖‖Ŝ′
V̂ T Z‖+ ‖V ∗‖F‖ZŴT Ŝ

′‖F + ‖W ∗‖ . (5)

3 Control Design

We employ backstepping for the ξ subsystem, and then make use of the expo-
nential stability of the zero dynamics to show that the overall closed loop system
is stable and that output tracking is achieved.

Step 1: Let z1(t) = ξ1(t) − yd(t) and z2(t) = ξ2(t) − α1(t), where α1(t) is a
virtual control function to be determined. Define quadratic function V1 = 1

2z2
1 .

Choosing the virtual control α1 = −k1z1 + ẏd, we can show that V̇1 = −k1z1 +
z1z2, where the term z1z2 will be cancelled in the subsequent step.

Step i (i = 2, ..., ρ− 1): Let zi(t) = ξi(t)−αi−1(t). Define quadratic function
Vi = Vi−1 + 1

2z2
i . Choosing the virtual control αi = −kizi − zi−1 + α̇i−1, we can

show that V̇i = −∑i
j=1 kjz

2
j + zizi+1, where the term zizi+1 will be cancelled in

the subsequent steps.
Step ρ: This is the final step where the actual control law u will be designed.

Let zρ(t) = ξρ(t)−αρ−1(t). From Assumption 4, we know that g(ξ, η, u) ≥ d > 0
for all (ξ, η, u) ∈ Rn+1. Define ν := −α̇ρ + g0(ξ, η)zρ, from which ∂ν

∂u = 0,
yielding the inequality ∂[b(ξ,η,u)+ν]

∂u ≥ d > 0. According to Lemma 1, for every
value of ξ, η and ν, there exists a smooth ideal control input u∗ ∈ R such that
b(ξ, η, u∗) + ν = 0.

Using the Mean Value Theorem [11], there exists (0 < λ < 1) such that

b(ξ, η, u) = b(ξ, η, u∗) + gλ(u − u∗) , (6)

where gλ := g(ξ, η, uλ). Then, the derivative of zρ can be written as

żρ = −g0(ξ, η)zρ + gλ(u − u∗) . (7)
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We employ a robust MNN controller of the form:

u = ŴT S(V̂ T Z)− kρzρ − zρ−1 − kb

(∥∥∥ZŴT S
′∥∥∥2

F
+
∥∥∥S′

V̂ T Z
∥∥∥2) zρ , (8)

where ŴT S(V̂ T Z) approximates W ∗T S(V ∗T Z) = u∗ − ε, where Z = [ξ, η, zρ,
α̇ρ−1]T ∈ Ω ⊂ Rn+2, and |ε| ≤ ε̄ is the approximation error with constant ε̄ > 0.

For stability analysis, consider the Lyapunov function candidate:

Vρ = Vρ−1 +
1

2gλ
z2

ρ +
1
2
W̃T Γ−1

W W̃ +
1
2
tr
{
Ṽ T Γ−1

V Ṽ
}

, (9)

where W̃ := Ŵ −W ∗ and Ṽ := V̂ − V ∗, and the following adaptation laws

˙̂
W = −ΓW

[
(Ŝ − Ŝ

′
V̂ T Z)zρ + σW Ŵ

]
,

˙̂
V = −ΓV

[
ZŴT Ŝ

′
zρ + σV V̂

]
, (10)

where ΓW = Γ T
W > 0, ΓV = Γ T

V > 0, σW > 0 and σV > 0 are constant design
parameters. Then, substituting (8) and (10) into the derivative of Vρ, and by
completion of squares, together with Lemma 2, it can be shown that

V̇ρ ≤ −
ρ−1∑
j=1

kjz
2
j −
(

gλ(kρ − 1) + g0 +
ġλ

2gλ

)
z2

ρ

gλ

−
(

kb − 1
2

)(∥∥∥Ŝ′
V̂ T Z

∥∥∥2 +
∥∥∥ZŴT Ŝ

′
∥∥∥2

F

)
z2

ρ (11)

−σW

2

∥∥∥W̃∥∥∥2 − σV

2

∥∥∥Ṽ ∥∥∥2

F
+

1
2
ε̄2 +

σW + 2
2

‖W ∗‖2 +
σV + 1

2
‖V ∗‖2

F .

From Assumption 5, we know that
(
g0 + ġλ

2gλ

)
≥ 0. Hence, by choosing the

control parameters kρ > 1 and kb > 1/2, it can be shown that

V̇ρ ≤ −c1Vρ + c2 , (12)

c1 = min
{
k1, k2, ..., kρ−1, kρ − 1,

σW

2
,

σV

2

}
, (13)

c2 =
1
2
ε̄2 +

σW + 2
2

‖W ∗‖2 +
σV + 1

2
‖V ∗‖2

F . (14)

Lemma 3. [9] Given that Assumptions 1 and 3 are satisfied, there exist positive
constants a1, a2 and T0 such that the trajectories η(t) of the internal dynamics
satisfy ‖η(t)‖ ≤ a1(‖z(t)‖+ ‖ξd(t)‖) + a2, ∀ t > T0.

Theorem 1. Consider the SISO helicopter dynamics (1) satisfying Assump-
tions 1-5, with control law (8) and adaptation laws (10). For initial conditions
ξ(0), η(0), W̃ (0), Ṽ (0) belonging to any compact set Ω0, all closed loop signals are
Semi-Globally Uniformly Ultimately Bounded (SGUUB), and the tracking error

z1 = y − yd converges to the compact set Ωz1 :=
{

z1 ∈ R
∣∣∣|z1| ≤

√
2c2
c1

}
.
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Proof: According to Lemma 1.1-1.2 in [10], we know from (12) that z, W̃ and
Ṽ are bounded within compact sets. Since W ∗ and V ∗ are bounded, it is ob-
vious that Ŵ and V̂ are also bounded. From the fact that z, yd, y

(1)
d , ..., y

(ρ)
d

are bounded, we know that the virtual controls αi(z̄i, yd, y
(1)
d , ..., y

(i)
d ), for i =

1, 2, ..., ρ, are bounded. Hence, there exists a constant a3 > 0 such that ‖ξd‖ ≤ a3.
From Lemma 3, it can be seen that η is bounded if both z and ξd are bounded.

As a result, we can conclude that the states of the internal dynamics will converge
to the compact set Ωη :=

{
η ∈ Rn−ρ

∣∣∣‖η‖ ≤ a1

(√
2c2
c1

+ a3

)
+ a2

}
. Since the

control signal u(t) is a function of the weights Ŵ (t), V̂ (t) and the states ξ(t),
η(t), we know that it is also bounded. Therefore, we have shown that all the
closed loop signals are SGUUB. To show that the tracking error z1 = y − yd

converges to the compact set Ωz1 , we multiply (12) by ec1t and integrate over
[0,t] to obtain that |z(t)| ≤

√
2(Vρ(0) + c2

c1
)e−c1t + 2 c2

c1
, from which it is easy to

see that |z1(t)| ≤
√

2c2
c1

as t →∞.

4 Simulation

In Section 2, we have considered a general representation of helicopters as non-
affine nonlinear systems. While it would be ideal to perform simulation on a
nonaffine helicopter model, an accurate model is difficult to obtain. Since the
class of nonaffine systems include linear systems as special cases, we shall apply
our proposed adaptive NN control for general nonlinear systems to linear he-
licopter models, which are widely available in the literature. In particular, the
effectiveness of the control scheme will be investigated on the linearized model of
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the Yamaha R50 helicopter for two tasks: altitude tracking and pitch tracking.
We use an MNN with identical activation functions in the hidden layer described
by si(ai) = 1

1+e−ai
, i = 1, 2, ..., l so that S(a) = [s1(a1), s2(a2), ..., sl(al)]T .

For altitude tracking, we consider the model as detailed in [5], with the lon-
gitudinal cyclic input δ set to zero, and control parameters set as k1 = 1.0,
k2 = 1.5, and kb = 1.0. For pitch tracking, the model considered contains ac-
tuator dynamics, as detailed in [6], with control parameters set as k1 = 1.0,
k2 = 1.0, k3 = 1.5, and kb = 1.0. The adaptation parameters for both cases are
identically chosen as ΓW = 5I, ΓV = 50I, and σW = σV = 5.

It can be seen in both Figures 1 and 2 that the tracking performance in both
tasks is satisfactory. The actual output remains in a small neighborhood of the
desired output, while the control signal and neural weights are bounded.
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Abstract. We investigate the application of modified Hopfield neural networks 
(HNNs) based on Annealing Techniques to the problem of multiuser detection 
in spread spectrum CDMA communication systems. It is shown that the NP-
complete problem of minimizing the objective function of the optimal multiuser 
detector (OMD) can be translated into minimizing an HNN “energy” function, 
thus allowed to take advantage of the ability of HNNs to perform very fast 
gradient descent algorithms in analog hardware. The performance of the 
proposed HNN receiver is evaluated via computer simulations and compared to 
that of the general HNN as well as to that of the OMD for CDMA transmission 
cases. It is shown that the modified HNN detection scheme exhibits a number 
of attractive properties and that it provides in fact more powerful performance 
than the general HNN scheme or the OMD scheme. 

1   Introduction 

Code Division Multiple Access (CDMA) have reached a large development as a 
promising multiple access technique for 3rd generation communication systems. This 
technique permits a high number of users communicating simultaneously on the same 
frequency band. Nevertheless, the orthogonality between users codes at the receiver is 
lost and the high-power users can significantly corrupt the received signals of low-
power users (near-far problem), which leads to performance degradation of the 
detection. To overcome this problem, the concept of multiuser detection (MUD) is 
needed and become essential structure in wireless communications. 

Sergio Verdu has proposed the optimal MUD [l] and has proven that his algorithm 
deals with the minimization of a quadratic form. However, its complexity is on the 
order of o(2k) for k active users. To avoid the complexity of implementing this 
algorithm, several sub-optimal linear and nonlinear solutions have been proposed 
such as MMSE detector, Successive Interference Cancellation (SIC) detector, Parallel 
Interference Cancellation (PIC) detector, Multistage detector and based on this later 
the Hopfield neural network (HNN) detector. 

Neural networks are known for their robustness in high computational processing 
with simple nonlinear processors. However, due to local optimization, the neural 
structure does not assure good performance of detection and many authors have 
proposed modified structure to assure more performance to the algorithm [2-4]. Yoon, 
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Chen et a1 proposed the annealed neural network detector. Another hybrid structure 
was proposed by Kechriotis and Manolakos. In this paper, we discuss the 
performance of the modified HNN where a noise term is added to the Hopfield 
iterations in goal to avoid the local minima and assure more and more performance 
for multiuser detection. 

2   Optimal Multiuser Detector Scheme 

Assume that K active transmitters share the same Gaussian channel at a given time 
instance. A signature waveform sk(t), time limited in the interval t∈[0, T], is assigned 
to each transmitter. Denote the ith information bit of the kth user as bk

(i)∈{+l, -1}. In 
a general CDMA system, the signal at a receiver is the superposition of K transmitted 
signals and additive channel noise 

( )

1

( ) ( ) ( ),  
P K

i
k k k

i P k

r t b s t iT n t t Rτ
=− =

= − − + ∈ . (1) 

In (1), k∈[0, T) are the relative time delays between the users and 2P+1 is the packet 
size. In case that the stations cooperate to maintain synchronism, it holds that k=0, 
k=1, …, K. The ith information bit of the kth user based on the sign of the ith output 
of the kth matched filter yk, shown as function (2), where y(i)= [y0

(i) y1
(i) …yK-1

(i)]T. 
( 1)( ) ( ) ( )

k

k

i Ti
k k kiT

y r t s t iT dt
τ

τ
τ

+ −

−
= − − . (2) 

The Optimal Multiuser Detector (OMD) produces an estimate for the information 
vector transmitted at the discrete time instant i, based on the maximization of the 
logarithm of the likelihood function. In a CDMA transmission case it, holds [5]: 

{ }
{ }( ) ( )

1, 1
arg max 2

T

K

i i T
OMD

b
b y b b b

∈ − +
= − H , (3) 

where K KR ×∈H  is the matrix of signal waveform cross-correlations. 

3   Modified Hopfield Neural Network for MUD 

Because of the exponential growth of the computational complexity of the OMD with 
the number of active users, many other multiuser detection schemes have been 
proposed. Modified HNN is discussed in this paper. 

3.1   Hopfeild Neural Network 

HNNs are single layer networks with output feedback consisting of simple processors 
(neurons) that can collectively provide good solutions to difficult optimization 
problems. A connection between two processors is established through a conductance 
Tij which transforms the voltage outputs of amplifier j to a current input for amplifier 
i. Externally supplied bias currents Ii are also present in every processor j [6]. 

 



90 X. Liu et al. 

 

Each neuron i receives a weighted sum of the activations of other neurons in the 
network, and updates its activation according to the rule 

( ) ( )i i ij j i
j i

V g U g T V I
≠

= = + . (4) 

The function g(Ui) can be either a binary or antipodal thresholding function for the 
case of the McCulloch-Pitts neurons 

( ) ( )i i iV g U sign U= = , (5) 

or any monotonically increasing nonlinear function. One example of such a nonlinear 
function often used in simulations is the sigmoid function, defined by 

1
( ) ( )

1

i

i

U

i i i U

e
V g U sigm U

e

α

αα
−

−

−= = =
+

, (6) 

where  is a positive constant that controls the slope of the nonlinearity. In particular, 
when , then g(Ui) sign(Ui). 

It has been shown by Hopfield that, in the case of symmetric connections (Tij = Tji), 
the equations of motion for the activation of the neurons of a HNN always lead to 
convergence to a stable state, in which the output voltages of all the amplifiers remain 
constant. Also, when the diagonal elements (Tij) are zero and the width of the 
amplifier gain curve is narrow, (i.e., the nonlinear activation function g(·) approaches 
the antipodal thresholding function), the stable states of a network of N neuron units 
are the local minima of the quantity (energy function) 

1 1 1

1

2

N N N

ij i j i i
i j i

E T VV V I
= = =

= − − . (7) 

The equations of motion for the ith neuron may be described in terms of the energy 
function (7) as follows: 

i i i
ij i

i ji

dU U UE
T I

dt V τ τ ≠

∂= − − = − + +
∂

, (8) 

where  = RC is the time constant connected to neuron i. With the exception of 
pathological cases, when the matrix T is negative or positive definite, networks with 
vanishing diagonal elements have minima only at the corners of the N-dimensional 
hypercube [-1 +1]N. HNNs have been employed extensively to solve a variety of 
difficult combinatorial optimization problems. 

If we write (7) using matrix notation, then the recurrent network maximizes  
the following quadratic (9), where V(k)={Yi(k)}, T={Tij} is the weight matrix and  
I = [Ij]. 

( ( )) ( ) ( ) 2 ( )T TJ k k k k= −V V TV I V , (9) 

One may note the similarity between the objective function (3) of the optimal 
detector and the HNN energy function (9). 
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3.2   Stochastic Neural Model (Based on Annealing Techniques) 

Kechriotis et al. [4] has shown that Hopfield detector outperforms the conventional 
detector and approaches the performance of the OMD. However this optimization 
process is localized and therefore the detector can get stuck in a local minimum 
resulting in a bad steady state. In [7] the authors proposed a stochastic Hopfield 
network (SHN) which avoids local minima. They achieve this by adding a noise term 
in the state transition rule of (10), given as: 

++=+
=

)()()1(
1

kiIkVTgkV i

p

j
jiji

, (10) 

with the distribution given by (11) below, the global optimum has maximal stationary 
probability. 

1
( )

1 x
F x

e α−=
+

. (11) 

In determining the annealing schedule or change in (k), a tradeoff must be made 
between convergence and bit-error-rate performance. If (k) is increased quickly over 
the iterations, the network converges faster at the expense of performance. If (k) is 
increased very slowly, the performance is near optimum but this occurs over a large 
number of iterations. Our current work is based on a network that utilizes a stochastic 
neuron model and our aim is ideally to decrease the dependence of the network on 

(k) or alternatively decrease the number of iterations required to achieve near-
optimal performance. Stochastic neurons are used to take into account the noise 
generated by random fluctuations and other probabilistic causes that may occur during 
synaptic transmission. In [7] the authors made a similar argument and proposed the 
introduction of randomly distributed noise in the state transition rule (10) described 
above. A traditional method of accounting for noise effects is to introduce a 
probabilistic mechanism in the firing of neurons. Such a method combines the 
properties of both annealed and stochastic networks. We have used this type of 
neuron to propose a model which is a probability dependent HNN. The noise may be 
represented by thermal fluctuation that reduces with the number of iterations. Thus 
the deterministic rule of (10) is altered as follows: 

( 1) 1iV k + = +  with probability 
1

( )
p

ij j
j

P T V k I
=

+  , (12) 

( 1) 1iV k + = −  with probability 
1

1 ( )
p

ij j
j

P T V k I
=

− +  . (13) 

The function P is defined as: 

1
( )

1 exp( 2 / )a

P x
x T

=
+ −

. (14) 
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Ta is the pseudo temperature that controls the noise level. As Ta decreases the level of 
noise is reduced and the probability of firing is increased. 

3.3   Multiuser Detector with Hopfield Network 

A block diagram of the multiuser detector with the Hopfield network is shown in 
Figure 1. With all the amplifier inputs uk, k=1, 2, …, K, initiated at zero, switches 
SWk, k=1, 2, …, K simultaneously closed, the network is allowed to settle. The output 
of each neural amplifier is applied to the input of a decision device which outputs a 
+1 or -1 for a positive or negative input, respectively. Once the network is settled, the 
estimated sequence is read at the output of the decision as shown in Figure 1. 

Matched Filter
User K

Matched Filter
User 1 

r(t)
Wij

b2
(i)

b1
(i)

yK(i)SWK

t=iT

y2
(i)SW2

y1
(i)SW1

bK(i)

Matched Filter
User 2 

 

Fig. 1. Multiuser detector with Hopfield network 

4   Simulation Results 

We use a network size of 60 neurons to store 8 vector patterns of length 60 each. 
Errors are introduced uniformly in the desired vector pattern. The stochastic based 
networks require a fewer number of iterations to classify the pattern, and notably the 
stochastic neuron models follow the same search path. The simulation environment 
used in this paper is added white Gaussian noise (AWGN). The chip sequence is 
derived using a Pulse Amplitude Modulation (PAM) waveform. The spreading codes 
are taken from the set of length-31Gold Codes, giving a processing gain of N=31. 

The bit-error rate (BER) versus signal-noise ratio (SNR) for a single user is 
depicted in Fig.2. The performance of OMD, general HNN and the modified HNN 
shows that the modified HNN detector achieves acceptable performance with fewer 
calculations than the OMD detector and has better performance than the general HNN 
detector. We also deal with the near-far problem by applying normally distributed 
power for each user and varying the power deviation of users. Simulation results of 
the BER versus near-far ratio (NFR) are shown in Fig.3. From the simulation results, 
we can see that the modified HNN detector is clearly superior to the general HNN 
detector and comparable with the OMD detector. Therefore we believe that overall 
modified HNN schemes are more suitable as neural network based multiuser CDMA 
receiver structures, and we expect them to find many applications in high-speed 
communications. 
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Fig. 2. Bit-Error Rate vs. Signal-Noise Ratio        Fig. 3.  Bit-Error Rate vs. Near-Far Ratio 

5   Conclusions 

In this paper, a Hopfield model based on stochastic neurons, for use in multiuser 
detection, was proposed. These neurons utilize statistical physics to help overcome 
the problem of local minimization. The classification performance of the proposed 
scheme has been shown to be comparable to that of the general HNN and OMD 
schemes through simulation of pattern storage and retrieval. Future work-will include 
implementation if a partially connected network to investigate the performance of the 
stochastic detectors in the AWGN environment. 
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Abstract. A kernel based multiuser detection (MUD) scheme in code-division 
multiple-access (CDMA) system is proposed. In this scheme, the support vector 
(SV) under support vector (SVM) framework is obtained through a kernel spar-
sity approximation, which regulates the kernel width parameter via a heuristic 
approach to obtain an approximate equivalent SV. The corresponding SV coef-
ficient is attained through evaluation of generalized eigenvalue problem, which 
avoids the conventional costly quadratic programming (QP) computation pro-
cedure in SVM. Simulation results show that the proposed scheme has almost 
the same BER as standard SVM and is better than minimum mean square error 
(MMSE) scheme when sample set is relatively large, meanwhile the proposed 
scheme have a low computation complexity. 

1   Introduction 

Code-division multiple-access (CDMA) technology constitutes an attractive multiuser 
scheme that allows users to transmit at the same carrier frequency in an uncoordinated 
manner. However, this creates multiuser interference (MUI) which can seriously de-
grade the quality of reception. Mutually orthogonal spreading codes for different users 
can provide an inherent immunity to MUI in the case of synchronous systems. Unfor-
tunately, multipath distortions are often encountered in CDMA system and will reduce 
this inherent immunity to MUI. Multiuser detection (MUD) is such a technology can 
be used to overcome the channel fading and alleviate the MUI through the joint proc-
essing of the spreading code, timing, and signal strength as well as phase information. 
Conventional MUD schemes include optimal and sub-optimal algorithm, most of these 
algorithms are  constructed under signal processing framework,  which is computation 
intensive and is too expensive for the both power and dimension limited personal mo-
bile communication application. 

The learning algorithm based on kernel function implies potential application in 
pattern recognition, machine learning, image processing etc. and has been a research 
focus of intelligent learning in the past decade, the MUD algorithm based on kernel 
function has appeared in recent years [1][2][3], which show that under a certain con-
dition the learning algorithm based on kernel function can improve the effectiveness 
of computation, thus improve the detection performance. In the proposed scheme, we 
adopt a heuristic not a training approach to find the kernel parameter, comparing with 
the conventional training based learning algorithm, the detection procedure is simpli-
fied and complexity is reduced. 
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The reminder of the paper is as follows, in section 1, we give the equivalent sup-
port vector (SV) finding process through sparsity kernel approximation algorithm, the 
SV coefficient evaluation is presented in section 2, the simulation and analysis is 
given in section 3 and finally we concluded this paper in section 4. 

2   Analysis of Sparsity Kernel Approximation Algorithm 

Conventional training based kernel algorithm proceed like this, the sample data in low 
dimension space is firstly mapped into high dimension space, then through an inner 
product calculation, the signature vector form sample data is selected, which is further 
projected into a low dimension space to provide classification output in an expression 
of linear combination of weight (such as training algorithm in SVM) [4]. Generally 
the map function is obtained through the kernel function, which give rise to some 
application specific problem, such as how to select kernel and how to simplify the 
training process? which is a fundamental but important issue. In SVM, SV and its 
corresponding coefficient can be obtained through quadratic programming (QP) pro-
cedure, which has the complexity of 2Ο ( )k (where k is the number of classes) and is 

often computation expensive. In this paper we attain the equivalent SV in the mapped 
space via a heuristic approach rather than a QP computation, and then the equivalent 
SV is approximated as input sample sequence, which reduces the search space effec-
tively. The algorithm description is presented as follows. 

Assume there are total l inputs sample ( 1,..., )ix i l= , which construct a new vec-

tor Ψ and is denoted as  

( )
1
α

=
Ψ = Φl

i ii
x  (1) 

where FΨ ∈ , N
ix ∈ , iα ∈ . In order to find an approximate expression of (1) in 

space F , let  

( )'

1
β

=
Ψ = Φz

i ii
y  (2) 

where z l< , iβ ∈ , N
iy ∈ . Then get the minimization of norm margin between 

Ψ and 'Ψ , we have [4] 

( ) ( ) ( )2'

, 1 , 1 1 1

, , 2 ,α α β β α β
= = = =

Ψ − Ψ = + −
l z l z

i j i j i j i j i j i j
i j i j i j

k x x k y y k x y  (3) 

generally inner-product calculation of F in (3) can be replaced by kernel function, let 
1z = , then the extreme value evaluation can be represented as the minimal distance 

of the projection of Ψ and 'Ψ on the ( )Φ y , namely 

( )
( ) ( ) ( ) ( )( )

( ) ( )

22

2
min

Ψ ⋅ΦΨ ⋅Φ
Φ − Ψ = Ψ −

Φ ⋅Φ Φ ⋅Φ
yy

y
y y y y

 (4) 

furthermore, if ( ), 1=k y y , then the evaluation of extreme value of (4) is equivalent 

to 2max( ( ))Ψ ⋅Φ y , use Gaussian kernel function to evaluate the extreme of (4), we 

get an equivalent iterative expression[4]   
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( )

2 2

1

1 2 2

1

exp 2

exp 2

α σ

α σ
=

+

=

− −
=

− −

l

i i n ii

n l

i i ni

x y x
y

x y
 (5) 

when the iterative result satisfy the stop criterion, an approximate projection vector 
y is obtained.  Generally in the application of kernel function, two issues is crucial to 

the application performance, one is the relation between the optimal classification 
performance and number of y , the other is how to find the equivalent item in the 

input sample. The former is still an open problem, conventional SV evaluation as-
sume a given kernel and parameter, through QP calculation the SV is obtained, but 
this is not optimal, from [6] we know that for the width parameter σ  of a Gaussian 
kernel function, when it get larger, the total number of SV decrease in general, here 
we take an heuristic approach to decide the number of SV. Assume the initial σ is 

0σ , the number of y is Z ,then we can get the generalization of (4), the value of 

Z vector  can  be expressed as  

( )
( ) ( ) ( )

( )( )
( ) ( )

22

2

1 1

min
= =

Ψ ⋅ΦΨ ⋅Φ
Φ − Ψ = Ψ −

Φ ⋅Φ Φ ⋅Φ

kkZ Z
k

k k k k
k k

yy
y

y y y y
 (6) 

Similarly we can get iy , i=1,…,Z. So the classification output function is  

( )1
( ) sgn ( , )β

=
= +z

i ii
f x k x x b  (7) 

with (7), we can verify the test sample ( iβ will be given in next part), if classification 

error satisfy 0e e≥ , where 0e is the classification error threshold value, through the 

regulation of σ , the corresponding regulation of Z is obtained as  

1i i ecσ σ −= +  (8) 

where c is a constant. Z decrease in proportion to eZ , meanwhile if the number of 

iy is m and satisfy 0iy , then the number of Z  is eZ m−  for the next iteration, 

when such an  iteration process repeat for several times, the required e and sparsity 
will be satisfied. 

3   Evaluation of Equivalent SV Coefficient 

In standard SVM algorithm, the SV coefficient is provided through a QP procedure, 
the sparsity and SV coefficient is attained simultaneously. From [7] we know that the 
evaluation of SV coefficient can be obtained via various methods, but the result is the 
same, while sparsity will differs from the methods adopted. The receiving signal of 
CDMA terminal is just the mix of multiuser transmitting signal, due to nonlinearity 
and fading of channel, the receiving signal in matrix representation satisfy non-
singularity, assume the signal source satisfy spatially irrelevant and second order non-
stationary. Considering from the perspective of blind signal source separation, MUD 
can be formulated as the following process, source signal is firstly mixed linearly, 
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then the mixed signal is piped into a nonlinear processor (multipath and fading), and 
output is just the receiving signal, where through a nonlinear map of kernel, a linear 
classification processing is carried out in high-dimension space, the classification 
result is projected on the signature vector, which correspond to the SV, the  signature 
vector is just the mix matrix W need to be evaluated, which is equivalent to the iβ in 

(7).assume the sample signal is x , then the estimated long-term and short-term co-
variance matrix in signature space is as [8] 

( ) ( )

( ) ( )

1

1

= Φ Φ

= Φ Φ

T

i ii

T

i ii

C x x
l

C x x
l

 (9) 

where ( )Φ ix and ( )Φ ix is denote as  

( ) ( ) ( )

( ) ( ) ( )

1

1

1

2 1

=

+

= −

Φ = Φ − Φ

Φ = Φ − Φ
+

l

i i kk

i m

i i kk i m

x x x
l

x x x
m

 (10) 

with C and C , W is estimated. The joint diagonalizaton of C and C can be obtained 
by solving the following generalized symmetric eigenproblem: 

CW DCW=  (11) 

where the columns of W are eigenvectors orthogonal in the metrics C and C , i.e., 

( )1...=T
nW CW diag r r , 1( ... )T

nW CW diag r r=  and ( )1 1 1 ...λ λ= = =n n nD diag r r r r . 

here we denote by λ the largest eigenvalue and w the corresponding eigenvector. In 

this case, solving the the generalized eigenproblem Cw Cwλ= is equivalent to maxi-
mizing the following measure 

T

T

w Cw
F

w Cw
=  (12) 

which is the ration between the long-term variance and the short-term variance of the 
source. Here the recover of source signal is attained by finding w that maximizes the 
degree of predictability defined by F . In order to get the extreme value of F , let 

1
( )

l

i ii
w xα

=
= Φ  (13) 

from which the numerator of F can be expressed as  

( ) ( ) ( ) ( ),

1 α α= Φ Φ Φ Φ
TTT

i j i k k ji j k
w Cw x x x x

l

1 TT K K
l
α α=  (14) 

in a similar way we get the denominator as  

1 TT Tw Cw K K
l
α α=  (15) 
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therefore F is expressed as  
TT

TT

K K
F

K K

α α
α α

=  (16) 

from (16) we know the generalized eigenproblem can be formulated as  
T T

i i iK K K Kα λ α=  (17) 

in which iλ and iα correspond the largest eigenvalue and eigenvector, respectively. In 

the receiving end, the test sample x need to be projected nonlinearly on w , and thus 

to get the classification output, that is, the original sample space is ( )
1=

= Φl T
i ii

y w x , 

in kernel representation, we have 

( )
1

,β
=

= l

i ii
y k x x  (18) 

where ( ) ( )= Φ ΦT

ij i jK x x is Z L× matrix, 
1

(1 )
=

= − l

ij ij ikk
K K l K , thus 

T
K K and 

T
K K is ×Z Z matrix, so the number of iβ satisfy the requirement for SV. 

4   Simulations and Performance Analysis 

Based on the theoretic analysis of kernel function above, in this part we will verify the 
algorithm through a Matlab simulation, an illustration of the simulation structure 
description is presented in Figure1. Moreover, a MUD performance comparison be-
tween three schemes, SVM, minimum mean square error (MMSE) and sparsity kernel 
approximation scheme is given, here MMSE scheme is a linear MUD scheme and 
serve as a performance comparison criterion, SVM scheme is based on sampletraining 
and is closely relevant to the sparsity kernel approximate scheme proposed in this 
paper. The simulation environment is configured as follows: the synchronized CDMA 
system with user number 5N = , number of multipath 3p = , and multipath time 

delay is less than a symbol period, Gold sequence is selected  as the spreading code, 
code length 31L = , the multi-access interference(MAI) is distributed randomly in 
[0,0.4], transmission interference is Gaussian white noise. The training sample and 
test sample is comprised of two parts: I: (30, 100) and II: (100, 300). The channel   
  
 
 
 
 
 
 

 

Fig. 1. Illustration of MUD based on kernel function 
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(a)  Sample set I

(b)  Sample set II  

Fig. 2. BER performance comparison for different sample set 

impulse response (CIR) is ( ) 1 20.5 0.6 0.3− −= + +H z z z , the initial width value for 

Gaussian kernel function is 0 0.15σ = , regulation factor 0.8c = , classification error 

threshold is 0 0.05e = . Based on above configuration, the computation complexity and 

100,000 Monte-Carlo bit error rate (BER) performance simulation is given in Figure 2  
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(a)  Sample set I

(b)  Sample set II
 

Fig. 3. Complexity comparison for different samples set 

and Figure3, respectively. The theoretic complexity for SVM and MMSE is 
2( )Ο N and 3(8 )Ο N . The complexity of eigenvalue problem for sparse kernel ap-

proximate algorithm is 3( )Ο S , where S is the number of SV, because the complexity 

of iteration evaluation of SV increase linearly, so the total complexity is still 3( )Ο S . 
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From simulation result we know that among the three schemes the BER perform-
ance get closely each other between  sparsity kernel approximate and SVM scheme 
under a small sample set I, and is a little better than MMSE, the complexity is in in-
crease order as  <sparse SVM MMSEC C C . For large sample set II, BER performance of 

SVM is slightly better than sparsity kernel scheme, but both are better than MMSE 
scheme, the complexity order is sparse SVM MMSEC C C<< < .  Comparing with SVM, 

sparsity kernel approximate scheme is enhanced with training adaptation ability, un-
der the given threshold 0e , via regulation of kernel parameter and sparsity evaluation, 

an approximate optimal equivalent SV is obtained, especially   under a large sample 
set case, such a heuristic approach will maintain a given BER performance, mean-
while, the computation complexity increase a little. 

5   Conclusions 

A kernel function based multiuser detection under the support vector machine frame-
work is proposed in this paper. The scheme can be summarized as a process of attain-
ing the equivalent support vector as well as its coefficient, where the heuristic  
approach play an important role in acquisition of equivalent support vector and im-
prove the computation efficiency. Comparing with conventional signal process based 
MUD, complicated matrix decomposition and inversion is avoided. The simulation 
results show that the proposed scheme can keep an appropriate compromise between 
BER performance and complexity especially under a large sample set. So for heavy 
multiuser interference environment, this scheme is of great potential for application. 

References 

1. Rahman, S. A., Saito, M., Okada, M. et al.:  An MC-CDMA Signal Equalization and Detec-
tion Scheme Based on Support Vector Machines. In: Proceedings of 1st International Sym-
posium on Wireless Communication Systems (2004) 11-15  

2. Zhou, W., Zhang, L., Jiao, L..: Adaptive Support Vector Machine Multiuser Detection. 
Chinese Journal of Electronics 31(1) (2003) 92-97 

3. Chen, S., Samingan, A. K., Hanzo, L.: Support Vector Machine Multiuser Receiver for DS-
CDMA Signals in Multipath Channels. IEEE Trans. on Neural Networks 12(3) (2001) 604- 
611 

4. Vapnik, V.: The Nature of Statistical Learning Theory. Springer-Verlag, New York (1995) 
5. Scholkopf, B., Knirsch, P., Smola, A. et al.: Fast Approximation of Support Vector Kernel 

Expansions and An Interpretation of Clustering as Approximation in Feature Spaces. In: 
Proceedings of DAGM-Symposium (1998) 125-132 

6. David, M. J., Robert, T., Duin, P. W.:   Data Domain Description Using Support Vectors. In: 
Proceedings of ESANN, Belgium (1999) 251-256 

7. Scholkopf, B., Mika, S., Burges, C. J. C.: Input Space versus Feature Space in Kernel-based 
Methods. IEEE Trans. on Neural Networks 10(5) (1999) 1000 - 1017 

8. Martinez, D., Bray, A.:  Nonlinear Blind Source Separation Using Kernel.  IEEE Trans. on 
Neural Networks 14(1) (2003) 228 - 235 



 

J. Wang et al. (Eds.): ISNN 2006, LNCS 3973, pp. 102 – 107, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

A Novel Blind Multiuser Detection Model over Flat  
Fast Fading Channels 

Hongbo Tian, Qinye Yin, and Ke Deng 

Institute of Information Engineering, School of Electronics and Information Engineering, 
Xi’an Jiaotong University, 710049, Xi’an, China  

jhk@mailst.xjtu.edu.cn  

Abstract. A novel auxiliary system (AS) in particle filtering detector (PFD) for 
blind multiuser detection in synchronous system over flat and fast Rayleigh fad-
ing channels is proposed. We adopt an autoregressive-moving-average 
(ARMA) process to model the temporal correlation of the channels. Based  
on the ARMA process, the Hopfield neural network is adopted as an auxiliary 
system, the auxiliary system allows the particle filtering select fitted size of  
trajectories, and we further propose to obtain soft multiuser detection from the 
particle filtering and the auxiliary system. Simulation results demonstrate the 
performance of the proposed model. 

1   Introduction 

Since multiuser detection (MUD) was introduced, it has received a great deal of atten-
tion, numerous detectors have been proposed in the literature including the decorrelat-
ing detector, and the minimum mean square error (MMSE) detector [1]. In practice, 
while performing MUD, the distortion in signal strength which is due to the time 
varying fading channels must be estimated. Recently, for this purpose various blind 
schemes have been proposed. Among various blind algorithms, those based on parti-
cle filtering [2][3] are very particular for it can be computed in parallel. 

Among the proposed particle filtering algorithm for the wireless communications, 
[2] applied particle filtering (PF) to a time-observation state space model, it not only 
achieve efficient performance but also circumvent the difficulty of complexity which 
is exponential with the users. Nevertheless, the complexity of PF is also increase with 
the number of the trajectories, and the fitted number of trajectories is not certain. In 
this paper, a novel auxiliary system (AS) in particle filtering detector (PFD) is devel-
oped to circumvent the difficulty of selecting the fitted size of trajectories, it can also 
help the PF to obtain soft estimations by utilizing the AS.  

2   Signal Model 

Consider a synchronous CDMA system with a processing gain C and K users. The 
transmitted symbols are belong to a finite alphabet set B= {b1,…,bQ}. At the n-th 
symbol interval, the set of matched filter outputs at the receiver can be represented in 
vector-matrix form according to  
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n n n ny RA b u= +  (1) 

where yn=[ yn,1, …, yn,K]T with (·)T denoting matrix transposition, R is the crosscorrela-

tion matrix whose element
1 2,k kr represents the crosscorrelation between the signature 

waveforms of the k1th and the k2th user, An=diag(an,1, …,an,K) is the diagonal matrix of 
the channel state information, bn=[ bn,1, …, bn,K]T is the antiphonally modulated user 
data vector, and un is the complex Gaussian noise vector with the with covariance 
matrix equal to 2I. The channel for each user is considered as Rayleigh flat fading 
channel and ARMA processes can be adopted to model its time correlation [4]. Thus, 
an,k can be represented by an ARMA(r1, r2) model as 

1 1 2 2, ,1 1, , , ,0 , , ,n k k n k k r n r k k n k k r n r ka a a v vφ φ ρ ρ− − −+ + + = + +  (2) 

where vn,k is an i.i.d. random complex Gaussian process, and { }
1,1 ,,k k rφ φ  and 

{ }
2,0 ,, ,k k rρ ρ  are the AR and MA coefficients of the model.  

3   Particle Filtering Detector 

The time-observation state space model (TOSSM) representation of CDMA systems 
in flat fading channels can be found in existing literature [2]. Based on this, in a 
Bayesian framework, the optimum decision on bn can be obtained by the marginalized 
posterior mode criterion, which is expressed as 

( )
{ }

, , 1:
ˆ sgn

K
n

n k n k n nK

b B

b b p b y
∈

=  (3) 

where ( )1:n nKp b y  is the posterior distribution which is essential for computing (3) 

and the subscript 1:nK denotes a collection of the variable indexed from 1 to nK, e.g., 

{ }1: 1, ,nK nKy y y=  and ny  is the whitened matched filter(WMF). In the context 

of the proposed problem, when ny  is observed at time interval n, the objective of 

particle filtering is to draw, say, J weighted random samples ( ) ( ){ }1: ,j j
n nKb ω  from 

( )1: 1:n nKp b y , where 
( )j
nKω is the weight of the j-th sample 

( )
1:

j
nb . With the samples, 

( )1:n nKp b y can be approximated by 

( ) ( ) ( )( )1: 1: , ,
1 1

nK

J nK
j j

n nK i k i k
j l

P b y b bω δ
∆

= =

= −∏  (4) 

and hence the MPM solution of bn by a simple weighted summation as 

,

( ) ( )
,

1

ˆ sgn
n k nK

J
j j

n k
j

b b ω
=

=  (5) 
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and the weights can be calculated as 

1: 1:
1 1

1: 1:

j j
j
n nK j

nK nK nKj
n nK

p b y

b y
 

(6) 

( )( )1: 1: 1,j
nK n nKp y b y −  is the likelihood function after marginalizing out hl, and can be 

obtained from the predictive procedure of the Kalman filter[2] . 

4   Hopfield Neural Network 

In a general CDMA system, the optimal multiuser detection (OMD) produces an 
estimate for the information vector transmitted at the discrete-time instant n, In the 
synchronous case it holds that  

{ }
{ }, arg max 2

K

T T
n OMD n n

b B
b r b b S b

∈
= −  (7) 

where ,1 ,, ,
T

n n n Kr r r= , ,n kr is the output of the matched filter-bank correspond-

ing to the n-th data packet. K K
nS R ×∈  is the (symmetric) matrix of signal cross 

correlations at n-th symbol interval. Because of the exponential growth with the com-
putational complexity of the OMD with the number of active users, suboptimal detec-
tion schemes have been proposed. One of them is the multiuser suboptimal detection 
(MSD). The MSD consists of a collection of stages m = 1, 2, …, each producing an 

estimate , ( 1)n MSDb m + as follows 

( ), ,( 1) ( )n MSD n n n n MSDb m sign r S E b m+ = − −  (8) 

where En is a diagonal matrix with elements , , , ,n i i n i ie s=   i=1,…,K. 

In HNN, Each neuron i receives a weighted sum of the activations of other neurons 
in the network, and updates its activation according to the rule: 

( )i i ij j i
j i

V g U g T V I
≠

= = +  (9) 

It has been shown [5] that, in the case of symmetric connections (Tij= Tji), It is ap-
parent from (7) that the OMD objective function is very similar to a HNN energy 
function. Moreover, (7) can be rewritten as 

{ }
( ),

1, 1

1
arg min

2K

T T
n OMD n n n

b
b r b b S E b

∈ + −
= − + −

 

(10) 

since bTEnb is always a positive number. The matrix -(Sn-En) is symmetric, and has 
zero diagonal elements since sii=eii. Therefore, the OMD objective function can be 
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directly translated into the energy function of an HNN with weight matrix T = -(S - E) 
and biases I =rn. So, (9) can be rewritten in matrix form as 

( ) ( ) ( )1n n n n nV m g r S E V m+ = − − . (11) 

5   Auxiliary System Model in Particle Filtering Detector 

Even though the PFD has potential to provide near-optimum performance, the size of 
trajectories isn’t discussed in [2][3] and a fixed number is adopted directly. Normally, 
the setting should ensure the performance of the PFD, thus the size should large 
enough. The implementation is, in fact, not all iterations need same size of trajecto-
ries. Comparing with bk,n which need m trajectories to compute the exact posterior 
distribution,  bi,j may need d trajectories and d may differ from m. When the upper 
bound trajectories are adopted to assure the performance of PF, quite a number of 
trajectories are unnecessary. Therefore, an AS in PFD (AS-PFD) is proposed, which 
are affordable to reduce the size of trajectories while maintain the performance.  

The function of AS is to justify whether the size of the trajectories are adequacy, 
and therefore the AS demands lower complexity and high performance. According to 
[6], the NP-complete problem of minimizing the objective function of the OMD can 
be translated into minimizing an HNN “energy” function, thus affordable to take 
advantage of the ability of HNN’s to perform very fast gradient descent algorithms. 
The channel state information which has obtained during the procedure of the 
TOSSM can be used to form the HNN’s energy. In this paper, HNN is adopted as the 
AS. The algorithm can be outlined as follows: 
 
Initialization: set J: the size of trajectories 
At the m-th iteration (m=n×Q+k): 
•Trajectory expansion 
For j=1 to J 

 Calculate the weight 
( )j

nkω  according to (6). 

 If j=J_min & k=1  

calculate the output nV  according to (11).  

end 

 If j>J_min evaluate ( ),n̂ k
MPM

b  according to (5).  

if ( ),n̂ k
MPM

b = ,n kV   break;  end 

end 
end 
 

If j<J, we get ,n̂ kb = ( ),n̂ k
MPM

b  , if j=J, which means ( ),n̂ k
MPM

b ≠ ,n kV , the final re-

sults should consider the PFD and HNN. Therefore, we propose a soft decision to 
obtain the final results, and the criterion is as follows: 
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( ), , ,

,

, , ,

ˆ ( 1) ( 1)
ˆ

( 1) ( 1)

n k n k n k
MPM

n k

n k n k n k

b p b p b threshold
b

v p b p b threshold

= + − = − >
=

= + − = − ≤
. (12) 

6   Simulation Result 

In this section, we present several simulation results that show the performance of the 
proposed PFD. In all the experiments, the differential binary phase shift keying 
(DBPSK) is exploited to overcome the phase ambiguous. A second AR process was 
adopted for the fading process, which was normalized to have a unit power, and thus 
the signal-to-noise ratio (SNR) was obtained by ( )210log 1 σ . Both code rates are 1/2, 

and both block size of code bits are 512 while that of information bits are 256.  
In Fig. 1, we provide the BER vs. SNR for the different algorithms on a scenario of 

Ωd=0.03. The maximum size of the trajectories is the J (here, set J=151), and the 
mean one is the mean value of the trajectories adopted by the AS-PFD. It can be ob-
served that the AS-PFD can provide a performance of about 2~3dB at average over 
the PFD using maximum size of trajectories and about 3~6dB at average over the 
PFD with mean size of trajectories. In Fig. 2, similar observations can be drawn as for 
the previous case on a scenario of Ωd=0.03 even though the overall performance of 
the detectors is worse, which is reasonable considering that the channel are fading 
fast. The number of the mean size of the trajectories is about 70 percents of the total 
trajectories on a scenario of Ωd=0.03 and 75 percents of the totals on Ωd=0.05. 

 

     Fig. 1. BERs vs. SNR. Ωd=0.03.                         Fig. 2. BERs vs. SNR. Ωd=0.05. 

7   Conclusion 

In this paper, we proposed to solve blind MUD over flat fast fading channels. We 
constructed a novel auxiliary system in particle filtering detector, Simulation results 
demonstrate that the performance of AS-PFD is superior to that of the PFD and the 
HNN, meanwhile the complexity of the AS-PFD is smaller than the PFD. 
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Abstract. This paper models the ambient noise as α  stable distribution and 
proposes a novel robust multiuser detection (MUD) method that involves an 
adaptive nonlinear preprocessor based on multilayer perceptron neural-network 
whose action is to suppress the negative effect of impulsive noises on the 
followed decorrelating decision-feedback (DDF) multiuser detector. Simulation 
results indicate the proposed new method is robust and offers performance 
enhancement over traditional technology in impulsive noises. 

1   Introduction 

A typical characteristic of code division multiple access (CDMA) system permits 
many users sharing the same bandwidth by using non-orthogonal spreading 
waveforms. But that will cause the multiple-access interference (MAI) unavoidably. 
Many multiuser detection (MUD) technologies [1] have been developed to suppress 
the MAI. Most of them focus on the unique and outstanding MAI instead of the 
channel noises, so Gaussian noise assumption is popular for its mathematical 
tractability. While recently extensive experimental evidences show in many physical 
channels, such as urban and indoor radio channels, the ambient noise is non-Gaussian 
due to the impulsive nature of the man-made electromagnetic interference and a great 
deal of natural noise as well, which is modeled as α  stable distribution[2,3]. What is 
attracted is the α  stable model is not limited to particular situation unlike the 
commonly used Gaussian mixture model [4]. However the conventional receivers 
designed under Gaussian assumption always incurs significant performance 
degradation in the presence of impulsive noises. This raises the issues of devising 
robust detector under non-Gaussian noise. 

The decorrelating decision-feedback (DDF) multiuser detector [1] is a multistage 
detector which could achieve error-free demodulation. First it sorts the users 
according to their powers, with the strongest user followed by the weaker users. Then 
it employs Cholesky decomposition to determine decorrelating and feedback matrices 
for successive interference cancellation. Such that the strongest one is detected first 
and could be obtain the same performance as the decorrelating detector, while the 
weakest one gets single-user performance if all feedback decision are correct. In this 
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paper, we investigate the performance degradation of conventional DDF multiuser 
detector under α  stable distributed noise and propose a neural-net based method to 
improve the robustness of traditional DDF multiuser detector. The reason of choosing 
neural-net as the preprocessor is that it is such a simple and calculative technique that 
could realize the complex nonlinear mapping. Comparing to other nonlinear function 
such as clipping, puncher function and etc. which should be set clipping parameter in 
advanced, the most important advantage of our proposed method is it could form the 
clipping nonlinearity automatically to reduce the influence of impulsive noise on the 
followed DDF multiuser detector by self-learning and self-adjusting.  

2   System and Noise Model 

In this paper a coherent synchronous CDMA system employing binary phase-shift 
keying (BPSK) is considered. At the receiver, the received signal is filtered by a chip-
matched filter and sampled at the chip rate. The resulting discrete-time signal 
corresponding to the i th symbol is given by      
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+=
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k
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)()()( nsr                       Mi 1=  (1) 

where kA is known received amplitude and KAAA ≥≥≥ 21 ; M , { } 1
0)( −

=
M
ik ib  

and ks denote, respectively, the number of data symbols per user in the data frame of 

interest, the transmitted symbol stream and the normalized signaling waveform of the 
k th user, )(in  is the ambient noise.    

The α  stable distribution is introduced as the impulsive noise model in wireless 
channel. It is an excellent statistic non-Gaussian noise model which provides a 
flexible and broad range of impulsiveness to model different impulsive noise 
processes [2]. Gaussian distribution is only a special member of it. And it satisfies the 
generalized central limit theorem and stability property. Its excellent difference from 
Gaussian distribution is its thick tail in distribution and spikes in its waveform which 
result in many algorithms under Gaussian assumption failed.  It can be conveniently 

described by its characteristic function as ( ) ( ) ( )[ ]{ }αωβγ α

ϕ ,sgn1  
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π

αω =  ( 1=α ), and sgn()  is a sign function. α  

is the characteristic exponent restricted in 20 ≤< α , it controls the thickness of the 
tail in the distribution. The dispersion parameter γ )0( >γ  is similar to the variance 

of Gaussian process and β )11( ≤≤− β  is the symmetry parameter. If 0=β , the 

distribution is symmetric and the observation is referred to as the SSα  (symmetry 
α stable) distribution. a ( ∞<<−∞ a ) is the location parameter. When 2=α  
and 0=β , the α stable distribution becomes the Gaussian distribution. Throughout 

this paper SSα  process is chosen.  
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3   Proposed Multiuser Detection Method Based on Neural-net 
Preprocessing  

Depending on the received signal )(ir , our objective is to find the bit estimate )(ib . 

Since )(ir  contains a great deal of impulsive noise it could result in increasing bit error 

rate dramatically. While it’s well known a nonlinear process could eliminate the large 
peaks of signal, so we consider adding a preprocessor in front of the multiuser detector 
in order to achieve robust performance. There are many kinds of nonlinear function 
such as clipper function, puncher function and etc. They are all on the basis of explicit 
cutoff parameter that is hard to be specified in advance. In order to overcome this 
problem we investigate a nonlinear preprocessor based on a MLP neural-network 
which could achieve nonlinearity and its corresponding cutoff parameter during 
training period. The scheme of the proposed architecture is shown in Fig.1.  
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Fig. 1. Scheme of the proposed DDF multiuser detection method based on neural-net pre-
processing 

The neural-net consists of one input and one linear output node, 15 sigmoid nodes 
in the hidden layer. And then it forms nonlinearity to prevent the impulsive noise 
from entering the subsequent mulituser detector via back propagation algorithm. The 
input signal is noisy signal denoted by formula (1) and the target signal is the noise 
free signal: 

=

=
K

k
kkk ibAi

1

)()( sr . (2) 

After conforming the nonlinearity all users share the same function. What should 
be mentioned is that (1) and (2) are discrete time and chip-based so that all network 
weights are updated at chip-rate through back propagation training. It is seen that the 
spreading codes, training sequence and signal amplitudes of all users are required. 
Therefore this device could be implemented at the base station receiver [5]. 
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After the nonlinear filter based on MLP neural-net, the signals passed the matched 
filter can be expressed as [6] 

))(g()( iiy T rS=  (3) 

where ))](g(,)),([g())(g( 1 iriri N=r . And then define SSR T=  as the cross correla-

tion matrix of the signature waveforms. Applying Cholesky decomposition R can be 
factored as 

FFR T=  (4) 

Where F is a lower triangular matrix (i.e., 0=klF  if lk < ). If R is nonsingular, so is 

F , and we can process the vector output by matched filter through the upper 
triangular matrix and yielding the whitened matched filter outputs: 

))(g()()(~ 1 ii TT rSFy −= . (5) 

It is shown that )(~
1 iy  contains no interference from other interfering users. Its 

decision is therefore made first by passing through zeros-thresholding device. 

Similarly, the k th component of )(~ iy contains no trace of users Kk ,,1+ . Since 

decisions for the stronger users 1,1 −k have already been made, they can be used to 
form a feedback term. Following the philosophy of successive interference 
cancellation, the sequential demodulation process can be expressed by 

))(ˆ))diag(())(()sign(()(ˆ 1 iFigi TT bAFrSFb −−= − . (6) 

4   Simulation Results 

We consider a synchronous CDMA network with five users under perfect power 
controlled, each user is assigned a Gold code of length 31=N . Bit error rates (BER) 
of the first and last user are investigated. Firstly, we introduce the Generalized Signal-
to-Noise Ratio (GSNR) [2] defined as 

γ

2

log10GSNR KA
= . (7) 

Here γ )0( >γ denotes the dispersion parameter of SSα  noise process and in this 

paper, the GSNR is referred to the last user. 

Experiment 1: Under Gaussian noise conditions. In Fig.2 (a), it is supposed all users 
have equal power. It is seen that when the noise is Gaussian the proposed DDF 
method based on neural-net preprocessing have almost identical performance with 
that of the traditional DDF detector. And there is similar phenomenon in Fig.2 (b), 
when the near-far effect is taken into account the power of each interfering user is the 
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Fig. 2. Bit error rate against GSNR in five-user channel under Gaussian noise assumption (a) 
all user have equal powers (b) the power of each interference is 6dB above the last user 

same as 6dB above the last user. That is to say, the proposed DDF method based on 
neural-net preprocessing is not sensitive to the presence of MAI too. 

Experiment 2: Under highly impulsive with 5.1=α  noise condition. First the BER 
performance of each user equal power controlled is plotted in Fig.3 (a). As expected, 
the performance of the traditional DDF method dropped drastically resulting from the 
influence of impulsive noise contamination. On the other hand, due to the nonlinearity 
of the preprocessor based on neural-net, the influence of impulsive noises is greatly 
reduced and the performance is improved significantly. Fig.3 (b) shows the 
performance of the two DDF methods when both MAI and impulsive noise present 
together. MAI condition is the same as that in experiment 1.  
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Fig. 3. Bit error rate against GSNR in five-user channel under impulsive noise assumption 
( 5.1=α ) (a) all users have equal powers (b) the power of each interference is 6dB above the 
last user 

Therefore from these experiments it could be said the proposed DDF method based 
on neural-net preprocessing is robust, it is not only proper to Gaussian noise condition 
but also to impulsive noise condition. 
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5   Conclusion 

In this paper, we model the impulsive communication channel noise as α stable 
distribution and propose a novel receiver structure which involves a nonlinear 
preprocessor based on neural-net for impulsive noise followed a DDF multiuser 
detector for MAI. The simulation results show that the novel method has superior 
capability of jointly suppressing the MAI and α stable distributed ambient noises, 
because the neural-net preprocessor could form a nonlinearity function with 
approximate cutoff well and then limits the impulsiveness of α stable distributed 
noise. So the proposed DDF method based on neural-net preprocessing is a better 
method compared to conventional DDF multiuser detection method because it 
enhances the robustness no matter for Gaussian noise or impulsive noise. 
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Abstract. This paper studies the performance of extreme learning ma-
chine with complex-valued radial basis function (ELM-CRBF) in the
channel equalization applications. Comparing with complex minimal re-
source allocation network (CMRAN), complex radial basis function
(CRBF) network and Bayesian equalizers, the simulation results show
that ELM-CRBF equalizer is superior in terms of symbol error rate
(SER) and learning speed.

1 Introduction

It is well known that equalizers are popularly alternative at receivers to recover
the original symbols from the received signals in digital communication sys-
tems. In recent years, several neural network models such as feedfordward neural
networks, radial basis function (RBF) networks and recurrent neural networks
(RNN) have been successfully used for solving equalization problems as neural
networks are well suited for nonlinear classification problems [1]. Complex-valued
neural networks have attracted considerable attention in channel equalization
applications in the past decade. Cha and Kassam [2] have proposed a complex-
valued radial basis function(CRBF) network which adopts the stochastic gradi-
ent learning algorithm to adjust parameters. Comparing with previously existing
equalizers, the CRBF equalizer is superior in terms of symbol error rate (SER).
Jianping et al [3] have developed a complex-valued minimal resource allocation
network (CMRAN) equalizer. Applying the growing and pruning criterion, the
CMRAN equalizer can realize a more compact structure and can obtain better
performance than CRBF and some other equalizers.

Recently, a new learning algorithm for single-hidden-layer feedforward neural
networks (SLFNs) named extreme learning machine (ELM) is proposed by
Huang, et al[4, 5, 6, 7, 8, 9]. Unlike the traditional approaches (such as BP al-
gorithms) which may face difficulties in manually tuning control parameters
(learning rate, learning epochs, etc) and/or local minima, ELM can avoid such
trivial issues by reaching the good solutions analytically and the learning speed
of ELM is extremely fast compared to other traditional methods. The univer-
sal approximation capability of extreme learning machine has been proved by

J. Wang et al. (Eds.): ISNN 2006, LNCS 3973, pp. 114–119, 2006.
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Huang, et al[10]. In this paper, the ELM algorithm with RBF activation func-
tion is given to deal with complex-valued signal called ELM-CRBF equalizer.
The simulation results show that the ELM-CRBF equalizer is superior to CRBF
[2] and CMRAN [3] equalizers in terms of symbol error rate (SER), learning
speed and ease of implementation.

This paper is organized as follows. Section 2 introduces the complex extreme
learning machine with RBF (ELM-CRBF). Section 3 shows the performance
comparison of ELM-CRBF equalizer with the CRBF and CMRAN equalizers
for a typical nonlinear channel equalization problem. Section 4 is the conclusions
of this paper.

2 Proposed Extreme Learning Machine with
Complex-Valued RBF Kernels

Given a series of complex-valued training samples (zi,yi), i = 1, 2, · · · , N , where
zi ∈ Cn and yi ∈ Cm, the actual outputs of the single-hidden-layer feedforward
network (SLFN) with RBF activation function for these N training data is cal-
culated by

Ñ∑
k=1

βkφk(zi, µk, σk) = oi, i = 1, · · · , N, (1)

where φk(zi, µk, σk) is the response of the k-th hidden neuron:

φk(zi, µk, σk) = exp
(
− (zi − µk)H(zi − µk)

σ2
k

)
(2)

µk and σk are the center and width of the k-th hidden neuron, respectively.
βk ∈ Cm is the complex output weight vector connecting the k-th hidden neuron
and the output neurons. H presents the complex conjugate transposition. The
complex SLFNs with N̂ hidden neurons can approximate the N input samples
with zero error means that

∑N
i=1 ‖oi − yi‖ = 0, in other words, the network

parameters βi, µi and σi need to be found such that

Ñ∑
k=1

βkφk(zi, µk, σk) = yi, i = 1, · · · , N, (3)

The above N equations can be written compactly as

Hβ = Y (4)

where

H(µ1, · · · , µÑ , z1, · · · , zN , σi, · · · , σÑ )

=

φk(z1, µ1, σ1) · · · φk(z1, µÑ , σÑ )
... · · · ...

φk(zN , µ1, σ1) · · · φk(zN , µÑ , σÑ )


N×Ñ

(5)



116 M.-B. Li et al.

β =

 βT
1
...

βÑ
T


Ñ×m

and Y =

 yT
1
...

yT
N


N×m

(6)

The matrix H is called hidden layer output matrix and the number Ñ of the
hidden neurons is usually much less than the number N of training samples.
Linearly similar to Huang et. al. [6, 7] the hidden neuron parameters (complex-
valued centers µi and the impact width σi) can be randomly generated and
for randomly generated hidden neuron parameters we can get the least-squares
solution β̂ of the linear system Hβ = y with minimum norm of output weights
β, which usually tend to have good generalization performance:

β̂ = H†Y (7)

where matrix H† is the Moore-Penrose generalized inverse. The three-step com-
plex ELM with RBF(ELM-CRBF) algorithm can be summarized as follows:

Algorithm ELM-CRBF: Given a training set ℵ = {(zi,yi)|zi ∈ Cn,yi ∈
Cm, i = 1, · · · , N}, RBF activation function φ(z), and hidden neuron number Ñ ,

1. Randomly choose the complex hidden neuron center µk and width σk, k =
1, · · · , Ñ .

2. Calculate the hidden layer output matrix H.
3. Calculate the complex output weight β using formula (7).

3 Performance Evaluation

A third order complex channel model as considered by Chen et al. [11] for 4-QAM
signaling is given by

A(z) = (0.7409− j0.7406)(1− (0.2− j0.1)z−1)((1 − (0.6− j0.3)z−1) (8)

The noise variance is σ2
e = 0.06324 (SNR=15dB). The equalizer dimension was

set to m = 1 and the equalizer decision delay was τ = 0 same as in Chen et al.
[11]. The ELM-CRBF and CMRAN equalizers are trained using 1000 samples at
15dB SNR. The CRBF equalizer is trained using 10000 samples with 50 hidden
neurons. For testing, 1000 000 test data of different SNRs were used and the
symbol error rate was evaluated.

In the simulation, we use 40 hidden neurons for ELM-CRBF equalizer and
CMRAN equalizer builds 49 hidden neurons at the end of training process. Fig. 1
shows the equalizer output distribution for all the equalizers. CRBF equalizer
can’t obtain satisfying performance with more training data and hidden neurons.
While ELM-CRBF, CMRAN and Bayesian equalizers can separate the output
data into four groups clearly. Fig. 2 shows the comparison of the symbol error
rate (SER) between Bayesian, CRBF, CMRAN and ELM-CRBF equalizers. We
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Fig. 1. Eye diagram of the equalizer outputs: (a)CRBF (b) CMRAN (c)ELM-CRBF
(d)Bayesian

Fig. 2. Error probability for CRBF, CMRAN, ELM-CRBF and Bayesian

can see that ELM-CRBF is always better than CRBF and CMRAN but is not
as good as Bayesian method, which is not surprising since Bayesian is supposed
to be the optimal one.
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Table 1 shows the comparison of CPU time of CRBF, CMRAN, ELM-CRBF
and Bayesian equalizers to show the equalizer complexity1. The result is obtained
using a P4/3GHZ personal computer. It can be seen that ELM-CRBF equalizer
takes only 0.047s while CMRAN takes 45.67s and CRBF 67.31s for the training.

Table 1. Complexity comparison of different equalizers

Algorithms Neurons Number of Data CPU time
training testing training(sec) testing(msec/sample)

ELM-CRBF 40 1000 106 0.047 0.004
CMRAN 49 1400 106 45.67 0.165
CRBF 50 104 106 67.31 0.185

Bayesian 64 − 106 − 0.159

4 Conclusions

In this paper, extreme learning machine with complex-valued RBF activation
function is proposed to solve complex-valued channel equalization problem. The
hidden neuron parameters of SLFNs are randomly chosen and Moore-Penrose
generalized inverse is used to determine the output layer weights. To compare
with some existing RBF neural network (CRBF and CMRAN), the ELM-CRBF
equalizer outperforms than these RBF equalizers in terms of SER and training
speed.
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Abstract. We developed a high-speed concurrent support vector machine 
(CSVM) processor for real-time nonlinear channel equalization. All phases of 
the recognition process, including kernel computing, learning, and recall of the 
support vector machine (SVM) are performed on a single chip. The concurrent 
operation of this CSVM using a parallel architecture of elements allows it to 
achieve high speed. The hardware-friendly kernel adatron (KA) SVM learning 
algorithms are embedded on a chip. The results of the nonlinear channel 
equalization obtained by the KA algorithm are compared with those obtained by 
the quadratic programming (QP) method. The CSVM using the KA learning 
algorithm is designed and implemented using the FPGA chip. The CSVM 
processor performs 20% faster than the existing SVM processors. 

1   Introduction 

Nonlinear channel equalization is a major issue in digital communications, because it 
affects the transmitted sequence by causing both linear (inter-symbol interference) 
and nonlinear (amplifiers and converters) distortions. The support vector machine 
(SVM) has shown promise in the area of nonlinear equalization or nonlinear detection 
[1]. The objective of this study is to design and implement a nonlinear channel 
equalizer based on the support vector machine. The equalization performances 
obtained using the SVM and KA learning technique are verified, and a fast hardware 
architecture is presented based on parallelism, a shared bus and distributed memory. 
The circuit is implemented using hardware description language (HDL). We chose the 
FPGA chip for the hardware realization of our channel equalizer. 

The application of the SVM to nonlinear channel communication systems was first 
proposed by Sebald et al. [1], who compared the equalization performance between 
the SVM and Artificial Neural Network (ANN). According to [1], the SVM shows 
similar or superior performance as compared to the ANN. They trained an SVM using 
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the QP method, which is computationally intensive. In this study, to avoid the high 
computational cost of training the SVM associated with its solving a quadratic 
optimization problem, we use a fast and simple procedure known as the Kernel 
Adatron (KA) algorithm [2]. This procedure leads to exactly the same solution, but 
with an exponential rate of convergence in the number of iterations. 

Nonlinear channel equalization requires specialized hardware, owing to the 
intensive and real-time computations involved. Various hardware implementations of 
the SVM have recently been proposed by many researchers based on parallel 
architectures, such as that used in the ANN chip. These hardware architectures of the 
SVM have been published, and have involved the development of both analog and 
digital hardware [3], [4], [5]. The Kerneltron [3], which internally performs analog 
and massively parallel kernel computation, successfully deals with real-time 
applications involving object detection and recognition. This analog hardware 
performs the recall processes on-chip, leaving the learning process off-chip. A digital 
hardware version of the SVM (DSVM) [4], [5] proposes a hardware-friendly SVM 
learning algorithm and performs the learning process on-chip. However, this digital 
hardware performs the kernel computation off-chip. The concurrent SVM (CSVM) 
processor is the first SVM processor to conduct all three processes of the SVM on a 
single chip. 

2   Support Vector Machine 

The SVM expresses the classification or regression output in terms of a linear 
combination of examples in the training data, in which only a fraction of the data 
points, called ‘support vectors’, have non-zero coefficients. The support vectors thus 
capture all the relevant data contained in the training set. 

Quadratic programming in original SVM training algorithm is not suitable for 
hardware implementation, due to its complexity and large memory consumption. 
Thus we use kernel adatron (KA) [2] learning algorithms can be implemented on a 
silicon chip since these algorithms make use of recursive-updating equations instead 
of quadratic programming.  

KA algorithm uses the gradient ascent routine to maximize the margin in feature 
space.  This algorithm is easy to implement and theoretically guaranteed to converge 
in a finite number of steps to the maximal margin. 

Consider a two-class classification problem with training set (x1, y1), … ,(xn, yn), 
where xi ℜd and yi = {+1, -1}. In its basic form, an SVM classifies the pattern 
vector, x, into class, y, based on the support vectors, xm, and corresponding classes, 
ym, as in 

))x,x(()x(
1

bKysignf m

M

m
mm +=

=

α  (1) 

Here, {αi} are Lagrange multipliers and the kernel function K( ⋅ , ⋅ ) realizes a dot 
product in the feature space. KA algorithm is described as follows. 
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{Initialization}  Set αi = 0 for all i and select learning rate parameter η 
{Learning loop} 
repeat 

for i =1,…n 
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3   CSVM Architecture 

3.1   System Overview 

The hardware architecture, which is composed of the Support Vector Elements 
(SVEs) holding the support vector streams, is shown in Fig. 1. All of the SVEs are 
connected via a shared data bus, and the parallel operation of the SVEs generates high 
throughput. The extension of the SVEs using multiple-chips is also possible, when 
numerous training patterns are involved. 

Operating phases of the hardware consists of loading, kernel computation, 
learning, and recall. The computation of kernel function requires data from one SVE 
sent to other SVEs via shared data bus and the kernel computations are 
simultaneously done at all SVEs. The kernel computations are performed faster than 
those done sequentially by n times. In the learning phase, alphas and bias value are 
generated in the Learning Element (LE) and the updated parameters are sent to 
corresponding SVEs.  The sign of margin that determines classes of the test data is 
computed in parallel during recall phase. Also recall phase by parallel operation is 
faster than by sequential operation by n times. 
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control
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Fig. 1. CSVM architecture for channel equalization 
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3.2   Building Blocks 

The SVE shown in Fig. 2 consists of memory, computing module and interface with 
shared data bus. The two’s complementer is the substitution of a multiplier, because 
the selection signal, y, is either 1 or –1. When an SVE sends data to other elements, the 
signal, send_en, of SVEi becomes active high. Three state buffers are used to prevent 
the sending of conflicting data over the shared bus. The values of yj and αj are saved in 
the registers, by setting the enable signals yj_en and alpha_en to active high when the 
requested values have arrived at the requesting register from memory. The value 
contained in a register can be maintained, by setting the enable signal to active low. 
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Fig. 2. Support Vector Element 
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Fig. 3. Kernel Computing Module 

The Kernel Computing Element (KCE) shown in Fig. 3 includes the RBF kernel 
functions: K(xi, xj) = exp(- c xi - xj

2), where c = 1/2 2. The multiplication of the 
coefficient, c, is performed by a shifter, since good results are obtained by using only 
those coefficients that are multiples of 2. A lookup table (LUT) generates the 
exponential function of the RBF kernel.  Eliminating the inputs of exp(-f(x))=0 from 
the LUT saves additional memory space. The appropriate number of address bits for 
the LUT is determined by experiment. 
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The kernel values computed during the kernel computing phase are used for the 
learning phase. The KA learning algorithms are described in chapter 2. The 
parameters required by the LE are sent to the SVEi via the shared data bus. When the 
termination condition of the learning phase is satisfied, the parameters obtained are 
saved in the memory of SVEi. 

4   Results 

4.1 Channel Equalization Problem 

Band-limited communications channels driven at high data rates often display 
intersymbol interference (ISI) due to their dispersive time response [6]. All of the 
unknown nonlinear effects of the components involved(transmitter, channel and 
receiver) are modeled as finite-impulse response (FIR) filters, plus a Gaussian 
distributed noise, e, with zero mean and variance, σe

2, as in the following equations. 
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where the transmitted symbol sequence, u(k), is assumed to have statistically indepen-
dent and equally probable values from {+1, -1}, hk are the channel coefficients and 
{cp} are the polynomial coefficients. 

The task of the equalizer is to obtain an estimate of u(t − D), denoted by û (t − D), 
given the channel outputs, x(t), where D is the time delay of the signal transmitted 
through the physical channel. To facilitate this task, we form the channel output 
vector 

TMtxtxtxt )]1(),...,1(),([)(x +−−=  (3) 

where M is the equalizer order, and we wish to compute û (t − D) given x(t). Varying 
the delay, D, causes the performance of the equalizer to vary, because the correlation 
between u(n − D) and x(n) changes with D [1]. Since the channel has an ISI of length 
N and the equalizer has a feed-forward delay of length M – 1, the equalizer output is 
dependant on M + N – 1 channel inputs. 

The first model involves the nonlinear channel x̂ (n) = x~ (n) − 0.9 x~ 3(n), x~ (n) = 
u(n) + 0.5 u(n − 1), additive white Gaussian noise of variance σe

2 = 0.2, and SVM 
parameter M = 2 and σ2 = 0.5 with the RBF kernel. We refer to these models with D = 
0 and 2 as Models 1 and 2, respectively. The results are an average of ten trials with 
500 training samples and 2400 samples in the test set. 

We compared our results with those obtained in [4], and found that the results 
obtained using the KA were superior to those in this study. The CSVM with KA 
learning gives rise to error probabilities of 17.75% and 3.95% for Models 1 and 2, 
respectively. The results obtained with Model 2 have lower errors than the 4.2% error 
reported in [4] and those obtained with Model 1 are similar. 

In the second example, we perform a comparison between the bit error rate (BER) 
of the KA with the RBF kernel and the BER of the QP, as a function of the SNR for 
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the channel x̂ (n) = x~ (n) + 0.2 x~ 2(n), x~ (n) = 0.3482 u(n) + 0.8704 u(n − 1) + 0.3482  
u(n − 2), M = 3, D = 1, σ2 = 1. The number of training samples is again 500, whereas 
the number of trials is 10 with 2000 test samples. As shown in Fig. 4(a), the KA 
method results in a similar BER to that obtained in [1] using the QP method for an 
SNR of 5 to 10dB. Above 15dB, the BER of the KA outperforms that of the QP. Note 
that the  RBF kernel obtains better results in the learning process than the polynomial 
kernel used in [1] for various SNRs. 

 

         Bit number

B
E

R

 

                              (a)                                                                             (b) 

Fig. 4. (a) Average BER for the KA learning algorithm vs. QP method. (b) BER with respect to 
the number of bits in the fraction part. 

The relationship between the error performance and the number of bits in the 
fraction part is given in Fig. 4(b). We found from software simulations that increasing 
the length of the fraction of data beyond 12 bits does not improve the performance of 
the equalizer. The BER of the equalizer dramatically increases when this length is 
lower than 12 bits. 

4.2   Implementation on FPGA 

The CSVM is designed using Verilog HDL and implemented on a Xilinx Virtex2 
FPGA XC2V6000. This chip contains 6M system gates, 144 18 × 18 multiplier blocks 
and 144 18-Kbit selected-RAM blocks for a total capacity of 2592 Kbits of RAM. 
The improved placement and routing obtained on this chip is due to the use of 
dedicated multiplier blocks and RAM blocks. 

Table 1 shows the number of circuit components of the DSVM and CSVM 
obtained by the synthesis report. The CSVM of 18 data widths is designed for 32 
training samples. The CSVM, which has the kernel computing ability, requires a few 
more components than the DSVM, which is not able to compute the kernel values on 
a single chip. The number of processing cycles for each phase after being placed and 
routed in the FPGA chip is shown in Table 2. In this table, learning processing cycles 
are required at every learning iteration and recall processing cycles are required for 
one test sample. The kernel computing phase requires more processing cycles than the 
learning phase when the data size, n, is more than 9 and the data dimensions, d, of 
both phases are the same. 
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Table 1. HDL synthesis report of DSVM and CSVM 

SVM 
processor 

Registers Counters Mux Tristates Decoders Add/Sub Comps Shifters 

DSVM 213 1 210 20 1 165 34 0 

CSVM 279 3 161 33 0 124 92 42 

Table 2. Processing cycles for each phase 

Phase Processing cycles 

Loading n (d + 1) + 7 

Kernel computing n (d + 9) 

Learning 18 n 

Recall 8 

 
It takes a mere 4 ms for the completion of all of the phases of the SVM, when the 

learning process is terminated at 200 iterations using a clock cycle time of 28 ns. In a 
comparison of the learning processing time, the CSVM was found to perform faster 
than the DSVM. The processing times for the learning phases of the CSVM and 
DSVM were 115000 and 140000 clock cycles, respectively. 
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Fig. 5. Processing cycles using sequential SVM process vs. CSVM 

Fig. 5 shows the number of processing cycles of the kernel computing phase as the 
number of samples and sample dimension increase. The exponentially increasing 
curved surface indicates the number of processing cycles required for the kernel 
computing phase without using the hardware. In contrast, the CSVM chip allows the 
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computing time to increase linearly, as shown in the lower surface of Fig. 5. Note that 
the CSVM with the parallel structure and concurrent operation provides outstanding 
performance for larger scale problems. 

5   Conclusion 

In this paper, we proposed the SVM processor, which is suitable for nonlinear channel 
equalization and is realized using the FPGA chip. The comparison between the KA 
and QP algorithms shows that the KA has a faster and simpler learning ability than 
the QP method, while affording equivalent performance. Its parallel and on-chip 
kernel computing architecture makes the CSVM extremely fast. The intensive kernel 
computation is quickly performed on the hardware module, together with the learning 
and recall operations of the SVM. Whereas the computational complexity of the SVM 
with the KA increases quadratically, that of the CSVM chip increasing linearly. The 
CSVM, which is the first SVM processor to perform all of the phases of the SVM, is 
suitable for on-line and stand-alone applications, such as a communication equalizer. 

The area complexity problem arises when the data to be processed includes too 
many samples needing to be classified. One way to reduce the chip area would be to 
replace the processing architecture by one involving serial processing. By doing so, a 
considerable amount of chip area could be saved, but the processing time would 
increase and would be unacceptable in most applications. Another way to decrease the 
required chip area is to lower the number of data bits in the decimal fractions. 
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Abstract. Recently, a new learning algorithm for the feedforward
neural network named the complex extreme learning machine (C-ELM)
which can give better performance than traditional tuning-based learn-
ing methods for feedforward neural networks in terms of generalization
and learning speed has been proposed by Huang et al. In this paper,
we propose a new widely linear recursive C-ELM algorithm for nonlin-
ear channel equalizer. The proposed algorithm improves its performance
especially in case of real valued modulation such as BPSK and PAM.
The computer simulation results demonstrate the improvement in per-
formance achievable with the proposed equalization algorithm.

1 Introductions

In high-speed digital communication systems, equalizers are used very often at
receivers to recover the original symbols from the received signals. Real-valued
neural network models such as feedforward neural networks, radial basis func-
tion (RBF) networks and recurrent neural networks have been successfully used
for solving nonlinear channel equalization problems as neural networks are well
suited for nonlinear classification problems [1]. Complex-valued neural networks
have attracted considerable attention in channel equalization applications in the
past decade. Recently, a new learning algorithm for single-hidden-layer feed-
forward neural network (SLFN) named the complex extreme learning machine
(C-ELM) has been proposed by Huang et al. [2]. Unlike traditional approaches
(such as BP algorithms), which may face difficulties in manually tuning control
parameters (learning rate, learning epochs, etc), C-ELM avoids such issues and
reaches good solutions analytically. The learning speed of C-ELM is extremely
fast compared to other traditional methods. The simulation results in [2] have
shown that the C-ELM equalizer is superior to CRBF, CMRAN and CBP equal-
izers in terms of symbol error rate (SER) and learning speed. However, C-ELM
equalizer still has room to improve its performance in real value modulation and
complex channel.
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In recent, a number of papers about real value modulation and complex chan-
nel were published [3],[4]. Those derived the improper property in real value
modulation signals and presented communication applications where accounting
for the improper nature of signals was rewarded with significant performance
gains. Widely linear method was proposed to effectively handle the improper
signals [3]. The exemplary communication applications with the improper na-
ture are PAM, BPSK, GMSK and OQAM, etc.

In this paper, we propose a new widely linear recursive C-ELM algorithm for
nonlinear channel equalizer. The proposed algorithm improves its performance
especially in case of real valued modulation such as BPSK and PAM. This paper
is organized as follows. Section 2 summarizes C-ELM. Section 3 summarizes
improper signals and widely linear processing. Section 4 proposes a recursive
C-ELM equalizer with widely linear processing. The performance comparison of
C-ELM with the proposed C-ELM equalizers shows in Section 5. Discussions
and conclusions are given in Section 6.

2 Complex Extreme Learning Machine (C-ELM)
Algorithm

Given a series of complex-valued training samples (z(i),d(i) ), i=1,2,. . . ,N, where
z(i) ∈ Cp and d(i) ∈ C1, the actual outputs of the single-hidden-layer feedforward
network (SLFN) with complex activation function gc(z) for these N training data
is given by ∑

k = 1Ñβkgc(wkzi + bk) = oi, i = 1, · · · , N,, (1)

where column vector wk ∈ Cp is the complex input weight vector connecting
the input layer neurons to the kth hidden neuron, βk ∈ C1 the complex output
weight vector connecting the kth hidden neuron and the output neurons, and
bk ∈ C1 is the complex bias of the kth hidden neuron. wk •zi denotes the inner
product of column vectors wk and zi. gc(z) is a fully complex activation function.
The above N equations can be written compactly as

Hβ = o, (2)

and in practical applications the number Ñ of the hidden neurons is usually
much less than the number N of training samples and Hβ 
=d, where

H(w1, · · · ,wÑ , z1, · · · , zÑ , b1, · · · , bÑ)=

 gc(w1z1 + b1) · · · gc(wÑz1 + bÑ)
...

. . .
...

gc(w1zN + b1) · · · gc(wÑzN + bÑ)

 ,
(3)

β =

β1
...
βÑ

 , o =

o1...
oN

 , d =

d1
...
dN

 , (4)



130 J. Lim, J. Jeon, and S. Lee

The complex matrix H is called the hidden layer output matrix. As analyzed by
Huang et al [2] for fixed input weights wi and hidden layer biases bi, we can get
the least squares solution β̂ of the linear system Hβ=d with minimum norm of
output weights b, which usually tend to have good generalization performance.
The resulting β̂ is given by

β̂ = H+d, (5)

where complex matrix H+ is the Moore–Penrose generalized inverse of complex
matrix H. Thus, ELM can be extended from the real domain to a fully complex
domain in a straightforward manner. The three steps in the fully complex ELM
(C-ELM) algorithm can be summarized as follows:

Algorithm C-ELM: Given a training set N = {(z(i) , d(i))| z(i) ∈ Cp, d(i) ∈
C1, i = 1, . . . ,N}, complex activation function gc(z), and hidden neuron num-
ber Ñ ;

1. Randomly choose the complex input weight wk and the complex bias bk, k
= 1, . . . , Ñ .

2. Calculate the complex hidden layer output matrix H.
3. Calculate the complex output weight β using formula (5).

3 Improper Signals and Widely Linear Processing

A complex process x[.]=xR[.]+jxI [.], xR[.], xI [.]∈ R, is said to be wide-sense
stationary (WSS) if the quadrature components xR[.] and xI [.] are jointly WSS,
i.e., the means E{xR[k]}and E{xI [k]} are constant and all auto- and crosscor-
relations of xR[.] and xI [.] depend only on time difference but not on absolute
time. This is equivalent to a constant complex mean E{x[k]}, and a complex
autocorrelation φxx[m] ≡ E{x[k +m]x∗[k]} and pseudoautocorrelation

φxx∗ [m] ≡ E{x[k +m]x[k]}, (6)

which both depend only on the time difference. Furthermore, a complex WSS
process is referred to as proper if its pseudoautocorrelation, which may be
interpreted as crosscorrelation between the processes x[.] and x∗[.], vanishes
identically

φxx∗ [m] = 0 ∀m ∈ Z, (7)

On the other hand, an improper (rotationally variant, noncircular) process ex-
hibits a nonvanishing pseudoautocorrelation [4]. Linear estimation of a stochastic
process a[.] via an improper complex observation x[.] can be improved by also
utilizing x*[.], i.e., x[.] as well as x*[.] are filtered with filters f1[.] and , f2[.]
respectively, and the results are linearly combined. Applying this strategy of
WLP (Widely Linear Processing) [5]—also denoted as conjugate linear filtering
in earlier work [6]—is equivalent to joint optimum linear processing of the real
and imaginary part of the observation. On the other hand, if the observation
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and the random variable to be estimated are proper, WL estimation yields the
same performance as conventional complex linear estimation [7].

In neural network, it is essential to consider the nonlinear effects on the out-
put values of their neurons. In [8], S. Oh and Y. Lee have proven that the
correlation coefficient between two jointly Gaussian random variables decreases
under the element-wise continuous nonlinear transformations that can be ap-
proximated to piecewise linear functions. Therefore, improper property is effec-
tive in C-ELM.

4 Widely Linear RLS Based ELM Equalizer

In the following, we discuss C-ELM adaptation strategies for the proposed widely
linear structures. First, we derive a recursive least square (RLS) algorithm for
adaptation based on WLE. For this, we introduce a total coefficient vector
βwl(k) =

[
βT

1 (k) βT
2 (k)

]T where β1(k)and β2(k)are defined similarly as in Section
3, but now depend also on discrete time k. The error signal of WLE is obtained
from e(k) = hT

wl(k)βwl(k) − d(k), where the total received vector is given by
hwl(k) = [h(k) h∗(k)]andh(k) =

[
gc(w1z1 + b1) · · · gc(wÑzN + bÑ)

]T . Apply-
ing the RLS in [9] to the problem at hand yields

Ψ(k) =
P(k − 1)hwl(k)

1 + hT
wl(k)P(k − 1)hwl(k)

, (8)

βwl(k) = βwl(k − 1) + Ψ(k)e(k), (9)

P(k) = P(k − 1)−Ψ(k)hT
wl(k)P(k − 1). (10)

This procedure handles double sized dimension of (2) because of using augmented
vector, hwl(k). Using the initialization β2(0) = β∗

1 (0) with arbitrary β1(0)and
the result in [10], we can reduces the complexity of the above procedures as
follows.

Φ(k) =
P̃(k − 1)h(k)

1 + hT (k)P̃(k − 1)h(k)
. (11)

β1(k) = β1(k − 1) + Φ(k)
[
hT

wl(k)βwl(k)− d(k)
]
. (12)

P̃(k) = P̃(k − 1)−Φ(k)hT (k)P̃(k − 1). (13)

β2(k) = β∗
1(k). (14)

The above procedure handles the same dimension of (2).
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5 Performance Evaluation

In this section, a well-known complex nonminimum-phase channel model in-
troduced by Cha and Kassam [11] is used to evaluate the performance of the
proposed widely linear recursive least square C-ELM equalizer. The channel
model is of order 3 with nonlinear distortion for BPSK and 4-PAM signal-
ing. The channel output z(n) (which is also the input of the equalizer) is given
by

z(n) = o(n) + 0.1o(n)2 + 0.05o(n)3 + v(n), v(n) ∼ N(0, 0.01)
o(n) = (0.34− j0.27)s(n) + (0.87 + j0.43)s(n− 1) + (0.34− j0.21)s(n− 2) ,

(15)
where N(0, 0.01) means the white Gaussian noise (of the nonminimum-phase
channel) with mean 0 and variance 0.01. The order of equalizer is chosen as 12.
BPSK,{±1}, and 4-PAM, {±1, ±3}, symbol sequence s(n) is passed through
the channel. The fully complex activation functions of both C-ELM and the
proposed algorithm are chosen as arcsinh(x), where x = w •z + b. Both the
input weight vectors wk and biases bk of the C-ELM and the proposed one are
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randomly chosen from a complex area centered at the origin with the radius set
as 0.1. The hidden neuron numbers of C-ELM and the proposed algorithm are
set to 50.

For the performance comparison, we show the results of the three equalizers,
normal C-ELM equalizer, normal C-ELM equalizer with the double sized neu-
rons, and the proposed equalizer. They are trained with 1000 data symbols at
16 dB SNR.

Fig. 1 shows results in BPSK modulation. Fig. 1(a) shows the constellation of
received signals. It is severely distorted from the nonlinear channel. Fig. 1 (b) is
the result from the normal C-ELM. Fig. 1 (c) shows the result from double size
neuron C-ELM equalizer. Fig. 1(d) is the result from the proposed algorithm.
These clearly show that the proposed algorithm dramatically improves C-ELM.
Comparison between Fig. 1 (b) and (c) says that the performance improvement
comes not from double sized neuron but from the improper property. Fig. 2
shows results in 4-PAM modulation. As observed from Fig. 2, the performance
of the proposed algorithm is much close to ideal constellation, even though the
normal C-ELM degrades its performance.
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6 Discussions and Conclusions

In this paper, we have proposed a new widely linear recursive C-ELM algorithm
for equalizer. The proposed algorithm has improved its performance especially
in case of real valued modulation such as BPSK and 4-PAM. This algorithm
needs almost the same complexity. The simulation results have shown that the
proposed algorithm outperforms the C-ELM in equalizer with BPSK and 4-PAM.
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Abstract. Mobile communications and digital wireless communications are 
requested high frequency use-rates, more efficient data transmission with 
limited signal power, frequency band. As multiple users share the same 
frequency in the mobile communications environment, the spectrum efficiency 
is getting higher. Moreover, as the effect of the velocity of the mobile object 
and the terrain surroundings get higher, the digital modulation method is 
required that the character of linear constant amplitude. In this paper, to restore 
simply and correctly the received signal of quadrature phase shift keying 
(QPSK) signal in digital wireless communications, we suggest and simulate 
an algorithm for detection of QPSK signal using time delay neural networks 
(TDNN). As the results of simulation, the suggested method is confirmed that 
the phase information of the QPSK signal is recovered simply and correctly in 
the mobile communications and digital wireless communications.  

1   Introduction 

Mobile communications and digital wireless communications have the non-linear 
characters because of the affect of fading or interference by multiple paths. As 
multiple users share the same frequency in the mobile communications environment, 
the spectrum efficiency is getting higher. Moreover, as the effect of the velocity of the 
mobile object and the terrain surroundings get higher, the digital modulation method 
is required that the character of linear constant amplitude. As fading, noise and 
frequency reuse-rates are increased, the receiving signal is highly affected by the 
same or nearby channels interference of the call quality is rapidly getting worse.  

One of the plans to solve these problems, the theory of the forward error 
correction(FEC) and automatic repeat request(ARQ)[1,2] which would apply in the 
communications department moving to correct the fault, to carry the effective 
lightings and to improve the S/N rate by downing the affects of the fading, but they 
have many problems because of the technical limits. Thus, it is a problem that to 
restore the received signal simply and correctly under this inferior environments.  

The quadrature phase shift keying(QPSK) signal which is excellent in determine-
ing spectrum efficiency in digital modulation signal[1,2] and the time delay neural 
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networks(TDNN) that the class of artificial neural networks(ANN) of the Single layer 
perceptron structural which consist of the connection intensity, bias, neuron, non-
linear transfer function [3-12].  

In this paper, to improve the problem, we suggest an algorithm for detection of 
QPSK signal by using the TDNN, and find symbol error rates of the received signal 
according to the raised-cosine filter's roll-off factor  by simulation. As the results of 
simulation, we confirm that the utility of suggested method for detection of QPSK 
signal in the Mobile communications and digital wireless communications. 

2   QPSK 

2.1   QPSK Signal and Systems 

QPSK is the way in which it detects according to the information of the digital signal 
distinguish 4 phase the phase of the high frequency carrier. QPSK signal must be able 
to show the four distinguished states of the spectrum's high degree of efficiency. 
Table 1 shows binary output and 4 output phase.  

Table 1. Truth table of QPSK signal 

binary output 

Q I 

QPSK 
phase 

1 1 45O 

1 0 135O 

0 0 225O 

0 1 315O 

In Fig. 1, digital signal Si(t), QPSK signal SQPSK(t) and restored dual data signal 
S0(t) are equal to equation (1), (2) and (3) individually.  

NRZBipolartS i =)(  (1) 

[ ]tbtabtS ciciQPSK ωω sincos2)( +=  (2) 

∞

=

+−+=
1

)()()cos(2)(
i

Siico tnTthtbtS ϕω  (3) 

a i : amplitude of i th cos  c t ,  b i : amplitude of i th sin  c t  
Ts  : symbol period ,     c  :  carrier frequency ,  i  :  sampling factor  
Tsi  : i th sampling time , i   :  45 , 135 , 225 , 315  ,  h(t) :  impulse response  
n(t) : AWGN  
 

As the transmitting channel has limited frequency band-width, nonreturn to zero 
(NRZ) signal results in the cause of an error by inter symbol interference (ISI) 
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between transmitting intervals. Therefore, to minimize ISI between NRZ signals, 
wave must be formed. It is possible to do this only when we can restrict frequency 
band-width effectively by using raised-cosine filter. This filter is made from 
determining the roll-off factor , and the general expression of impulse response h(t) 
& H( ) are identical to equation (4), (5). Fig. 2 shows that the impulse response h(t) 
and transfer function H( ) of raised-cosine filter by means of value . 
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(b) QPSK receiver 

Fig. 1. System of QPSK signal 
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(a) h(t)                                                (b) H( ) 

Fig. 2. h(t) & H( ) of raised-cosine filter 

2.2   Error Rates  

As the noise that was added during the interval of transmitting signal is AWGN, 
multi-code cluster noise power No is 2.  The symbol error rates of QPSK signal Ps(e) 
correspond to equation (6).             
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3   Suggestion of Detection Algorithm Using TDNN 

The block diagram of detection algorithm is suggested in Fig. 3 by using the neural 
network TDNN and the functional major block consists of an intermediate frequency 
detector, envelope detector, TDNN and decoder.  

 

Fig. 3.  Diagram of detection algorithm using TDNN 

To detect the QPSK signal, received signal is primarily detected with intermediate 
frequency at the envelope detector. Sample the envelope signal of the pre at the 
sampler as integer times as the fixed symbol time interval Ts. Moreover, draw the 
envelope that holds them and get the amplitude at the symbol period as the input at 
the TDNN. The TDNN converts the symbol into a bit by the decoder with judging the 
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correct phase state according to the input amplitude level. The TDNN is a single layer 
perceptron that consists of 4 neurons to detect the QPSK signal and this is as in Fig. 4.  

As the TDNN uses the input data which consists of the data points made with 5 
discretely sampled data from envelope of the time domain wave and the TDNN 
output gets the value of only 1 or 0, each input constructs a net corresponding to 
them. These samples convert into 4 types of output states from A(1) to A(4), and each 
output detects one state among the 4 carrier phase states. Neuron 1 outputs the signal 
which has the phase information of 45°, Neuron 2 outputs the signal which has the 
phase information of 135°, Neuron 3 outputs the signal which has the phase 
information of 225°and Neuron 4 outputs the signal which has the phase information 
of 315°.  

The input values that were gathered from the learning are symbols sustaining time 
Ts, roll-off factor  and the amplitude level of the data that is sampled from the 
envelope signal that has the parameters of the phase states of the carriers which are 
shown as neuron 1, 2, 3, and 4. 

 

S = 4 binary output  :  A (i) = 1 if j th carrier state detected, or 0 else 

Fig. 4. TDNN for detection of QPSK signal 

4   Simulation and Analysis  

To simulate the modulation of the QPSK signal and the detecting process, the 
program was made by the language C, and the frequency applied was 6.9 .  

To pulse shaping of the NRZ signal, the roll-off factor  was set at 0.3, 0.5, 0.7 and 
1. Thereafter, I have got the amplitude levels of the values that have phase 
information, and then input the levels to the TDNN and classified them with 4 phases.  

4.1   Modulation of the QPSK Signal  

The signal process which went through the QPSK baseband modulation produced the 
10 random NRZ signals as in Fig 5.  
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(a) NRZ (b) inphase channel(I-ch) 

  
(c) quadrature channel (Q-ch) (d) limited bandwidth I-ch 

  
(e) limited bandwidth Q-ch (f) inphase channel (I-ch) 

  
(g) quadrature channel (Q-ch) (h) QPSK modulation signal 

Fig. 5. Modulation of QPSK signal 

4.2   Detection of the QPSK Signal  

The signal process that restores the received QPSK signal with a TDNN detecting 
algorithm is as in Fig 6.   

The amplitude level and the phase of the hold envelope according to the roll-off 
factor  at the receiving signal management of the QPSK are as in Table 2.  

Considering the noise(AWGN), given ± deflection to the amplitude level of the 
hold envelope of Table 2 and then inputting the value to the TDNN, and, at the 
TDNN, distinguish the 4 phase of 45°, 135°, 225°and 315°after classifying the phases 
according to the input and this will determine NRZ signal.  

When the =0.5, the W, B and epochs which are produced by the single layer 
perceptron learning by using MATLAB are as in Table 2. The inputs are classified by 
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(a) received QPSK signal  (b) envelope detection 

  
(c) envelope sampling  (d) hold envelope 

Fig. 6. Detection of QPSK signal 

Table 2. Amplitude level of hold envelope 

          
symbol 

0.3 0.5 0.7 1.0 phase 

1 119.62 120.95 122.49 122.25 135  

2 127.5 130.5 132.34 131.85 315  

3 112.68 116.16 119.21 118.77 225  

4 91.71 92.75 94.47 94.15 45  

5 120.3 121.31 122.39 122.28 135  

Table 3. W, B, epochs 

    MULTI-NEURON CLASSIFICATION for QPSK SIGNAL 
   TDNN is trained with the perceptron rule to  properly classify 5 input vectors 
into 4 regions.      ( = 0.5 ) 
  Final Network Values: 
W =  - 40. 7605   85.3167  -46.9867   47.3025  -41.7936 
          82.0729 -170.0045   91.8188  -93.3141   83.4340 
       -242. 1037 -260.0241 -232.0506 -185.1610 -242.9924 
          0.2020   -0.4857    0.3920    0.2669    0.3997 
       -164.5462 338.5872 -182.4705 187.2329 -167.0151 
  B =   1.5251 
       -1.9478 
       -1.8922 
        0.1760 
        3.6593 
  Trained for 762 epochs. 
  Training took 221111 flops. 
  Average of 290 flops/epoch. 

Network classifies : Correctly. 
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4 phase(45°, 135°, 225°and 315°). With a maximum 1,000 running, classify the 
accurate phase domain after the 762nd running learning, and the W and bias B at that 
time will be in Table 3.  

4.3   Results Analysis  

Fig. 7 shows the results of simulation of the QPSK signal using TDNN, thus they 
show the symbol error probability according to the SNR when the roll-off factor  of 
the raised-cosine filter is 0.3, 0.5, 0.7 or 1.  

When the SNR was 10 dB, if the =0.3, 0.5, 0.7 and 1, each symbol error 
probability was 1.41×10-3, 1.23×10-3, 9.35×10-3, 6.22×10-3, and when the SNR was 
15dB, if the =0.3, 0.5, 0.7 and 1, each symbol error probability was 9.19×10-5, 
7.53×10-5, 5.05×10-5, 2.28×10-5.  

By the simulation results, we learned that the Ps(e) is approximate to the optimal 
value at the lower SNR area independent of the roll-off factor . However, at the 
higher SNR area, when the roll-off factor  is less than 0.5, by the effect of the ISI, 
the performance of the system becomes rapidly lower and the symbol error 
probability gets higher. As we had expected, when the roll-off factor  is higher than 
0.5, namely, more than 50% of the excess band-width is applied, especially 100% of 
the excess band-width( =1) is applied, the symbol error rates is reduced at the higher 
SNR area.  

 

Fig. 7. Symbol error rates of QPSK signal 

5   Conclusion  

Mobile communications and digital wireless communications have the non-linear 
characters because of the affect of fading or interference by multiple paths. As 
multiple users share the same frequency in the mobile communications environment, 
the spectrum efficiency is getting higher. Moreover, as the effect of the velocity of the 
mobile object and the terrain surroundings get higher, the digital modulation method 
is required that the character of linear constant amplitude. As fading, noise and 
frequency reuse-rates are increased, the receiving signal is highly affected by the 
same or nearby channels interference of the call quality is rapidly getting worse. Thus, 
it is a problem that to restore the received signal simply and correctly under this 
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inferior environments. In this paper, to restore the received signal simply and 
correctly in the mobile communications and digital wireless communications, we 
suggested and simulated the algorithm for detection of QPSK signal using TDNN. As 
the results of simulation, the suggested method was confirmed that the phase 
information of the QPSK signal was recovered simply and correctly in the mobile 
communications and digital wireless communications.  
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Abstract. This paper presents an efficient carrier frequency offset
(CFO) estimation algorithm for the orthogonal frequency-division mul-
tiplexing (OFDM)-based wireless local area networks (WLANs) which
adopts the IEEE 802.11 standardization. This algorithm adopts the BP
network with the orthogonal projector for the fast adaptive CFO esti-
mation. Numerical results are presented to demonstrate the effectiveness
of the proposed algorithm.

1 Introduction

The OFDM-based WLAN system, as specified by the IEEE 802.11a standard
[1], uses packet-based transmission. Each packet, as shown in Fig. 1, consists
of an OFDM packet preamble, a SIGNAL field, and an OFDM DATA field.
The packet preamble is used to determine the channel parameters, including the
carrier frequency offset (CFO) and symbol timing.

In [2]-[4], the CFO is estimated based on some repeated OFDM symbols with
structures that are different from some of those we consider herein. Recently, a
method [5] are particularly tailored to the preamble structure in Fig. 1. However,
that method can not estimate CFO iteratively and has the high computation
complexity for achieving the accurate result.

In this paper, the BP network is proposed for estimate CFO iteratively and
efficiently. This network has a simple structure and only one parameter to be
adjusted by the orthogonal projector. Numerical results show the effectiveness
of the proposed algorithm with such a BP network.

2 Problem Formation

The packet preamble specified by the IEEE standard (see Fig. 1) consists of
10 identical short OFDM symbols (each containing 16 data samples) and two
identical long symbols (each containing 64 data samples). Between the short and
long OFDM symbols, there is a guard interval (GI2) of length 32 that constitutes
the cyclic prefix of the long symbols.

We consider a frequency-selective fading channel by modeling the channel
impulse response as a finite impulse response (FIR) filter with the filter length

J. Wang et al. (Eds.): ISNN 2006, LNCS 3973, pp. 144–149, 2006.
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Fig. 1. The packet structure of the IEEE 802.11a standard

assumed to be shorter than a short OFDM symbol. Hence, the first short OFDM
symbol is effectively a cyclic prefix for the other nine short OFDM symbols. At an
OFDM receiver, apart from a multiplicative complex exponential accounting for
the frequency offset, these nine short OFDM symbols will still be identical to each
other (note that being affected by the channel-induced intersymbol interference
the first OFDM symbol must be discarded). Likewise, due to GI2, the two long
OFDM symbols will be identical to each other as well at the receiver. We use
the subscripts S and L to differentiate the variables due to the short and long
OFDM training symbols, respectively. Let xS(m,n) (n = 0, · · · , NS − 1 with
NS = 16, and m = 1, · · · ,MS − 1, with MS = 10) denote the nth sample of the
mth noise-free short OFDM symbol after removing the cyclic prefix but prior
to taking the FFT or estimating and equalizing the channel at the receiver.
Note that xS(m,n) = xS(1, n) exp[j2π(m− 1)NSξ] for m = 1, · · · ,MS − 1, with
ξ being the CFO. We do not require channel knowledge and treat xS(1, n) as
deterministic unknown. Let yS(m,n) denote the noisy output at the receiver,
i.e., yS(m,n) = xS(m,n) + eS(m,n) where eS(m,n) is the additive zero-mean
Gaussian noise. Let

yS(n) = [yS(1, n), · · · , yS(MS − 1, n)]T (1)

and
aS(ξ) = [1, ej2πε, · · · , ej2π(MS−2)ε]T (2)

where (·)T denotes the transpose and ε = NSξ. Then we have

yS(n) = aS(ξ)xS(1, n) + eS(n) (3)

where eS(n) is formed from {eS(m,n)}MS−1
m=1 in the same way yS(n) is formed

from {yS(m,n)}MS−1
m=1 . Similar expressions can be readily obtained for the two

long OFDM symbols

yL(n) = aL(ξ)xL(1, n) + eL(n), n = 0, · · · , NL − 1 (4)

where
yL(n) = [yL(0, n), · · · , yL(ML − 1, n)]T (5)

and
aL(ξ) = [1, · · · , ej2π(ML−1)µ]T (6)

with µ = NLξ, ML = 2 and NL = 64.
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Our problem of interest herein is to estimate the CFO from yS(n) and yL(n)
without knowing the training symbol values or the underlying FIR channel.

3 BP Network with Orthogonal Projector

Taking the short symbols as an example (which could just as well be fit for the
long symbols), all of the nine short symbols can be used minimizing the following
nonlinear squares (NLS) cost function

C(ξ, {xS(1, n)}NS−1
n=0 ) =

NS−1∑
n=0

‖yS(n)− aS(ξ)xS(1, n)‖2 (7)

where ‖·‖2 denotes the Euclidean norm. Note that the ξ is deterministic un-
known, the minimization of (7) is equal to the minimization of every term

C(n) = ‖yS(n)− aS(ξ)xS(1, n)‖2 , n = 0, · · · , NS − 1. (8)

Minimizing the right side of (8) with respect to xS(1, n) gives

x̂S(1, n) = (aH
S (ξ)aS(ξ))−1aH

S (ξ)yS(n). (9)

Using the (2), (9) is equal to

x̂S(1, n) =
1

MS − 1
aH

S (ξ)yS(n). (10)

Taking (10) into (8), (8) can be written as

C(n) = ‖yS(n)− ŷS(n)‖2 =
∥∥∥P⊥

aS(ξ)yS(n)
∥∥∥2

(11)

where ŷS(n) = aS(ξ)x̂S(1, n) and P⊥
aS(ξ) stands for the orthogonal projector

onto the null space aH
S (ξ), i.e.

P⊥
aS(ξ) = I − aS(ξ)(aH

S (ξ)aS(ξ))−1aH
S (ξ) (12)

= I − aS(ξ)aH
S (ξ)

with I denoting the identity matrix.
Based on the above discussion, noting the (11) and (12), the BP network is

adopted and shown in Fig. 2. In this network, only the parameter ξ are adjusted
according to the C in (7) which is also the back propagated error, whereas the
connective weights are kept invariant. Then our aim is to train the network and
search the parameter ξ by the input signal yS(n), n = 0, · · · , NS − 1.
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Fig. 2. The structure of BP network.The input yS(n) firstly makes inner product
with aS(ξ). The inner product aH

S (ξ)yS(n), after multiplying the connective weights
which are all the same value 1

MS−1 , is put into the MS − 1 nodes for multiply-
ing the corresponding factor am(ξ), m = 1, · · · , MS − 1. The output, yS(n) =
[y1(n), · · · , yMS−1(n)]T , is the estimate to yS(n).

For convenience, we search parameter ε = NSξ instead of ξ. According to the
delta rule, the adjustment of ε is

δε = −µ∂C
∂ε

= −µ
NS−1∑
n=0

∂C(n)
∂ε

(13)

where µ is the learning rate. Using the (12), (11) can be simplified as

C(n) = yH
S (n)P⊥

aS(ξ)yS(n) (14)

= yH
S (n)(I − aS(ξ)aH

S (ξ))yS(n).

Let

ω = exp(j2πε) (15)

and using the (1) with (2), the (14) can be written as

C(n) = −f(ω) = −[y∗1(n), y∗2(n), · · · , y∗MS−1(n)]× (16)
0 ω−1 · · · ω−MS+2

ω 0 ω−MS+3

...
...

ωMS−2 ωMS−3 · · · 0




y1(n)
y2(n)

...
yMS−1(n)

 .

From the above equation, we can know f(ω) is the polynomial of ω which can
be expressed as

f(ω) =
MS−2∑
k=1

(c−kω
−k + ckω

k) (17)
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where

c−k =
MS−1−k∑

i=1

y∗k+1(n)yi(n) (18)

ck =
MS−1−k∑

i=1

yk+1(n)y∗i (n).

It’s obvious that c−k = c∗k, which can reduce the computation complexity largely.
Differentiate the (17), we have

∂f(ω)
∂ω

=
MS−2∑
k=1

(−kc−kω
−k−1 + kckω

k−1). (19)

Noting
∂C(n)
∂ε

= −∂f(ω)
∂ω

∂ω

∂ε
, (20)

the adjustment δε in (13) is achieved with (15) and (19).
For searching the CFO ξ, Which is proportion to the ε, the short symbols

are sent to the BP network periodically until the nonlinear squares (NLS) cost
function C in (7) is less than a chosen threshold. It should be emphasized that
the learning rate µ in (13) is time variant, i.e

µ(t) =
µ0

t
. (21)

The initialization of ε can be set according to the experience from the channel.

4 Experiment Result

In this example, the algorithm performance for a frequency-selective fading chan-
nel is evaluated by assuming that the packet timing is available. We set ξ =
0.08/NS and the channel impulse function is chosen as h = [ej2.5, ej0.2, e−j1.5].
The mean-squared errors (MSEs) of the CFO estimates are obtained from
100 Monte Carlo trials and are compared with the corresponding Cramér–
Rao bounds (CRBs) [3] as a function of SNR, which is defined as the ratio
of the average energy per sample to the variance of the additive white Gaussian
noise.

Fig.3 shows the MSEs and CRBs of the CFO estimates versus SNR when
using only nine short, both nine short and two long OFDM symbols. Observe
from Fig.3 that using both the nine short and two long OFDM symbols yields
an extra improvement with respect to using nine short symbols. In both the two
conditions, the MSE converges to the corresponding CRB with the increasement
of SNR.
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Fig. 3. Comparison of MSE with CRBs as a function of SNR for the OFDM frequency
offset estimates with a frequency-selective fading channel

5 Conclusion

In this paper, the efficient algorithm using the BP network for estimate carrier
frequency offset in OFDM-Based WLANs is presented. This network has a simple
structure and only one parameter to be adjusted by the orthogonal projector.
Numerical results for a frequency-selective fading channel show the effectiveness
of the proposed algorithm with such a BP network.
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Abstract. The recommendation G.728 depends on the Levinson-Durbin
(L-D) algorithm to update its gain filter coefficients. In this paper, it is
contrasted with BP neural network method. Because quantizer has not
existed at optimizing gain filter, the quantization SNR can not be used to
evaluate its performance. This paper proposes a scheme to estimate SNR
so that gain predictor can be separately optimized with quantizer. Using
BP neural network filter, the calculation quantity is only 6.7 percent of
L-D method’s and its average segment SNR is about 0.156dB higher than
G.728. It is also used to evaluate the case that excitation vector is 16 or
20 samples, respectively, the BP neural network algorithm has similarly
good result.

1 Introduction

At present, the structure of the gain-shape product codebook has been used to
almost all CELP speech coding algorithm. It is very important for LD-CELP how
to get a perfect performance of the excitation gain quantizer. After contrasting
the fix-coefficient Jayant gain filter [1], G.728 adopts a 10-th order LPC gain filter
which coefficients are updated with L-D algorithm [2, 3]. But the literature [2]
introduces nothing on comparing their performance. A reason may be because
quantizer has not existed at optimizing gain filter, there is nothing used to
evaluate its performance. This paper proposes a method to estimate SNR so
that gain predictor can be separately optimized with the quantizer. We use BP
neural network to replace G.728’s LPC filter.The test shows that BP filter’s
computing quantity is only 6.7 percent of G.728 L-D method’s and its average
segment SNR is about 0.156dB higher than the later.

2 SNR Estimating

In CELP, searching codebook according to formula

Dmin = ‖x(n)−Gj(n)H (n)y j(n)‖2 (1)

where, x (n) is the target vector, H (n) is the unit impulse respond matrix of
the short-term predictor, Gi(n) and y j(n) are gain and shape codeword, re-
spectively. To be easily understood, let y j(n) be normalized unit power. The
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quantization value and the predictor output of excitation gain are denoted
as Ĝi(n) and σ(n), respectively. In logarithm domain the predictor output is

log2 σ(n) =
p∑

k=1
pk log2Ĝi(n− k) and its predicting error log2 gi(n) is

log2 gi(n) = log2Gi(n)− log2 σ(n) (2)

or Gi(n) = σ(n)gi(n). Thus we can write (1) as

Dmin = σ2(n)
∥∥x̂ (n)− gi(n)H (n)y j(n)

∥∥2 (3)

where x̂ (n) is the target vector adjusted by σ(n). Ulteriorly, the minimum of
above formula equals the maximum follow

D̂max = 2gi(n)PT (n)y j(n)− g2
i (n)Ej(n) (4)

In (4),P(n) = H T (n)x̂ (n) , Ej(n) =
∥∥H (n)y j(n)

∥∥2. Let ∂D̂max/∂gj = 0, we
get the exact value of the excitation gain

gj(n) = [PT (n)y j(n)]/Ej(n) (5)

Let Q{•}denote quantization of signal{•}, then

log2 Ĝj(n) = Q{log2 gj(n)} + log2 σ(n) (6)

As selecting predictor, the signal Ĝj(n) has not existed yet, which had to be
replaced with Gj(n), so the SNR will be in optimum state and then nothing
is used to judge whether the gain predictor is suitable or not. But it can be
estimated [4]. From prediction residue error εj(n) = Gj(n)− σ(n) can know

gj(n) = Gj(n)/[Gj(n)− εj(n)] = snrj(n)/[snrj(n)− 1] (7)

where snrj(n) = Gj(n)/εj(n) is the ratio of the signal Gj(n) to εj(n) at time n,
ulteriorly we have

snrj(n) = gj(n)/[gj(n)− 1] (8)

From (8) can see that the more gj(n) is close to 1, the bigger snrj(n) devotes
to SNR. Let snr be an observing value of snrj(n) set up in advance and ∆ is
its level in dB, we can find out the all j of satisfying with snrj(n) > snr. It is

SNR = 10 lgN−1
N∑

k=1
snr2j (k) ≥ 20 lg |snr| = ∆, or

10∆/20 = |snr| ≤ (1− gj(n)−1)−1

If gj(n) > 1 then gj(n) < (1 − 10−∆/20)−1 or at gj(n) < 1 have gj(n) >
(1 + 10−∆/20)−1. Now we consider the signal σ(n) got from different predictor,
respectively. Selecting a SNR observing level ∆ , where the quantization signal
Ĝj(n) is replaced by Gj(n), the corresponding range is looked into

(1 + 10−∆/20)−1 ≤ gj(n) ≤ (1− 10−∆/20)−1 (9)

For different schemes, the percentages of gj(n) satisfied (9) are respectively cal-
culated. The one with bigger percentage is accepted as better than others.
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3 Gain Quantization (GQ)

3.1 Principles

Fig.1 is the GQ block scheme [4, 5]. We sends the 3-bit index I(n) got by quan-
tizing log2 gj(n) to decoder while decodes I(n) to get the local quantized signal
log2 ĝj(n) . Adding the gain estimation log2 σ(n) can obtain the local rebuild
signal log2 Ĝj(n). This signal is input to a gain predictor in order to product the
gain estimation log2 σ(n + 1) which is subtracted from the optimum gain value
log2Gi(n+ 1) to have next prediction residual error log2 gj(n+ 1).

ˆ

ˆ

+

log2 (n)

Reverse Quantization

log2Gj(n)
log2gj(n)

I(n) 3 bit 

Quantization 

Rebuilding Signal Gain Filter 

log2gj(n)

log2Gj(n)

Fig. 1. Gain quantizer block scheme

3.2 The Quantizer Optimum Parameter

By selecting a set of the optimum parameters can get the best quantization result
of log2 gj(n). The distribution p(x) of log2 gj(n) is shown in Fig.2. Ignoring sign
bit, log2 ĝj(n) is only one of four discrete values ηi(i = 0, . . . , 3). The variance
of quantization residue error is

σ2
e =

3∑
i=0

E
[
(ηi − log2 gj(n))2

]
=

3∑
i=0

∫ ξi+1

ξi

(ηi − x)2p(x)dx (10)

Selecting the parameters ξi and ηi minimizes σ2
e , here ξ0 = −∞, ξ4 = +∞.

Let ∂σ2
e/∂ξi = ∂σ2

e/∂ηi = 0 get

ηi = [
∫ ξi+1

ξi

xp(x)dx]/[
∫ ξi+1

ξi

p(x)dx] (11)

ξi = (ηi−1 + ηi)/2 (12)

Formula (11) and (12) show respectively that the ηi’s optimum position locates
in rectangle center between ξi and ξi+1, the optimum ξi is the average of ηi−1
and ηi. The parameters ξi and ηi(i = 0, . . . , 3) can be iteratively found out as
follows [4, 5]. Let ∆ be the step size of dividing range [ξi, ξi+1]. For each ∆, the
number fi of samples log2 gj(n) is counted. Thus we can get the frequency fi/F
(F is total number of them) which is approximately used as p(x) in (11). Let x
be the middle value of the step size ∆. If ∆ is enough small, we can think the
signal log2 gj(n) as uniform distributing. After {ξi, ηi} put initial value we can
get the p(x). New {ξi, ηi} are calculated with (11) and (12) iteratively until their
values are steady.
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Fig. 2. The distribution p(x) of log2 gj(n)

3.3 The BP Neural Network

The data preprocessed with linearity normal scheme are input to a BP neural
network. Its framework is denoted as I-H-O which indicates the input nodes I, the
hidden nodes H and the output nodes O. The BP network 5-4-7-1 denotes that
its structure is 5 input nodes, 4 first hidden layer nodes, 7 second hidden layer
nodes and 1 output node. To make up its structure, we use firstly one hidden
layer which number of nodes should be as few as possible, and then increase by
one node time and again until the effect is satisfied or increase another hidden
layer. As adopting inequation (9) to evaluate gain filter performance, 0.467372dB
is the result of G.728’s L-D arithmetic at ∆ = 10dB. In Tab.1, several well BP
network with fix coefficient are listed out.

Table 1. The BP neural network

Weight ∆ = 10dB ∆ = 20dB ∆ = 40dB
10-5-1 0.461361 0.147223 0.0147601
9-3-1 0.488967 0.161131 0.0161372
4-10-1 0.497861 0.167168 0.0169031

4 Speech Coding Test

For 5 samples of excitation gain, the quantization intervals and the quantization
levels of the BP network are listed in the Tab.2. Then we execute a evaluate
test with 15 minutes signals about 7 millions of speech samples. The test result
sees Tab.3. The BP network filter’s speech coding performance is about 0.156dB

Table 2. The BP network 4-10-1 quantizer

| log2 gj(n)| |I(n)| Quantizer output
[2.19897, +∞) 3 2.86077

[1.0263, 2.19897) 2 1.53716
[−0.050015, 1.0263) 1 0.51543
(−∞,−0.050015) 0 -0.4154
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Table 3. Speech coding effect

Gain Filter Average Segment SNR
G.728’s L-D 18.4506

4-10-1 BP Network 18.6065

higher than G.728’s SNR, which is absolutely accordant with the inequation (9)
to evaluate filter.

With respect to the computing complexity, G.728 L-D method is 10 divisions
and 1810 additions or multiplications. Without window computing, the 4-10-
1 structure of the BP network with fix coefficient takes only 122 additions or
multiplications without division which is about 6.7 % of G.728 L-D’s.

5 16 or 20 Dimension Vector

Researching the case of 16 or 20 samples per excitation vector is very important
to reduce rate. For 16 and 20 dimension vector, we use (9) to evaluate gain
filter performance. Tab.4 is the result of G.728’s L-D method. Tab.5 and Tab.6
are these of BP network filter, respectively. From them, we can see that the
performance of BP network filter is also the best one in this case. According
to the section 4, we believe reasonably that speech coding effect of BP network
filter is also excelled than L-D method for 16 or 20 dimension vector.

Table 4. The L-D method evaluate results

L-D ∆ = 10dB ∆ = 20dB ∆ = 40dB
16Dim 0.58858 0.210464 0.021398
20Dim 0.612049 0.225571 0.023004

Table 5. The evaluate result 16 Dim. vector

BP filter ∆ = 10dB ∆ = 20dB ∆ = 40dB
3-4-1 0.626763 0.224912 0.0227424
3-8-1 0.626170 0.225001 0.0167740

3-7-5-1 0.631193 0.226982 0.0231033

Table 6. The evaluate result 20 Dim. vector

BP filter ∆ = 10dB ∆ = 20dB ∆ = 40dB
2-8-1 0.647425 0.241631 0.0246328
2-9-1 0.647417 0.241656 0.0246716

2-5-10-1 0.644981 0.241927 0.0247044
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6 Results and Conclusions

According to the method of judging excitation gain filter performance proposed
in this paper, the effects of the BP network filter are all surpassing G.728 L-D
method for whichever of 5, 16 or 20 dimension excitation vector. This Conclusion
is still existence when it is used in speech coding of 5 samples excitation vector.
The lowest complexity of the fix coefficient BP network with 4-10-1 structure is
only 6.7 percent of computing quantity of L-D method and its average segment
SNR is about 0.156dB higher than G.728.
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Abstract. Application layer multicast routing problem is a multi-
objective optimization problem. This paper reviews the multicast rout-
ing problem, analyzes the multi-constraints, especially the importance of
network layer load balance. Then a modified SOFM approach is proposed
to build a multicast tree according to cost, application layer load balance
and network layer load balance. Numerical simulations show that com-
pared with existent routing algorithms, the proposed algorithm improved
the performance on all the three metrics.

1 Introduction

Multicast is necessary to satisfy the demand of people for more and more In-
ternet applications, especially multimedia. One host can send the same data to
a large number of receivers at the exact same time, which leads to more ef-
ficient use of system resources and reduces the bandwidth consumption. The
early multicast protocols need the support of network layer equipments and are
called IP Multicast (IPM). Though IPM can be an efficient solution, it has not
been extensively deployed due to the complexity and the lack of network layer
support for multicast in the Internet. Application Layer Multicast (ALM) was
then proposed [1] [2]. ALM systems are built on top of a general Internet unicast
infrastructure. In ALM systems, hosts are organized, or self-organize, into two
logical connected topologies. One topology is called the mesh and the other is
called the tree. Each host periodically communicates with its mesh neighbors to
maintain the topologys connectivity. One tree or one set of trees are built em-
bedded in the mesh by a routing algorithm. Multicast data is transferred along
the branches of the tree.

Fig. 1(a) describes a typical multicast system in which there are 8 hosts, host
A, host B, . . . , host H. The network layer topology includes 7 routers: router
1, router 2, . . . , router 7. In this case, the multicast source is host A and the
other seven hosts are receivers. The hosts set composed of all receivers is called
multicast group. The multicast data sent from A arrives first arrive at B and H
along unicast paths. B and H then replicate the data and transfer them to C,
D and G respectively. D also act in the same way as B and H and transfer the
data to E and F. The path of data can be summarized as a tree in Fig. 1(b). All
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(a) Application Layer Multicast Group (b) Application Layer Multicast Tree

� : routers;© : hosts; →: datapath

Fig. 1. Application Layer Multicast Topologies

the nodes in the tree are hosts and the tree is composed of usual unicast paths.
In this tree the source, A, acts as the root.

The multicast trees, whether IPM trees or ALM trees, have similar shape. The
difference between two kinds of trees is that the nodes in IPM trees are network
routers but those in ALM tress are hosts. Routing algorithms have been studied
a lot in IPM protocols. In one of the earliest papers to address the issue of
routing to multiple destinations [3], tow cost terms are defined: network cost
and destination cost. The former one, which is simply the sum of the costs of
all the edges in the tree, is a measure of the utilization of network resources.
The later one, which is the sum of the costs of the paths between the source
and each destination, is a measure of the average delay experienced by each
destination. the Minimum Spanning Tree Heuristic (MSTH) [4] and the Average
Distance Heuristic (ADH) [5] are proposed to build static IPM trees. With a
view to the issue of Quality of Service, especially for multimedia applications,
the concept of Constrained Spanning tree is proposed in [6].Separate functions
are used for the cost and the delay as opposed to [3] where the cost and delay
functions are the same. The algorithm tries to find the minimization of tree
cost given a bounded delay, rather than minimization of the average path delay
which is the goal of [3]. A modification of the MSTH was found to have the
best performance among the heuristics discussed. The construction of multicast
trees that ensure a certain amount of nodal load balancing is discussed in [7].
The MSTH and ADH are modified to integrate link capacities for routing of
multimedia multicast streams.

Similar to IPM trees, the performance of ALM trees can be described by
cost, delay and load balancing. The common cost and delay constraints in-
clude the trees total cost constraint, the trees diameter constraint, the con-
straint of average delay experienced by all destinations [8], and so on. The
load balancing constraints purpose is to present part of hosts and network link
from failing by too much load. In [8], MDDL and LDRB are used to describe
two different routing algorithms. The focus of MDDL is the optimization of
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trees diameter, while that of LDRB is load balancing performance. In [9], net-
work layer load balancing is studied as well as cost and node load balancing.
Many popular overlay multicast solutions use some simple geographical rules,
such as Compass Routing (CR) [1][10] and Bidirectional Minimal Spanning Tree
(BMST) [2], to build a acceptable tree instead of trying to find an optimized
tree.

Heuristics based on Neural Networks (NN) have been applied to solve the
routing problem in communication networks for a long period. [11] and [12]
combine NN with Genetic Algorithms. [13] designs a modified Self Organizing
Feature Map (SOFM) algorithm to build the tree and an extra five-layer neural
network for new members joining the session.[14] uses random neural network
to improve the routing performance. [15] proposes a modified Hopfield neural
network to solve delay constrained multicast routing problem. [16] uses a SOFM
network for mobile hosts clustering and a Hopfield network to build a tree with
a minimum number of links.

In this paper, we present a routing solution for ALM with cost, application
layer load balancing and network layer load balancing constraints. The neural
network used in this paper is similar to the one in [13] though more constraints
are made and the competing process is modified according to routing constrains.
The other parts of this paper is organized as following: section II analyzes the
ALM system model and routing problem; section III discusses the proposed
algorithm in details; the numerical simulation is proposed in section IV. Section
V gives out the conclusion and our future plan.

2 System Model

2.1 Network Model

The hosts in ALM group self-organize into a connected mesh which can be
summarized as a directed graph M(H,P, c). The mesh M consists of a nonempty
set H of |H | hosts and a set P , P ⊆ H × H , of |P | unicast paths connecting
pairs of hosts. Each unicast path is associated with a cost function, c : P → R+.
These paths are element paths that are candidates to build the multicast tree.
H = s ∪D, s acts as the data source of the group and other hosts belonging to
D are the receivers. The mesh is a complete graph when all pairs of hosts are
connected by element paths.

With a view to the network layer topology, the overlay multicast group can
be summarized into a directed graph, G(H,N,L,E, c). The set N consists of
|N | routers and the set E consists of edges connecting pairs of routers, E ⊆
N × N , E = ei|i ∈ N, i ≤ |E|. The set L consists of the links connecting hosts
and routers, |L| = |H |, L = lj |j ∈ N, j ≤ |L|. All edges and links are associated
with the cost function c, c : E → R+, c : L→ R+.

An element path in M can be written as a link-edges-link sequence. The
element paths cost is equal to the sum of the links’ and the edges cost in the
sequence.
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2.2 ALM Routing Problem

Given mesh M, the objective of ALM routing algorithm is to find a spanning
tree T (H,F ), F ⊆ P , T ⊆M , subjected to the following constraints.

Cost constraint: a trees cost is the sum of cost of all branches used in the tree.
The objective of cost optimization routing is to find a spanning tree T (H,F ) of
given meshM , whose cost should be the minimum among all ofMs spanning trees.

Host Load Balance constraint: for a host, the number of its children in the
overlay multicast tree should be less than an upper bound, otherwise it may
become the bottleneck. For host h, use dmax(h) and dT (h) to denote the degree
bound and its actual degree in tree respectively. Define the variable α as,

αT (h) =
dT (h)
dmax(h)

.

The routing problem with Load Balance constraint can be summarized as:
find a spanning tree T (H,F ) of given mesh M , subject to

– αT (h) ≤ 1, ∀h ∈ H ;
– the value of maxhαT (h) in T is the maximum among all of M ’s spanning

trees.

The first constraint prevents any host from collapse caused by more children
than its extreme ability. The second constraint tries to make hosts’ interface
bandwidth as efficient as possible.

Network Stress constraint: The stress constraint tries to limit the maximum
times for one edge to transit the same data. Be analogous to the balance con-
straint, define smax(e) and sT (e) as the stress upper bound and the actual stress
in tree T of the edge e. The routing problem under balance constraint is: find a
spanning tree T (H,F ) of given mesh M , subject to

– βT (e) ≤ 1, ∀e ∈ T , where βT (e) = sT (e)
smax(e)

– the value of maxeβT (e) in T is the maximum among all of M ’s spanning
trees.

3 Detailed Algorithm

3.1 Output Neuron Space and Input Signals

Denote the multicast tree at time t as Tt(Ht, Ft). In Tt, the parent of host hi is
denoted as At(hi), the children hosts set of host hi is denoted as Ct(hi). Output
neuron space includes N neurons, denoted as nj , j = 1, 2, . . . , N . These neurons
are also organized to a tree denoted as T̃t. In T̃t, the parent neuron of nj is
denoted as Ãt(nj), the children hosts set of host nj is denoted as C̃t(nj).

If and only if a neuron is associated with a host in Tt, it is called a Type I
neuron. The connection between a pair of Type I neurons in T̃t represents the
path between their responding hosts in Tt.
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Every neuron has a |D| dimensional weight vector associated with itself. For
neuron nj , the weight vector is denoted as wj = [wj1, wj2, . . . , wj|D|]. The input
signal to the neural network is represented by a series of |D| dimensional vectors.
Since the child of a host must be one of its mesh neighbors, the i-th input signal
is denoted as xi, where

xi,k =


c(p(i, k)), host i and host k are mesh neighbours;
0, i=k;
+∞, otherwise.

3.2 Competitive Learning

During the learning process, the neurons in output space compete to be se-
lected as the winning neuron according to the similarities to the input signal.
In most SOFM algorithms, the similarity is evaluated by the distance between
the neuron’s weight vector and the input signal, especially Euclidean distance.
Denote the winning neuron according to input signal xi as G(xi). nj = G(xi),
if j = argj=1,2,...,Nmin‖xi − wj‖.

In the ALM routing problem, the distance metric must be taken as the first
term, denoted as

g1(i, j) = K1 • ‖xi − wj‖ (1)

where i = 1, 2, . . . , |D|, j = 1, 2, . . . , N .
However, more terms are necessary to create an overall function to decide

which neuron should be selected as the winning one taking into account of the
routing constraints.

The input signal xi is input to the neuron network at time t. Suppose nj is
selected as the winning neuron, it will be associated with hi. Denote the output
neuron topology at time (t+1) as T̃ j

t+1. According to the new connection between
nj and its parent neuron, Ãt+1(nj), in T̃ j

t+1, the multicast tree at time (t + 1),
T i

t+1, builds a path between hi and the host associated with nj ’s parent neuron.
According to the cost constraint, define the second term in the overall function

as:

g2(i, j) = K2 • C(T i
t+1)

C(M)
(2)

where C(T i
t+1) is the sum of all paths’ cost in the tree and C(M) is the sum of

all element paths’ cost.
The values of maxhαT i

t+1
, ∀h ∈ Ht ∪ hi and maxeβT i

t+1
, ∀e ∈ T i

t+1 can be
calculated. The third and fourth term can be respectively defined as:

g3(i, j) =
{
K3 • (1−maxhαT i

t+1
), if maxhαT i

t+1
< 1;

K3, Otherwise.
(3)

g4(i, j) =
{
K4 • (1−maxeβT i

t+1
), if maxeβT i

t+1
< 1;

K4, Otherwise.
(4)
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according to [0], the fifth term is a penalty in inhibit those Type I neurons which
change its matching relationship too often. Denote the changing times for neuron
nj as Wnj , define

g5(i, j) = K5 •Wnj (5)

In the above terms, the values of K1,K2,K3,K4,K5 are all positive. The
overall function is created by combining the five terms together:

g(i, j) =
∑

gl, l = 1, 2, 3, 4, 5 (6)

The competing process can be summarized as

nj = G(hi), (7)

where j = argj=1,2,...,Nmin(g(i, j)).
The winning neuron, nj , and its neighbors will update their weights according

to the input signal. Denote the neurons set within ε-hops from nj in T̃t as Ñε
j (t),

then

wj(t+ 1) =
{
wj(t) + η(t)[xi − wj(t)], η(t) > 0, if nj ∈ Ñε

j (t) ;
wj(t), Otherwise.

(8)

3.3 Growing Output Tree

The output neuron space includes only 2 neurons at the beginning. One neuron,
ns, is associated with s, the other is ns’s Type II child. The signal xi is input
to the system at time t, nj is the winning neuron, nj = G(xi). The tree T̃t+1 is
achieved by following rules:

1. If nj belongs to Type II, both nj and its parent neuron, Ãt(nj), create one
new Type II child neurons. nj changes to Type I and is associated with xi.

2. If nj belongs to Type I, which means that the neuron has been associated
for another host, G′(nj), nj will release its matching with G′(nj), then be
associated with hi. All of its descendants in T̃t will be deleted.

3. If there already exists another Type I neuron associated with hi, G(hi), the
neuron and its descendants in T̃t will be deleted.

4 Numeric Simulation

4.1 Simulation Environment

The simulation network topology generated by GT-itm [17] is distributed on
a 100 × 100 plant. There are 8 transit routers, 32 stub routers and 21 hosts
including the root host. One host is connected to a stub router via a link. An
edge’s cost is the distance between the pair of routers, all links’ cost are set as
1. There are 126 element paths in the mesh totally. The degree upper bound
is set as 4 for all hosts. The upper bound of stress is set as 10 for the edges
connecting two transit routers, 4 for those connecting two stub routers, 8 for
those connecting one transit router and one stub router.
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4.2 Simulation Configures

Set initial learning rate η(0) = 0.1 and ε(0) = 1. Their value are adjusted after
20 steps. K1 is set as 1, K2,K3,K4,K5 are equal and are set as the average cost
of all element paths, denoted as K.

If all the hosts have been associated to output neurons and the matching
relationship do not change in 10 steps or the algorithm has run 200 steps, the
algorithm stops.

4.3 Comparison and Analysis

The performance of multicast trees by different routing rules for the same are
compared. Besides our algorithm, we build the BMST tree of this topology and
all CR tree rooted at each host.

Table 1. Comparison of three ALM routing algorithms

Algorithm Cost Host Load Balance Router Load Balance
Proposed Algorithm 0.1320 0.0150 0.1250

CR 0.1527 0.2475 1
BMST 0.2060 0.4000 0.2500

For each host, run the proposed algorithm 10 times then totally 200 trees
are achieved. Table 1 shows the comparison of the performance of the trees by
proposed algorithm and those by the CR and BMST. The three columns are
respectively the average unitary values of function g2, g3 and g4 of the trees.

The performance of the trees achieved by the proposed algorithm are better
than those by BMST and CR on all three metrics:

– On the cost metric: Compared to BMST and CR rules, the average opti-
mization of cost metric achieved by the proposed algorithm is 35.92% and
13.56% respectively.

– On the Host Load Balance metric: Among the total 200 simulations, no
host’s degree is larger than its degree bound. Only 7 output trees’ host load
balance metric are not 0. In the other 193 trees there exists at least one host
whose degree is equal to its degree bound. The average value of the 200 trees
are less the the value of BMST tree and the average value of CR trees, which
means the proposed algorithm uses the network resource more efficient.

– On the Router Load Balance metric: Similar to the host load balance metric,
no router’s degree is larger than its degree bound, and there exists at least
one router whose degree is equal to its degree bound in 181 trees. No CR
trees are satisfied with the Router Load Balance constraint, which means
that there always exists some routers whose degree is larger than its bound
in each CR tree. These routers may be the potential bottle neck of the
whole system. Compared with BMST, the router load balance metric is also
improved obviously by the proposed algorithm.
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5 Conclusion and Future Work

Multicast routing problem has been studied for almost two decades. ALM routing
are similar to IPM while:

1. Both problems are trying to find a spanning tree;
2. The general constraints are similar: cost, load balance, and so on.

But the difference between them is obvious. ALM routing must take network
layer performance into account as well as application layer performance though
few protocols pay attention to this.

In this paper, ALM routing problem is summarized as a multi-objective op-
timizing problem and we propose a new approach based on NN to solve it. The
results of numerical simulations show that the proposed algorithm optimizes the
overall performance for a given multicast mesh, especially on the application
layer load balance and network layer load balance metrics.

Future work will be done along two directions: test and optimize the algorithm
by adjusting parameters; test the algorithm in larger multicast topology.
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Abstract. This paper addresses the important issues of error control
for video transmission over 3G, considering the fact that wireless video
delivery faces the huge challenge of the high error rate and time variabil-
ity in wireless channel. This paper proposes a real world statistics based
event-trigger bit error rate (BER) model, which can describe and handle
the time-varying wireless channel error characteristics better. Moreover,
a recurrent neural network is employed to decide the state transfer as
a mechanism. Simulation results and comparisons demonstrate effective-
ness and efficiency of the proposed method in term of visual performance
and transmission efficiency over a variety of wireless channel conditions.

1 Introduction

The explosive development of the video coding technique and the wireless com-
munications, especially the third generation (3G) wireless network with up to
384 kbps outdoor and 2 Mbps indoor bandwidth for multimedia services, makes
it reasonable for delivering video over the wireless channel [1].

However, wireless video delivery faces several challenges, such as high error
rate, bandwidth variation, and so on[2]. To cope with the errors during the mul-
timedia transmission, lots of approaches are proposed[3]. As is known, automatic
retransmission request (ARQ) and forward error correction (FEC) are two basic
error control mechanisms. Furthermore some hybrid ARQ/FEC was proposed to
optimize the parity data length to get the tradeoff between the error correction
and network traffic efficiency. Some traditional decision-making techniques are
used in this error control scheme, such as so-called Finite Memory Method and
Iterative Forgot Factor Method and so on. However, these technique are so coast
that couldn’t match the real channel conditions well.

In recent years, recurrent neural networks are widely studied in [4, 5], because
of their immense potentials of application perspective. The hopfield neural net-
works and cellular neural networks are typical representative recurrent neural
networks among others, and have been successfully applied to signal processing,
especially in image processing, and to solving nonlinear algebraic and transcen-
dental equations.

J. Wang et al. (Eds.): ISNN 2006, LNCS 3973, pp. 165–170, 2006.
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2 BER Model for Wireless Channel

Wireless video delivery is limited by many unpredictable environment factors.
The bit error rate (BER) is the main parameter that depicts the wireless channel
character. Furthermore, for every given BER there is an optimal redundancy (R)
for every packet. In general, the BER is supposed to be a fixed average value for
most error control techniques, just as some two-state Markov model and Gilbert
model [6, 7]. Therefore, these error control mechanisms are designed to get as
close as possible to the goal by setting the system parameters corresponsively.
However, the BER in wireless channel is high and varies over time. Much different
from the fore Markov model, our work addresses the additional challenge of
modeling traces with time-varying error statistics.

For a given video source, during the process of transmission the BER is sup-
posed not to vary over time, that is, the BER is ber0 between the time of t0 and
t. However, the BER of wireless channel varies with time rapidly. For example,
the BER is ber1 between the time of t0 and t1, and the BER is ber2 between
the time of t1 and t, here ber1 < ber0 < ber2 and t0 < t1 < t. According to ber0
the so-called optimized R is got as r0. Obviously, r0 is not really the global opti-
mized R for the whole transmission process. When time is between t0 and t1, the
channel bandwidth is wasted because of ber1 < ber0. On the other hand, when
time is between t1 and t, the transmission is not robust because of ber0 < ber2.
For simplicity, many error control techniques set the BER as the worst case (i.e.
ber2 in this sample) to ensure the transmission robustness at the cost of band-
width resource. When the interval between t0 and t1 is very small relative to
that between t1 and t, that approximate method is acceptable. Otherwise, the
waste of bandwidth would badly impact the visual performance.

The essential reason for wasting the transmission efficiency is that the strategy
is activated by the transmission events while not by the variation events of the
wireless channel BER. Therefore, a BER state transfer model is presented to
serve the novel adaptive error resilient scheme. A two BER state transfer model
is shown as fig.1.

21

event

ber2ber1

event

Fig. 1. Two BER state transfer model

S1 and S2 represent two different channel states separately. At state S1, the
average value of the BER is ber1, the variance of the BER is smaller to a given
threshold value just like 0.05. The BER is different when the state is different.
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The event is the statistics character of the feedback messages. There is a decision-
making mechanism in the encoder to monitor if the state is changing. And then,
some corresponding actions are taken to estimate the current channel state and
get the optimal R. In next section, a hopfield neural network decision-making
mechanism in the feedback-based error control scheme would be proposed.

3 Decision-Making Mechanism Based on Recurrent
Neural Network

Wireless video delivery has to consider the impact of the high and time-varying
bit-error rate in wireless channel. For the channel-adaptive hybrid ARQ/FEC
techniques, if the original message length is K, then after adding extra parity data
of length R, the codeword is of length N. Obviously, when N is given, the larger
the value of R, the more errors it would correct. So choosing an appropriated R
to trade-off error correction and network traffic should be considered carefully.

Let ber and per represent the bit error probability in the channel and the
packet error probability separately, let N represents the number of the length in
the packet, and let r represents the length of the parity data in one packet. Then
it is thought the packet has an error when the number of the error bits in one
packet is bigger than r/2 , and then sends the NACK message to the encoder.
When the ber is given, the per would be got by the following equation.

per = 1−
r/2∑
i=0

Ci
Nber

i(1− ber)N−i (1)

And then, the optimized ropt could be gained through the relations (2).

ropt = min{r|per ≤ perobj} (2)

where perobj represents the expected value of the system depended on the ca-
pability of the mobile terminal.

In section 2, it has been analyzed that there are several states for the wireless
channel. These states are called stable state with constant BER. The process
transferring from one stable state to another state is called the temporary hop
state. Let d(n) represents the decision-making point at the nth moment. d(n) =
1, says that the channel is in the temporary hop state, while d(n) = 0 says that
it is in the stable state. Let r(n) represents the redundant data length at nth
moment. Obviously, when d(n) = 1 that is the channel is in hop state, the r(n)
should be adjusted to match the real wireless channel BER. Otherwise, when
d(n) = 0 that is the channel is in stable state, the r(n) should be hold on because
the error in the transmission is caused by noise disturbance. So d(n) is the key
parameter in this algorithm.

Generally, Finite Memory Method and Iterative Forgot Factor Method are two
basic method used to get perobs(n) as the threshold values of d(n).

d(n) =
{

0, perobs(n− rttn) ≤ perobj
1, perobs(n− rttn) > perobj

(3)
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where perobs represents the packet error rate observed in the encoder based
on the feedback message. n represents the current moment of the packet being
compressed, rttn represents the number of packets transmitted within the round
trip time.

3.1 Finite Memory Method

For the calculation of the perobs, a general method is that the hits for Stat. is
limited to some finite quantity, which is the so-called Finite Memory Method,
just as follow.

perobs(n− rttn) =
1
N

N−1∑
i=0

m(n− rttn− i) (4)

whereN represents the total number of the sampled packets, andm(i) represents
the feedback message of the packet transmitted at the ith moment, the value of
1 and 0 represent the message NACK and ACK.

3.2 Iterative Forgot Factor Method

The Finite Memory Method mentioned above doesn’t work well for ignoring the
new information. An Iterative Forgot Factor Method is used to cope with that
issue.

perobs(n− rttn) = (perobs(n− rttn− 1)× β+
1
Nm(n− rttn)) × 1

1+β

(5)

And the first value would be set as

perobs(n− rttn) = (perobs(n− rttn−N)× βN+
1
N

N−1∑
i=0

m(n− rttn− i)βi)× 1−β
1−βN+1

(6)

where β is a decay factor within 0.95 and 1, and the value of β decides the pace
of tracing the varied berobs in the channel.

3.3 Hopfield Decision-Making Mechanism

The key parameter β in the Iterative Forgot Factor Method is fixed for any given
application. Furthermore, it is worth to note that the natural relation between
perobs and d. perobs comes from the feedback message m, d is decided by the
value of perobs, while d affects m objectively after an adjustment on r. The
Hopfield Decision-Making Mechanism proposed utilized the feedback messages
directly without the use of perobs, proposed as follow:

v(n) =
N−1∑
i=0

wim(n− i)− perobj

d(n) = sgn{v(n)}
m(n+ 1) = P{d(n− rttn+ 1)}

(7)

where the first value of m comes from the history data, function P represents
the process of adjustment on r and the video transmission over wireless channel.
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4 Simulation Results and Comparisons

Some common test conditions for wireless video services have been presented
in [8]. Two of them for packet-switched streaming services over 3G are given in
Table I. It is assumed that the wireless environment varied between the pattern
1 and the pattern 2. So the ber changes the value between 2.9e-3 and 9.3e-3.

Table 1. Bit-error patterns

No. Bit rate Length BER Mobile Speed Application
1 64 kbit/s 60 s 9.3e-3 3 km/h Streaming
2 64 kbit/s 60 s 2.9e-3 3 km/h Streaming

We simulated the proposed algorithm Hopfield Decision-Making Mechanism
and the Iterative Forgot Factor Method. The parameters were chosen as follows.
N = 255bytes, np = 6000, tmax = 5, N = 1000, β = 0.95, perobj = 0.05.
According to the given varying trend of BER and the definition in this paper,
the actual optimized value of R would change between 20bytes and 50bytes.
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Fig. 2. The contrast of the redundancy length for every packet between the Iterative
Forgot Factor Method and the Hopfield Decision-Making Mechanism

Fig. 3. The contrast of the visual performance between the Iterative Forgot Factor
Method and the Hopfield Decision-Making Mechanism
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For the Iterative Forgot Factor Method, the average value of R is 32.573 bytes,
the average times for retransmission is 0.053 and the transmission efficiency γ is
0.7656. While for the Iterative Forgot Factor Method, the average value of R is
28.497 bytes, the average times for retransmission is 0.043 and the transmission
efficiency γ is 0.8426. The results of the simulations are given as Fig.2 and Fig.3,
which show that the proposed technique performs better than the traditional
method.

5 Conclusion

To the best of our knowledge, this is the first paper to utilize a recurrent neural
network decision-making mechanism for robust wireless video delivery. Theoret-
ical performance analysis and simulation results demonstrate the effectiveness of
the proposed algorithm. The future work is to design more accurate error models
for wireless channel and predictive control techniques for delay.
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Abstract. A novel multilevel quantifying spread spectrum PN sequence based 
on the chaos of Cellular Neural Network (CNN) is proposed in this paper. The 
chaotic sequences are created from a CNN with three cells and multilevel 
quantified to be the PN sequences for the spread spectrum communication 
systems (SSCS). And then better sequences are filtered out in terms of the 
equilibria points, self-correlation and mutual-correlation of the chaotic PN 
sequences. These PN sequences can provide more enhanced multiple access 
capacity and robustness to the noises than conventional m- and Gold sequences 
because of the sensitivity to the initial conditions of the chaotic sequences and 
the good dynamical performance of the CNN. The filter processing helps the 
SSCS to resist on the rake declination and the interference from other users. 
The experiment results show that the proposed chaotic PN sequences are much 
better than the conventional sequences for SSCS. 

1   Introduction 

The spread spectrum communication techniques used in direct sequence-code division 
multiple access (DS/CDMA), secure communication and so on, has received much 
attention due to its advantages for providing enhanced multiple access capacity and 
robustness to the noises. As the information carriers, the pseudorandom or pseudo 
noise (PN) sequences are utilized to spread the signal bandwidths, and to recover the 
narrowband messages at the receiver.  

Conventional PN sequences are represented by the class of maximal length (m-) 
sequences generated by linear feedback shift registers. However, the number of  
m-sequences may be insufficient for DS/CDMA systems with a large number of 
users. Now, the sensitivity to the initial conditions of the chaotic sequences has been 
the main cause for exploiting chaos in SSCS with a rich set of PN sequences in the 
literatures [1-3], because the sequences generated in this manner diverge to different 
trajectories in a few iterations even though their initial conditions differ by <1%. At 
present, the chaotic PN sequences for SSCS with nice statistical properties are almost 
created by two-level quantifying the real-value sequences, which are often generated 
by Logistic or Chebyshev mapping with different initial values x0. However, this two-
level quantization will result in great information loss. Additionally, reliable hardware 
implementations of chaos PN sequence generators realized by piecewise linear 
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analogue functions and output quantization is difficult due to manufacturing process 
variations among different IC production lots, transistor mismatches and noise [4-5]. 

Cellular neural network (CNN) constitutes a class of recurrent and locally coupled 
arrays of identical dynamical cells, which can be implemented easily by VLSI and be 
applied to signal processing problems. And it is also a nonlinear dynamical system in 
which complex fraction, chaotic and hyperchaotic phenomenon are existed. 
Especially, the complex dynamical property, intensive randomicity and unpredicta-
bility of the chaotic systems are of importance for the secure communication systems 
[6-7]. In this paper, a new multilevel quantified and two-phase encoded chaotic PN 
sequence generator based on CNN is proposed for SSCS. And some methods adopted 
to improve the performance of the PN sequences. 

2   Chaos Sequence Generation of CNN 

A CNN was composed of regular distributed dynamical cells, in which each cell can 
communication with its neighbors directly and with the rest indirectly. So the nice 
continuous time domain characteristic of CNN can meet the needs of real-time digital 
signal processing. Additionally, the local mutual communication among cells makes it 
very convenient to realize the CNN with VLSI. 

2.1   Chaos of CNN with Three Cells 

In recent years, many researchers found that there are complex chaotic phenomena 
with one positive Lyapunov exponents in the chaotic systems at least. More complex 
chaotic dynamical behaviors only existed in the CNN systems with three cells or more 
than. In this paper, a CNN with three cells is adopted to create the chaotic sequences 
for SSCS considering the hardware implementation complexity and the spread 
spectrum communication systems` requirements. 

The dynamics of the CNN with 3 cells can be described by 
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where p1>0, p2>0, p3 0, r>0, s>0, the input signal and the current offset are set to 
none. With different parameters {p1, p2, p3, r, s} and the initial values {X(0)}, we can 
get the chaotic phenomena from the CNN architecture shown in (1). So we let the 
parameters {p1, p2, p3, r, s} = {1.25, 1.1, 1, 3.2, 4.4}, and the initial values {X(0)} = 
{0.1, 0.1, 0.1}. And the Runge-Kutta method is specified to realize the iterative 
computation with automatic pace adjustments. We define three subsets in R3 space as 
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Then three equilibria points are 
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The Jacobi matrix of these equilibria points is the same as the state matrix of the 
linear self-controlling systems. Then 
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According to the definition of the Lyapunov exponents as (5) 
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So we can get three Lyapunov exponents of the CNN (1) as following 

629.0,001.0,144.0 321 −=−== λλλ . (6) 

Because the maximal Lyapunov exponent value is more than zero, so we get the 
chaotic phenomena from the proposed CNN system, which are shown in the 2-D and 
3-D simulation phase portraits as Fig.1. 
 
 

 
 
 
 
 
 
 
 
 
 

 
 

Fig. 1. Phase portraits of the proposed chaotic CNN 

(a) 2-D Phase portraits                                                     (b) 3-D Phase portraits 
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2.2   Multilevel Quantifying Chaotic PN Sequences 

We adopt the above CNN proposed in section 2.1 to create three chaotic real-value 
sequence sets { }3 ,2 ,1 ,0   ,3 ,2 ,1  :)( == kimkX i  which have been transferred into the range 

(0, 1) by linear transmissions. Multilevel quantification method is presented to avoid 
the great information loss during the sequence generating. The whole architecture of 
the chaotic PN generator based on CNN is shown in Fig.2. 

CNN chaos 
generator 

with 3 cells 

Initial value 
generators

Unitary 
processing

Multilevel
quantifiers Encoders Controllers 

combinators 
{X(mk)}X0 {b(k)} {cn}

 

Fig. 2. The chaotic PN generator based on CNN 

The chaotic real-value X(mk) sequences can be expressed as 

)()()(.0)( 210 kxkxkxmkX = . (7) 

The former several values x0(k) x2(k) x2(k)… should be removed, and the number of 
the removed values j is often 10. Afterwards, the new sequences {X´(mk): k=0, 1, 
2,…} is described as 

)()()(.0)( 210 kbkbkbmkX =′ , (8) 

where bn(i) = xn+j(i). Then we quantify the sequence X´(mk) uniformly into 22r 
(m 2r 1) ranks, and get 

)()()()( 1210 kbkbkbmkX rT −= , (9) 

in which, bl(i) {0, 1}, l {0, 1,…, 2r-1} and 

r
r

l
l

l
r

l
l

l kbmkXkb 2
12

0

)1(
12

0

)1( 2)(2)()(2 −
−

=

+−
−

=

+− +<′< . (10) 

Connect each XT(mk) (i=0,1,…), we will get the multilevel quantified sequence{ } 12

0

−
=
N

nnb  

}12,,2,1,02),(:{ −=+== Nlrinibbb lnn . (11) 

Afterwards, according to the requirements of spread spectrum communication 
systems, the multilevel quantified sequence 12

0}{ −
=
N

nnb will be encoded into the specified 

Chaotic PN sequences {cn}. Because there are three chaotic PN sequences from the 
proposed CNN systems, three quantifiers and encoders are needed to complete the PN 
sequence creations.  

3   PN Sequences Evaluation and Filter 

For the SSCS such as an asynchronous DS/CDMA system, the characteristics of PN 
sequences will have deep influences on the performance of the communication 
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systems. So in this paper, we advance to filter the chaotic PN sequences in terms of 
the equilibria points, self-correlation and mutual-correlation. 

The equilibrium of the spread spectrum sequences is that the number of “1” should 
be almost equal to that of “-1”, which will affect the restrainability to the carriers of 
the communication systems. Unequalized PN sequences will disturb the secureness 
and the robustness of the DS/CDMA systems. For the chaotic sequence 1

0}{ −
=

N
nnu , the 

quantity difference between “1” and “-1” is L 

−

=

=
1

0

N

n
nuL . (12) 

Because the probabilities of “1” and “-1” in the chaotic PN sequences 1
0}{ −

=
N
nnu  are both 

0.5, and the mean is 0, and the variation is 1, L is a Gauss distribution whose mean is 
zero and variation is N. If N is an odd, when L =1, the sequence is equalized one. If 
N is an even, when L=0, the sequence is equalized one. 

The second parameter to filter the PN sequences is the self-correlation function, 
which will have a deep influence on the ability to resist on the rake declination to the 
communication systems. The ideal self-correlation function of a PN sequence is a  
function. So we set a threshold for the maximal side lobe of the self-correlation 
function. And the probability distribution of the maximal side lobe for the chaotic PN 
sequences with the length N is described as 

[ ]
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where dtex
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∝−

−
=Φ 2

2

)21()( π , k>0, O is odd, E is even, and x  represents the minimal 

integer x. 
Another important parameter of the PN sequences is the mutual-correlation 

function, which is more complex to be measured than other two. And the multiple 
access performance of a DS/CDMA system is decided by it. For a system with K 
users, the performance of the ith user can be decided by the sum of mean square values 
of the mutual-correlation between it and others Vi, shown as 
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In Fig.3, we can see more ideal self- and mutual-correlation performances of the 
chaotic PN sequences based on CNN than m- and Gold sequences. The self-
correlation function looks very close to the  function, and the mutual-correlation 
value is very minimal to zero. Additionally, from the experiments, we find that the 
correlation performance will be better and better with the increasing of sequence 
length N, and the architecture pf the CNN system will be more and more complex. So 
we choose an available sequence length N. 
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Fig. 3. The performance of the chaotic PN sequences (N=500) 

4   Experiment Results  

In order to evaluate the performance of the multilevel quantifying CNN PN 
sequences, a DS/CDMA system with four users is designed as Fig.4. 
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Fig. 4. A SSCS based on the chaotic PN sequences of CNN 

In Fig.4, there are four users in the spread spectrum communication system and the 
PN sequences are all filtered out from the chaotic sequences generated by a three cell 
CNN proposed in section 2. The quantifying level r in Eqn. (10) is set to 1 and 8 
respectively, so we can analysis the performance of the multilevel quantifying 
process. At the same time, we use m-sequences to take the place of the chaotic PN 
sequences based on CNN to observe the performance improvement of the chaotic PN 
sequences. The BER curves are shown in Fig.5. 

The experiment results show that if the quantifying level r of the chaotic PN 
sequences is larger, the performance of the spread spectrum communication system 
will be better at the same SNR. In addition, from the BER curves we can draw a 
conclusion that the chaotic PN sequences generated by the presented CNN system is 
more suitable for the spread spectrum communication systems, because the SNR of 
the chaotic sequences can improved about 2~3dB than m-sequences. 

 

(a) The self-correlation performance                               (b) The mutual-correlation performance 
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Fig. 5. Performance comparison of the PN sequences 

5   Conclusions 

In this paper, a novel PN sequence generator based on the cellular neural network for 
the spread spectrum communication systems is developed. The simulation results 
show that the performance of the presented multilevel quantifying chaotic PN 
sequences is much better than that of conventional m-sequences and Gold-sequences. 
And this kind of PN sequences can meet the requirements of the spread spectrum 
communication systems with large number of users well. Another important 
advantage of these PN sequence generators is that it is very easy to be realized with 
very large scale integrated circuits, which is very crucial for their applications in the 
practical spread spectrum communication systems.  
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Abstract. A new hyper-chaos communication system based on cellular neural 
network (CNN) is proposed in this paper. Hyper-chaos is generated with fif-
teen-cell CNN, then it’s transferred to a digital sequence. The chaotic sequence 
is better than gold sequence when they are utilized in direct sequence spread 
spectrum system. Compared with the traditional gold sequence system, there is 
3dB improvement in CNN chaotic sequence system when the channel is multi-
path channel. Because of the complex dynamic behavior of hyper-chaos, secu-
rity signal could be transferred through wireless channel. The structure of 
hardware CNN spread spectrum system is also shown, and the security of CNN 
communication is analyzed at last. 

1   Introduction 

Spread spectrum technique is widely used in mobile phone, wireless local network 
and other consume electronic equipment, and the spread sequence utilized in the sys-
tem is very important [1]. The chaotic sequence is employed in spread spectrum 
communication system because of its excellent random characteristic, but it’s difficult 
to get qualified real-time chaotic sequence. In this paper, a new spread spectrum 
communication system based on CNN is proposed. Real-time chaotic sequence is 
generated with CNN [2], then the sequence is modulated with DSP modulator. The 
experimental results confirm the good quality of CNN chaotic sequence. 

Neural network is also a good solution to hyper-chaos generator. Such neural 
network as CNN is very easily realized with analogy circuits, and the performance 
of these neural network equalizers is also very good. Based on these reasons,  
CNN hyper-chaos generator for spread spectrum system is designed in this paper, 
and the simulation confirms the effectiveness of hyper-chaos spread spectrum  
system.  

This paper is organized as follows: Section 2 describes hyper-chaos in CNN sys-
tem. We discuss the stability of CNN’s with opposite-sign template in this section, 
and the chaotic attractor is shown. In section 3, the random characteristic of chaotic 
sequence is analyzed. A new spread spectrum system is shown in section 4, and the 
experimental result is also given. Section 5 shows some concluding remarks. 
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2   Chaos in CNN 

The CNN system can be described as a group of equations: 
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of input, z is the offset. 
When the characteristic of chaotic behavior is discussed, the Lyapunov analysis 

approach is employed, and cellular neural network is regarded as a dynamic system. 
When a five cells network is studied, hyper-chaos is generated [3]. Because the offset 
should be calculated, other input is zero, the CNN equation (1) should be written as : 
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The connection relationship between number i cell and other cells is: 
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Fig. 1. The CNN hyper-chaos attractor 
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If CNN includes three cells, the chaos will be generated if the parameters are cho-
sen carefully [4].  There is very complex dynamical behavior in bigger sized network 
[5], such as fifteen cells CNN. Such dynamical behaviors as hyper-chaos could also 
be utilized. The utilization of chaos is attractive to wire-less communication, because 
secure communication can be realized with a synchronizing chaos system, and it’s 
difficult to decipher the sequence. Then CNN hyper-chaos is put into an A/D con-
verter, the digital CNN chaotic sequence is generated. 

3   Random Characteristic of CNN Chaotic Sequence 

We generate the digital pseudo-sequence with CNN system. Because the dynamic of 
CNN is very complex, we can get the excellent sequence for spread spectrum.  We 
put CNN chaotic into a simple A/D converter, and we get the digital pseudo-random 
sequence. The value of chaos is x: if x>0, the corresponding value of binary sequence 
is x, then x=1; if 0≤x , the corresponding value of binary sequence is x, then x=-1; 

The random characteristic can be described as following context: 
At first, the mean value of binary sequence is zero. Because each mean value of the 

cell is zero. After sampled with A/D, and the sampling frequency ( sDt µ1= ) is very 

fast, the sequence do not change its mean value, the mean value is described as: 
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The auto-correlation function of the CNN chaotic sequence is described as follows  
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The cross-correlation function of the CNN chaotic sequence is: 
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The CNN hyper-chaotic sequence is simulated with TMS320C54 DSK tools, the 
auto-correlation function is almost the δ function, and the cross-correlation function 
is almost equal to 0. 

4   The CNN Chaotic Spread Spectrum Communication System 

In traditional direct sequence spread spectrum (DSSS) system, the Gold sequence is 
employed. The CNN hyper-chaotic sequence could be employed in DSSS because of 
its statistical characteristic, the characteristic is similar with that of Gold sequence: the 
auto-correlation function is almost the δ function, the cross-correlation function is  
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almost equal to 0,.  The CNN hyper-chaotic sequence is sensitive to initial value, so 
lots of different sequences can be generated. It’s attractive to DSSS system. The 
transmitter of DSSS system is described as: 

 

Fig. 2. DS-BPSK Modulator 

In Fig.2, C(t) is spread spectrum signal. Usually C(t) is named as direct sequence. 
Both gold sequence and CNN chaotic sequence are good direct sequences, but the 
quality of CNN sequence is better. 

Usually the signal passes the additive white Gaussian noise channel, so the receiver 
is described as Fig 3. Fading channel will studied in the following works. 

 

Fig. 3. DS-BPSK demodulator 

Different sequences will be generated if the initial value is different, so multi-user 
could the hyper-chaotic DSSS system. An experimental CNN-DSSS system based on 
TMS320C5416 DSP is set up, we test two kinds of sequence in our experiment:127 
bit Gold sequence, and CNN sequence which is divided into 127 bit segment. The Bit 
error rate curve is shown in Fig.4. The application of 127 bit is mobile phone system 
such as IS-95 or CDMA 2000. We also test 31bit sequence, and its application is 
wireless network such as UWB system. We simulate a multi-path channel, and the 
channel model that we have used for this simulation is the familiar delay line model 
as follows: 

[ ] )()1()(
2

1
)( nntntnr η+−+=  (7) 

In equation 7, r(n) is the receive PN code, t(n) is the transmitted PN code, and )(nη  

is additive white Gaussian noise. Fig.4 shows the simulation results: 
In Fig 4,o represents that DS is Gold sequence; * represents that DS is CNN cha-

otic sequence. The marks in these two figures are different because the simulation re-
sults are gotten in different sequence.  Compared the gold sequence system, there is  
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Fig. 4. Bit error rate of DSSS system in multipath channel 

almost 3dB improvement in CNN chaotic sequence system when the 31bit sequence 
is utilized, and there is 2dB improvement when the 127 bits sequence is utilized. The 
CNN chaotic sequence is excellent in the two-path channel because of its random 
characteristic. Because CNN have complex dynamic behaviors, it’s difficult to recon-
struct the phase space of the hyper-chaos, so the security of the system is reliable. We 
show another figure (Fig 5) when the parameters of hyper-chaos generators are differ-

ent, the difference is 9101 −× , and the bit error rate is too bad to use. If we want to  
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Fig. 5. Bit Error Rate when the parameters are different 
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Fig. 6. Bit error rate of DSSS system in multi-user environment 
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decipher the system, because the chaotic sequence generator contains 15 cell, we must 

calculate 10105.1 ×  times at least, it’s very difficult. In fact, because the connection re-
lationship is very complex, the calculation is greater than the estimation. 

Multi-user characteristic is shown in Fig.6, and the number of user is five. In Fig 6, 
o represents that DS is Gold sequence; * represents that DS is CNN chaotic sequence. 
The performance of chaotic sequence is slightly better than that of Gold sequence. 
Both two kinds of sequence have the best performance because of their cross-
correlation characteristic. The cross-correlation characteristic is the most optimum in 
all kinds of possible sequences, and the difference between them is the disturbance of 
the noise. 

5   Conclusions 

In this paper, a new DSSS system based on hyper-chaos is proposed, and an experi-
mental DSSS system is set up, and the DSSS system is set up with TMS320c5416 
DSP.  Both CNN chaotic sequence and the traditional Gold sequence are tested with 
the experimental system. The experimental results show that the CNN chaotic se-
quence is more qualified than Gold sequence when the channel is multi-path channel, 
and the security of the CNN wireless communication system is also reliable. 
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Abstract. Automatic detection of end-to-end network performance anomalies is 
important to efficient network management and optimization. We present an 
end-to-end network performance anomalies detection method, based on charac-
terizing of the dynamic statistical properties of RTT normality. The experiment 
on real Internet end-to-end path RTT data shows that, the proposed method is 
accurate in detecting performance anomalies, it can successfully detect about 
96.25% anomalies in the experiment. 

1   Introduction 

The rapid growth of Internet throughout the workplace has given rise to a discontinuity 
in expertise of human operators to monitor and manage it. From the point of view of 
Internet Service Providers, performance management is one of the most important 
aspects of network management. A crucial problem in performance management is 
how to detect end-to-end network performance anomalies (degradation) proactively.  

Currently, many works attempt to detect network performance anomalies by de-
tecting network traffic anomalies based on such an assumption: the network traffic 
anomaly will lead to performance anomaly (degradation)[9,15,21]. However, the as-
sumption is only partially true, as there is no inevitable contact between traffic anomaly 
and end-to-end network performance anomaly. Consequently, the traffic anomaly de-
tection approach has large limitations in detecting end-to-end network performance 
anomaly. Different from previous researches, we detect end-to-end performance 
anomalies by using end-to-end path Round Trip Time (RTT) measurement.  

                                                           
∗  This work was supported by National Natural Science Foundation of China under grant 

60273070, 60473031 and 60403031, the National High-Technology Program of China (863) 
under grant 2005AA121560, the Hunan Provincial Natural Science Foundation of China under 
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2   The RANN-Based Detection Method 

To detect anomalies of the non-stationary signals, statistical methods and auto regres-
sion methods have been developed [2,18]. Considering the diversity of performance of 
different end-to-end paths, the selection of parameters in these methods is difficult. 
While the neural network is an ideal approach for solving non-stationary and nonlinear 
time series problems [16,17], it has been used in many areas such as face recognition 
[1,3], decision support [4,6,7], image process [8], data forecast [10,11], automatic 
control [13] and communication [14] etc. Many works have also done to improve  
the neural network method [19,20,22]. However, due to the time-variable characteristic 
of the non-stationary signals, attentions must be paid to the size selection of neural 
networks. 

The authors of [5] introduced a Resource-Allocating Neural Network that allocates a 
new computational unit whenever an unusual pattern is presented to the network. This 
algorithm is suitable for sequential learning and is based on the idea that the number of 
hidden units should correspond to the complexity of the underlying function as re-
flected in the observed signals. 

 

Fig. 1. Structure of the RANN 

2.1   Basic Resource-Allocating Neural Network 

As shown in Figure 1, the RANN can be simplified as a single hidden layer network 
whose output response to sequential inputs is a linear combination of the hidden unit 
responses. The output function can be expressed as follows: 
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where X is an M-dimensional input vector, 0 is the bias term, i are the weights be-
tween the hidden and the output layers, and parameter I is the hidden unit number. Each 
unit in the hidden layer is fully connected to the inputs and possesses a unit centre. In 
general, the nonlinear function is selected as a Gaussian function. The RAN hidden unit 
responsesöi (X) are given by: 
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where ìi is the mean of the Gaussian and ói is the width of the Gaussian. In order to 
predict k steps ahead, we start the network without hidden units. The first observation is 
(X0, Xk), where Xk is the target output, and in the initial stage the coefficient 0 =Xk. As 
observations are received the network grows by storing some of them and adding new 
hidden units. The decision to store an observation (Xn,Xn+k) depends on its novelty, as 
presented by the following two conditions: 

n ni nX µ ε− >  and min( )n n k ne X f X e+= − >  (3) 

where ìni is the nearest stored pattern to Xn in the input space, threshold ån represents the 
scale of resolution in the input space, and the value emin is chosen to represent the de-
sired accuracy of the network output. When a new hidden unit is added to the network, 
the parameters and weights associated with this unit are assigned as follows: 

1i neα + = ; 1i nXµ + = ; 1i n niXσ ϕ µ+ = −  (4) 

where  is the overlap factor that determines the overlap of the responses of the hidden 
units in the input space. The value for the widthói+1 is based on a nearest-neighbor 
heuristic.  

2.2   Dynamic Thresholds Definition 

Instead of detecting performance anomalies by a single RTT value that is predicted 
according to the RANN, a more proper approach is to find a specific interval of the 
predicted values that is highly likely to contain the actual value. This can be done by 
specifying some high probability, say 1-â, and then posing the following problem: Find 
an interval [Lth, Uth] such that P[Lth Xn+k Uth] = 1-â. We define the dynamic lower and 
upper thresholds respectively as Lth and Uth. For accurate anomaly detection, we define 
the new interval by using the probability of the absolute prediction errors. First, we 
define a threshold-sliding window that stores the prediction errors under normal net-
work status. Let us denote the PDF of the random variable in the threshold-sliding 
window is g(s). Then the interval (-S, S) which gives confidence that the prediction 
errors will have probability 1-âcan be calculated by the following expression: 

( ) 1
S

S
g s ds β

−
= −  (5) 

Therefore the dynamic lower and upper thresholds can be defined respectively as 
follows: 

( ) /(1 )th nL f X S= + ;  ( ) /(1 )th nU f X S= − . (6) 

2.3   Performance Anomaly Detection 

The network performance anomalies may present different characteristics that vary 
both in amplitude as well as time duration; so we define the anomaly detection based on 
the above thresholds, as a combined function of both magnitude and duration. We also 
define an anomaly violation sliding window with size T (0 T Tad),which will record 
the anomaly status if the RTT crosses the dynamic threshold. At last the anomaly 
violation condition is defined as follows: 
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where ( ) var[ ( )]t Z tσ = , Z (t) is the data in the prediction error window at time t, k is a 

constant that may be determined experimentally. When the RTT crosses the dynamic 
threshold, the violation magnitude and time will be recorded and an anomaly detection 
alarm will be sent out if inequality (7) is satisfied.  

 

Fig. 2. Time-series plot of original path RTT in a week 

 

Fig. 3. Time-series plot of modified path RTT in a week 

3   Experimental Results 

We evaluate the algorithm proposed in this paper using the end-to-end path RTT data 
measured by AMP project [12]. The end-to-end path is from Boston University to 
Clemson University, and measuring time is from Sept. 12, 2005 to Sept.16, five 
weekdays in a week. The time series plot of original RTT data is shown in Figure 2. 
First, we train the RAN network with the original RTT data, the parameters in the 
network is chosen as follows:åmax=1,åmin=0.01,ã=0.999, emin=0.01, e'min=0.1, =0.001, 
Tad=3,â=0.03, Q0=0.0003. 

Then we randomly insert some very large RTT values into the original RTT data to 
simulate network performance anomalies. The time series plot of the modified RTT 
data is shown in Figure 3. At last, the trained RANN for detecting any performance 
anomaly checks the modified RTT data. The result is listed in Table 1. The detection 
rate of the RANN-based method is very high. In the experiment, it reaches 96.25%. 
And the anomaly detection algorithm has small False Accept Rate (FAR) and False 
Reject Rate (FRR). 



188 W. Li et al. 

 

Table 1. Results of the RANN-based performance anomaly detection method 

Anomalies Detection Detection Rate(%) FAR(%) FRR(%) 
80 85 96.25 5.88 3.53 

4   Conclusions 

In this paper, we use the RANN based RTT prediction and dynamic thresholds for RTT 
anomalies detection. The experiment with real Internet end-to-end path RTT data 
shows validity of the method. Our ongoing work is centered on extending the method 
proposed here to automatic detect anomalies of multiple end-to-end paths simultane-
ously, which is very important for large scale network performance monitoring and 
management. 
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Abstract. By applying tomography theory which is highly developed in fields 
such as medical computerized tomography and seismic tomography to commu-
nication network, network tomography has become one of the focused new 
technologies, which can infer the internal performance of the network by exter-
nal end-to-end measurement. In this paper, we propose a novel Inference algo-
rithm based on the recurrent multilayer perceptron (RMLP) network capable of 
tracking nonstationary network behavior and estimating time-varying, internal 
delay characteristics. Simulation experiments demonstrate the performance of 
the RMLP network.  

1   Introduction 

To design, control and manage the network successfully and use its resource effec-
tively, its internal characteristics, such as link delay, loss rate and topology, have to be 
understood and described accurately. By applying tomography theory which is highly 
developed in fields such as medical computerized tomography and seismic tomogra-
phy [4] to communication network, network tomography [1] [2] [3] has become one 
of the focused new technologies, which can infer the internal performance of the 
network by external end-to-end measurement. Network tomography can be classified 
into stationary network tomography [1] [2] and nonstationary network tomography 
[3]. Stationary network tomography assumes that discrete probability mass functions 
(pmfs) are non-Time-vary over the measuring period, and maximum likelihood esti-
mator can be adopted to infer internal delay distributions parameter. Literature [1] 
adopt EM(Expectation Maximization)Iteration to approximate  maximum value of 
likelihood function, literature [2] adopts Multiscale Maximum Penalized Likelihood 
Estimator(MMPLE)algorithm to approach with a faster speed. Nonstationary network 
tomography regards pmfs of network queue delay as Time-vary, which better reflects 
the dynamic nature of the real network. Literature [3] adopts Sequential Monte Carlo 
(SMC) procedure to track time-vary average delay, and infers delay pmfs. But, bayes-
ian filter performance of particle filter (SMC) and Kalman filter depends on prior 
information of inference model. Since it is hard to use mathematical model to define 



 Recurrent Neural Network Inference of Internal Delays 191 

 

queue delay in real network, performance of inference in literature [3] will decrease or 
become instability. RMLP network [7] is a neural network with recursive connection, 
which make RMLP be able to memory and store, it is suitable to model nonlinear, 
complicated and dynamic nonstationary network queue delay dynamic performance 
system. Simultaneity, recurrent neural networks (RNNs) have shown better perform-
ance than feedforward neural networks (FNNs), since RNNs approximate infinite 
impulse response (IIR) filters while FNNs approximate finite impulse response (FIR) 
filters.  

2   Nonstationary Network Delay Tomography  

We collect measurements of the end-to-end delays from source 0 to receivers R in the 
network as shown in Fig 1, and we index the packet pair measurements by m=1,…,M. 
For the mth packet pair measurement, let y1(m) and y2(m) denote the two end-to-end 
delays measured. The ordering 1 and 2 is completely arbitrary. Dk is the random delay 
that would be encountered by a packet attempting to traverse the link (f(k),k) ∈L, 
Dk ∈ R+ ∪ }{∞ .The value Dk= ∞  indicates that the packet is lost on the link. The 

cumulative delay experienced on the path from the root to a node is =
kj kk DZ .If 

(i,j)∈R, we shall define y1=Zi,y2 = Zj,Y={y1(m),y2(m)}. 
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Fig. 1. Tree-structured network topology Fig. 2. Time-varying characteristic of link 
mean delay and delay pmfs 

In stationary network, because of delay independence, for finite i, 
)()()( )(0 jiAjiA kfk

i
jk −= = α ,k∈V\{0}. Based on y={y1(m),y2(m)} is measured, we 

are interested in MLEs of ik ,α , which is the collection of all delay pmfs. In nonsta-

tionary network [7], it is hard to define queue performance which changes with time 
as shown in figure 2. According to the above measurement model, we can define 
time-varying delay distribution to probe package m window R: 
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Where Di(l) is the delay which through probe package l experience link (which can 
not be observed) and })({1 jlzi = is the display function of the event. )},({ ,, mRp jiRi ≡α  is 

the delay time variety possibility of link i. in practice, the choice of R is based on 
known or assumed known dynamic of the network. We are interested in the average 
delay of each link as shown in figure 2(c), because average delay reflect time-varying 
characteristic. The average delay can be shown by the following equation: 
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3   RMLP Network Estimator 

3.1   RMLP Network Architectures 

RMLP network framework is adopted in this study. A simple RMLP network is 
shown in figure 2. The basic form of RMLP network is that all nodes of one level 
either are recursively connected, or are not recursively connected. Recursive connec-
tion means that each node of a certain level is connected with other nodes of the same 
level by unit delay. These recursive connections make the network be able to memo-
rize, being suitable for modeling dynamic system. Each processing unit of RMLP 
network can be shown by the following equation: 
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   ))(()( ],[],[],[ txgty ililil =  (4) 

)(],[ tx il  is the internal status value at the node i of level 1 of time t; )(],[ ty il  is the 

output at the node i of level 1 of time t; the sum ],[ ilb  is the bias of the node, providing 

the bias of each node in the network. w  is the weighed value which connects node i 

of level 1 to node j of level 'l . Besides, t is discrete time, and the index of the node is 

][,....,1 lNi = , the index of the sum level is Ll ,...,1= , )(],[ ⋅ilg  is activation function of 

each node, which can be liner or nonlinear function.  
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Fig. 3. Recurrent Multilayer Perceptron (RMLP) 
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The RMLP neural networks are used to construct single-step-ahead Estimators. The 
value of the inputs at the time t+1 step is predicted using time-series measurements 
up time t. In other words 

))(()|1( tUftty =+  (5) 

where )(mU  represents time-lagged values of the time-series, outputs )(⋅y  , or trans-
formations of the time-series, inputs )(⋅u  , up to time m . That is 

)]1(),...,(),1(),...,([)( +−+−≡ uy ntutuntytytU  (6) 

where ny and nu are the maximum number of lags in the outputs and inputs, respec-
tively. The function )(⋅f  can be approximated either by an RMLP. 

3.2   Training Algorithms for RMLP Network 

As like literature [7], Multi-stream DEKF algorithm [5] which is based on BPTT[6] is 
used to training RMLP, and it comprises the following five steps: initialization of 
network, introduction to training data, computation of network weighed values 
grads,network weighed values’ updating and training’s Iteration. 

1) Initialization: Initialization of RMLP network includes network forward 
weights, network feedback weighed values and initialization of internal status of the 
network. They are set as small random value with normal distribution in a certain 
range. 

2) Presentation of training data: Training data which we are interested in are 
whose period is 10 minutes to the path and link. It is generally inappropriate to select 
long data sequences to train a recurrent neural network. Each data sequence is truncated 
into many smaller segments for gradient calculation using standard truncated BPTT. A 
small portion of the training data at the beginning of each data sequence is used to develop 
network initial states rather than for training network weights (priming operation) [5]. 

3) Update of network weights: The network weight adjustments are computed by 
using multi-stream DEKF algorithm in which network weight directives are obtained 
using standard truncated BPTT as stated above. 

4) Update of network weights: The network weight adjustments are computed by 
using multi-stream DEKF algorithm in which network weight directives are obtained 
using standard truncated BPTT as stated above. 

5) Iteration: The new truncated training data is input into the network to compute 
RMS. Iteration will not stop until all the training data sequence’s accumulated aver-
age RMS error reach the minimum or a value which is small enough to be accepted. 

4   Simulation Result  

1) Experimental Data: To evaluate the performance of RMLP network in a more 
realistic circumstance, ns2 simulation tools are adopted to simulate the topology 
shown in figure4 to obtain the data needed by RMLP network training and test.  
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Fig. 4. Tree-structured network topology used 
for ns simulation experiments 

Fig. 5. Mean squared error of link delay pmfs 
and mean delay 

2) Training: The structure of our trained RMLP network is 2-10R-10R-1L, i.e. 
two inputs, possessing two completely recursive hiding level and a linear output 
node.  Multistream DEKF algorithm is set as follows: node-decoupled EKF is 
adopted. The number of streams is 10, priming length is 10, and trajectory length is 
also 200. A truncation depth of BPTT algorithm is 10. Figure 5 shows typical RMS 
error curves for training the RMLP for prediction of delay pmfs and average delay 
respectively. 
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Fig. 6. Delay pmf estimates in nonstationary 
scenario using RMLP network 

Fig. 7. Tracking of average delay on links 7 
and 9 over measurement period 

3) Testing: To test performance of the network, link and path data produced by dif-
ferent simulating periods are input. Figure.6 depicts the delay distribution estimates 
from typical ns simulations. and Figure.7 depicts the mean tracks of the ns experi-

ment. The time-averaged, normalized squared error: − 22
/ˆ

iiii mmm , mi is true 

value at time i and im̂  is estimate. Performance comparison of three algorithms for 

inference delay pmfs and tracking average delay are listed in Table 1 and Table 2, 
respectively. 
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Table 1. Performance comparison of three algorithms for inference delay pmfs 

 RMLP SMC ML-EM 
Link7 0.0650 0.4200 1.1500 
Link9 0.0591 0.1500 0.5000 

Table 2. Performance comparison of three algorithms for tracking average delay 

 RMLP SMC ML-EM 
Link7 0.0094 0.0400 0.1100 
Link9 0.0013 0.0400 0.0700 

5   Conclusions 

Our experiments demonstrate the potential of RMLP network for network delay to-
mography. We find that very good estimates of the delay pmfs can be obtained from a 
small number of measurements, and estimates of average delays are very robust, The 
RMLP network appears to track network behavior reasonably well, as demonstrated 
by the realistic ns experiments. In addition, recently, such neural network predictors 
have been implemented on a fixed-point arithmetic digital signal processor (DSP), 
and their real-time operation has been experimentally verified at video source traffic 
prediction application [8].Based on this work, we will develop real-time RMLP net-
work estimators for nonstationary network delay tomography. 
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Abstract. A new wavelet-based neural network architecture employing
the BiLinear Recurrent Neural Network (BLRNN) for time-series predic-
tion is proposed in this paper. It is called the Multiscale BiLinear Recur-
rent Neural Network (M-BLRNN). The wavelet transform is employed to
decompose the time-series to a multiresolution representation while the
BLRNN model is used to predict a signal at each level of resolution. The
proposed M-BLRNN algorithm is applied to the long-term prediction of
network traffic. The performance of the proposed M-BLRNN algorithm
is evaluated and compared with the traditional MultiLayer Perceptron
Type Neural Network (MLPNN) and the BLRNN. The results show that
the M-BLRNN gives a 20.8% to 76.5% reduction in terms of the normal-
ized mean square error (NMSE) over the MLPNN and the BLRNN.

1 Introduction

In recent years, various approaches have been proposed for time-series prediction
problems. These approaches have been traditionally performed by using linear
models and nonlinear models. Classical linear models such as the autoregres-
sive (AR) [1] and autoregressive moving average (ARMA) [2] models have been
widely used in practice. Another promising nonlinear model of time-series pre-
diction is the neural network(NN)-based model [3]. As shown in a wide range of
engineering applications, the NN-based models have been used successfully for
modeling complex nonlinear systems and for forecasting signals.

In this paper, we examine a multiscale neural network architecture for the
long-term prediction of a time-series. The multiscale architecture is based on a
novel technology developed in the signal processing community called the wavelet
transform[4]. The wavelet transform is employed to decompose a signal into a
multiresolution representation. By doing this, it provides many important corre-
lation structures, which are hidden in the original signal. The separated BLRNN
[5] model which has been proven to be very efficient in modelling a time-series
[5, 6, 7] is used to predict a signal at each level of resolution.
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2 Multiresolution Analysis with Wavelet Transform

The aim of multiresolution analysis is to analyze a signal at different frequencies
with different resolutions. It produces a high quality local representation of a
signal in both the time domain and the frequency domain. Therefore, the wavelet
transform is advantageous when dealing with a non-stationary signal like that
in time-series data. In order to deal with the time-series prediction, a redundant
Haar wavelet transform was proposed. The redundant Haar wavelet transform
is based on an à trous wavelet transform [8] in which the wavelet scale has the
same number of samples as the original signal to provide visually or graphically
related information at different scales.

The à trous wavelet transform was first proposed by Shensa [8]. In order to
calculate the à trous wavelet transform, a lowpass filter is used to suppress the
high frequency components of a signal and allow the low frequency components
to pass through. Then, the scaling function associated with the lowpass filter is
used to calculate the average of elements, which results in a smoother signal.
The smoothed data cj(t) at given resolution j, can be obtained by performing
successive convolutions with the discrete low-pass filter h,

cj(t) =
∑

k

h(k)cj−1(t+ 2(j−1)k) (1)

where h is a discrete low-pass filter associated with the scaling function and
c0(t) is the original signal. A suitable low-pass filter h is the B3 spline, defined
as ( 1

16 ,
1
4 ,

3
8 ,

1
4 ,

1
16 ).

From the sequence of the smoothing of the signal, the wavelet coefficients are
obtained by calculating the difference between successive smoothed versions:

wj(t) = cj−1(t)− cj(t) (2)

By consequently expending the original signal from the coarsest scale to the
finest scale, the original signal can be expressed in terms of the wavelet coeffi-
cients and the scaling coefficients as follow:

c0(t) = cJ (t) +
J∑

j=1

wj(t) (3)

where J is the number of resolutions and cJ(t) is the finest version of the signal.
Eq.(3) also provides a reconstruction formula for the original signal.

The discrete à trous wavelet transform is not appropriate for a time-series
prediction because it uses a symmetric low-pass filter which requires a future
data value in the calculation of the wavelet transform. In order to deal with this
problem, the redundant Haar wavelet transform is proposed. The redundant
Haar wavelet transform is precisely the same as the à trous wavelet transform
except that in the redundant Haar wavelet transform, the B3 spline filter is
replaced by a simple nonsymmetric filter (1

2 ,
1
2 ).
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Fig. 1. Example of the wavelet coefficients and the scaling coefficients

The smoothed data cj(t) or scaling coefficients are calculated as follow:

cj(t) =
1
2
(cj−1(t) + cj−1(t− 2(j−1))) (4)

while the wavelet coefficients are calculated by Eq. (2).
Fig. 1 shows an example of the wavelet coefficients and the scaling coefficients

for two levels of resolution over 1,000 samples from a Ethernet network traf-
fic data set. From the top to the bottom are the original signal, two levels of
the wavelet coefficients, and the finest scaling coefficients, respectively. As the
wavelet level increases, the corresponding wavelet coefficients become smoother.

3 Multiscale BiLinear Recurrent Neural Network

The BLRNN [5] is a simple recurrent neural network, which has a robust ability
in modelling nonlinear systems and is especially suitable for time-series data. It
has been successfully applied in modelling time-series data [5, 6, 7]. The multi-
scale BLRNN is a combination of several BLRNN models in which each model
is employed to predict the signal at each level of resolution. An example of the
multiscale BLRNN-based prediction scheme with three resolution levels is shown
in Fig. 2. In this scheme, the prediction of a time-series is separated into three
stages. In the first stage, the original signal is decomposed into the wavelet coef-
ficients and the scaling coefficients based on the number of resolution levels. In
the second stage, each scale is predicted by a separated BLRNN model using the
wavelet coefficients and the scaling coefficients at each resolution level as the in-
puts. In the third stage, the final prediction result is obtained by reconstructing
the prediction output from each BLRNN model using Eq.(3):
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Fig. 2. Prediction scheme of M-BLRNN with 3 resolution levels

x̂(t) = ĉJ (t) +
J∑

j=1

ŵj(t) (5)

where ĉJ (t) represents the predicted values of the finest scaling coefficients, ŵj(t)
represents the predicted values of the wavelet coefficients at level j, and x̂(t)
represents the predicted values of the time-series. By adopting the BLRNN in
the multiscale architecture, the M-BLRNN can learn the correlation structure
and the internal information at each level of resolution hidden in the original
signal because the original signal is decomposed into several simpler sub-signals
with the form of wavelet coefficients. At each level of resolution, the BLRNN can
learn the correlation structure and the internal information of the original signal
more efficiently than other neural network architectures such as the MLPNN.

4 Experiments and Results

In this section, we demonstrate the generalization performance and robustness of
the proposed M-BLRNN when applied to make a network traffic prediction. Real-
world Ethernet traffic data sets collected at Bellcore in August 1989 [9, 10] are
used to assess the performance of the proposed M-BLRNN. The above mentioned
traffic data is one of the most popular benchmark data that has been used for
evaluating network traffic predictors [11]. In this paper, the normalized mean
square error (NMSE) [11] is employed to measure the prediction performance of
the proposed algorithm.

The Ethernet traffic data sets used in experiments is the network traffic data
(i.e., the number of bytes transferred on the network per time unit), which are
collected at each 0.01(s) over two normal hours of traffic. They correspond to 106

samples of data. The data are then downsampled with the time scale 1(s) and
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Fig. 3. Prediction performance for Ethernet network traffic data

Fig. 4. Prediction performance with different resolutions

are normalized in range of (−1, 1), which is the range of the logistic function.
The first 1,000 samples are used for training the proposed M-BLRNN and the
other conventional algorithms while the remaining data are used for testing.

Fig. 3 shows the prediction performance versus number of steps for the tra-
ditional MLPNN and the BLRNN, and the proposed M-BLRNN in terms of
the NMSE. As can be seen from Fig. 3, the proposed algorithm outperforms
both the traditional MLPNN and the BLRNN. In particular, the proposed M-
BLRNN can successfully predict into the hundred of steps with no degradation
in the predictor’s performance. The traditional MLPNN and the BLRNN can
not do this.

Fig. 4 shows the prediction performance versus number of steps for two dif-
ferent resolution levels of the proposed M-BLRNN. As can be seen from these
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results, the prediction performance of the proposed M-BLRNN with three reso-
lution levels is better than that with two resolution levels. In other words, the
performance can be improved by increasing the number of resolution levels.

5 Conclusion

In this paper, we have presented a wavelet-based neural network architecture for
a time-series prediction. The new architecture is formulated by a combination
of the wavelet transform and the separated BLRNN models. The proposed M-
BLRNN is applied in the prediction of a complex and challenging network traffic
data. The successful prediction, into the hundreds of steps, provides sufficient
time intervals for a dynamic bandwidth allocation. Directions for further study
of the proposed M-BLRNN include investigating its robustness in modeling a
time-series and investigating its application to other practical problems.
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Abstract. In this paper, queue length in the buffer is considered as a scale to 
evaluate the quality of service of communication network. To realize that the 
system is stable and avoid the data congestion under complex environments, the 
neural networks predictor and controller are designed, which can predict the 
bursty available bandwidth for ABR traffic effectively and force the queue level 
in the buffer to the desired region, respectively. The fairness of different con-
nections is achieved through fair algorithm. The simulations verify the effec-
tiveness of the proposed scheme. 

1   Introduction 

In Asynchronous Transfer Mode (ATM) Networks, ABR service is the only one that 
can adopt a feedback mechanism to adjust the sending rate of sources according to the 
variable network environment. The feedback is realized by a special cell-Resource 
Management Cell (RM Cell). The source sends RM cells periodically and the destina-
tion returns them to source after it received them [1]. 

Since the priority of ABR is lower than VBR, CBR services, ABR can only use the 
remained bandwidth after the VBR, CBR utilize enough resources. In order to utilize 
as much bandwidth as possible and avoid loss of data, the congestion control of ABR 
is necessary. A number of rate-based ABR traffic management schemes have been 
developed in literatures. Among these, the ERICAA and its improved scheme, pro-
posed in 1995[2] and 2000[3], are practical for its simplicity. Recently several 
schemes, such as Smith principle, PID control, inverse adaptive control, were pre-
sented to deal with the congestion problems [4-6]. For the network conditions are 
changing all the time, researchers proposed some methods to predict the traffic of 
ABR or VBR to get more accurate information of network load. Internet traffic was 
modeled as Morkov, Bossion or ARMA process. Recently, researchers found net-
works traffic had long-range dependence character, and a FARIMA model is used to 
model the traffic flow. 

For these models cannot describe the character of network traffic accurately, the in-
telligent methods were introduced to solve the prediction and control. Literature [7] 
presented a method to predict the VBR traffic using Fuzzy-Neural networks, literature 
[8] gave a controller based on minimal resource allocation neural networks, which 
was well suit for on-line adaptive control of Internet. 
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In this paper, a traffic predictor and congestion controller are proposed based on 
Back Propagation (BP) neural networks, With the existence of constant traffic and 
VBR traffic conditions, the better performance of prediction and control are achieved. 

2   Network Model 

ATM network is a class of connection-oriented virtual circuit switching networks. 
Typical transfer process in ATM networks is shown in Fig.1. Before two users on a 
network can communicate each other, they should inform all intermediate switches 
about their service requirements and traffic parameters by establishing a virtual cir-
cuit. Many circuits can share network resources via store-and-forward packet switch-
ing and statistical multiplexing. Along a connection, there may be lots of switches. 
For simplicity, only one switch is considered, which is the bottlenecked node of the 
connection. 

 

Fig. 1. ATM networks date transmission 

The round trip time of the ith virtual connection, denoted by iT , is the sum of  

forward delay fiT  and the backward delay biT . It consists of propagation, queuing, 

transmission and processing time. We assume that it is time-varying but bounded 
parameter, whose upper bound is { }iTT max:max = . We can get the dynamic model. 

( ) ( ) ( ) ( )1 SatBq k q k R k T D k T+ = + ⋅ − ⋅  (1) 

Where { }SatB x  is a saturation function, and its lower and upper bound are 0 and B, 

respectively. In Eq.(1), ( )q k  and ( )R k  are respectively the queue length and whole 

sending rate of VCs at time k , ( )D k  is the available bandwidth for the ABR service, 

and B  is the buffer size. Then, the open loop system can be represented by 

( ) ( ) ( ) ( ) ( )
1

1 Sat
d

B i
i

q k q k l k r k i D k T
=

+ = + − − ⋅  (2) 

where ( )r k  is the control law and can be written in the ER field in the backward  

RM cell during the next period and { }maxint /d T T= . Here the queue length is viewed 

as a scale to evaluate the performance of network. If the value of ( )q k  can be kept at 

a constant level or in a small range near the desired value, we can say that the avail-
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able resource is utilized sufficiently and there is no cell lost. From eq.(2), we can see 
that the system is a nonlinear and discrete model. 

3   Design of Flow Management Scheme 

First we consider the structure of the predictor and controller. Specific knowledge of 
the statistic behavior of input traffic is necessary for every control scheme. The more 
information of traffic is known, the better performance may be achieved. The tradi-
tional model, either short-range dependence process or random process, cannot accu-
rately characterize vary rapid changes in the bit rate variations of the traffic over short 
time intervals. Even ones can get the predictive value, it may be far away from the real 
value. So, we propose the predictive method based on neural network. The neural 
network used here is BP network. Given the past data, the neural network predictor 
(NNP) can predict the dynamic change in a next step, even several steps. This is to say 
the neural network can capture the unknown complicated relationship between past and 
future cell arrival rate of traffic. The architecture of the predictor is shown in Fig.2. 
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3x
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MN

1−z

2−z

3−z

Iz−

( )nD̂

( )nD

+
-

( )neD

 

Fig. 2. The architecture of the predictor 

Where 
( )Iixi ,,2,1=    the arrival rates at time ( )in −  respectively, i.e. ( )inx − . 

( )nD    the available bandwidth at time n . 

( )nD̂    the predictive value of arrival rate at time n . 

( )neD   the error between ( )nD  and ( )nD̂  at time n . 

MN ,    the neuron numbers of input layer and hidden layer, respectively. 

The active function of the neuron is chosen as Sigmoid function, given by 

( )[ ] ( )( ) 1
1

−−+= tx
i

ietxF . It need be pointed out that the number I  decides the capacity 

of input information, and it is clear that the larger I  is, the more the collected infor-
mation of past time will be, but it results in the complication of network structure. 
While the selection of the number of hidden layer neuron is an opening problem, 
and it is chosen according to practice. 

The structure of congestion controller is similar to the above description. It is a 
single hidden layer BP neural network. The inputs are predictive available bandwidth, 
queue length, control law and their stored values in the past time. The block diagram 
of the complete system is shown in Fig. 3. According to the experiments, the parame-
ters are chosen as shown in Table 1. 
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Fig. 3. The block diagram of the system 

Table 1. The parameters of the predictive and control neural networks 

 NN1 NN2 

Parameters  I=4 J=2,K=1,M=2 

Architecture  N=4,M=16 N=6,M=8 

 
Next we consider the fairness of different connections. MAX-MIN fairness is a 

frequently adopted fairness criterion. For a VC with one bottleneck link, its band-
width allocation is limited by the amount allocated in the bottleneck link. So the VCs 
bottlenecked at the same link have an equal amount of bandwidth allocation. Our 
proposed method is based on the framework of ER feedback mechanism. The RM cell 
is sent from the source every rmN  cell with the initial ER value. When it passes by a 

switch, the associated controller computes the available resource for each source. 
We assume that there are K  connections bottlenecked here totally. The sending 

rate ( )r n  calculated by controller need satisfy the following constraint. 

( ) ( ){ }nrnr PCRMCRs ,Sat=  

where, MCR and PCR are lower and upper bound of sending rate. 
For each connection bottlenecked here, the absolute/ideal fair rate is  

( ) ( ) Knrnr sfair /=  

Since the existence of estimated error during above phase, the calculated rate may 
be larger than the ER value stored in the received RM. Then the bottleneck link is not 
located here. The ER value cannot be changed. In this phase, when the switch re-
ceives the backward RM(BRM) cell, the rule of modifying ER field is  

( ) ( ){ }nrERnER fair,min=  

Thus we get dynamic fair rate allocated to each VC. 
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4   Simulations 

The network topology under consideration here is shown in Fig.4. We assume that the 
VBR represents the traffic with high priority. It is clear that, for source S1,S2,S3, L1 is 
the only bottleneck link. 

 

Fig. 4. The topology of ATM networks in simulation 

First, we analyze the performance of predictor. Consider a typical kind of traffic 
flow, Fractional Auto-Regressive Integrated Moving Average process, which is detailed 
in literature [9]. Now we use the neural network predictor mentioned above to predict 
the data flow, which has different feature of long-range. Here we choose 2.0d , to 
examine the approach ability. The results of prediction are shown in Fig.5(a). We see 
that the error between the predictive value and the ( )qdp ,,FARIMA  series is small and 

acceptable.  
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Fig. 5. (a) The predictive result with d=0.2 (b) The queue length of switch 1 

Next, we analyze the control performance. The FARIMA process (d=0.2) is 
viewed as the background traffic. The driven random time series is 

( )2700,015000 N+ . The maximum transfer delay is 50ms, which is in accordance 
with a wide area networks, and the desired queue length is 1000cell, i.e. 

ms50max =τ , 1000=DQ cell. Link 1 is the bottlenecked link for source 1. The queue 
length at switch 1 is shown in Fig.5(b). The queue length has a certain wave, but it 
does not overflow the buffer. We can say that the system is stable, and there is nearly 
no cell lost. It is to be pointed out that the violent oscillation of background traffic or 
too small buffer size will result the data lost. Once the buffer size and desired queue 
length are determined according to the practical networks environment, the better 
quality of service can be gained.  
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5   Conclusions 

The BP neural networks are used in congestion control of ABR service in ATM net-
works. The predictor and controller are designed to achieve desired performance. The 
intelligent control method can reduce the response caused by disadvantageous factor, 
such as varied round trip time, saturation nonlinear feature. The fairness of VCs is 
achieved using the fair algorithm further. The simulations show the effectiveness of 
the proposed scheme. 
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Abstract. The increment of intrusions and bad uses in computer sys-
tems and internal networks of a great number of companies has caused
an increase in concern for computer security. For some time one comes
applying measures based on fire walls and in systems of intrusion detec-
tion (IDS). In this document we present an alternative to the problem
of the IDS based on rules, using two different neural networks, a Multi-
Layer perceptron, and a self organizative map. A series of experiments
are carried out and the results are shown to be better than others found
in the literature.

Keywords: intrusion detection system, neural networks, self organiza-
tive map, perceptron.

1 Introduction

Security in computers has been studied as a discipline since 1970. It refers to the
measures and controls that protect the information systems against the negation
of service and the authorisation absence (accidental or deliberately) to reveal,
to modify, or to destroy the information and data systems [1][2]. However, the
scientific community dedicated to the computer system security, has noted that
technical prevention is not enough to protect the systems, such and like it was
proven in the year 2000 with the socalled Distributed attacks Denial of Service
(DDoS) [3]. These incidents demonstrated that technical prevention is inade-
quate, although the true reason is that the developed systems of information
are not certain, since they can have cracks in the implementation, as well as
shortcomings in the design. Intrusion detection was proposed as a complement
of technical prevention.

2 Experimentation Proposal

The proposal to palliate the main limitation of the traditional IDS and their
inability to recognize attacks lightly modified regarding the patterns with those

J. Wang et al. (Eds.): ISNN 2006, LNCS 3973, pp. 208–213, 2006.
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that carry out the comparisons, is the use of neural networks. By means of
this proposal it is sought to prove that by means of using a neural network, it
is possible to carry out the distinction among packages that represent normal
flow in a computer network, and packages that represent attacks. Concretely
we will carry out the experimentation with a ML perceptron, and with a self
organizative map (SOM) [6] as for the type of IDS that we will implement using
neural networks, it will be an IDS host.

2.1 Selection of the Data

The first thing that it is necessary to think about when training a neural network
is what data will contain the samples that it uses as entrances, so much to train
as for checking. This belongs since the most important decision that can betaken,
will depend in great measure the distinction capacity that can acquire the neural
network works once the training is concluded. For the election of these data,
they have taken as reference the data that a traditional IDS uses, concretely
’Snort ’, the one which, apart from using numerous data characteristic of the
packages TCP, UDP, or ICMP, it also considers the content of the very package.
This is since something that outlines a serious problem, in principle that this
was the most important fact to distinguish among a dangerous inoffensive and
other package, but it is very complicated to introduce the content of the data
of the package in a neural network. Finally we have opted to take out four
characteristics of the same one in statistical form of probability of the four more
frequent characters that appear in it. The data used is the Table 1. In total there
are 29 entrances, which have been introduced to the network for each package,
but keeping in mind that when the package belongs to a protocol, the data of
the other protocols will be represented as nonexistent (for example introducing
the fact 0, or any other value that suits). When introducing the previous data
to the neural network, they have been normalized between 0 and 1 choosing a
maximum value for each item.

2.2 Obtaining of the Data

To obtain the dangerous packages two machines are used, one from which the
attacks rushed using the scanner ”Nessus” and another from which those pack-
ages were captured using the traditional IDS ”Snort”. In total 433 dangerous
packages were obtained. To obtain the inoffensive packages, a real computer net-
work is used, that is to say, where the habitual packages flow in any company or
corporation where it seeks to settle an IDS. Finally the study has been carried
out using a small departmental net. The fact that the IP address origin and the
destination are the same one in all the packages doesn’t rebound in the obtained
results, since that information isn’t kept in mind. Between Windows and Linux
5731 inoffensive packages were obtained. Next the two neural networks, the ML
perceptron and the self organizative map, are explained. It is necessary to indi-
cate that because the inoffensive training packages are much bigger in number
that the dangerous training packages, when training both neural networks, it
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Table 1. Data used

Head IP of the package: Head TCP of the package:
Port origin Flag 1
Port destination Flag 2
Protocol Flag OR
TOS Flag TO
Size of the head IP Flag P
Total size of the package Flag R
Reserved Bit Flag S
Don’t Fragment bit Flag F
Fragments bit live Size of the window
Number of options IP Size head TCP

Number of options TCP
Head UDP of the package: Content Package:
Size of the head UDP + data (Len) Percentage of the most frequent datos1

Percentage of the most frequent datos2
Percentage of the most frequent datos3
Percentage of the most frequent datos4

Head ICMP of the package:
Message type (Type)
Code of the message (Code)
Protocol of the original package

has left introducing alternating a dangerous inoffen-sive and other package, and
when these last they have finished, then they went by the network again until
all the inoffensive packages finish happening.

3 Multi-layer Perceptron

For our case of ML perceptron, guided to distinguish among inoffensive packages
and packages that represent attacks to a host in a computer net, the configuration
that we have adopted is the following one: The activation function for each
neuron should be continuous and derivable, so the network can store information
on the exit of each neuron in a more precise way, only not differing between 0
and 1, that is to say that the exit can take values in the continuous one between
0 and 1. For this end, a sigmoidea function has been used. The number of neurons
in the first layer is similar to the number of data that is extracted of each package,
in this case 29, and in the exit layer, since we will only distinguish between two
possible values, we only use a neuron whose exit will indicate that the analyzed
package is inoffensive when it is smaller or the same as 0.5, and will indicate
that the analyzed package is dangerous when the exit is bigger than 0.5, since
the exit is enclosed between 0 and 1 for the activation function, and the training
exits have been introduced as 1 for dangerous packages, and 0 for inoffensive
packages. Only a hidden layer has been used. After carrying out diverse tests
varying the number of neurons of this layer, we obtained the best results with a
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number of 30. The learning rate that has been used is variable. It begins with a
value of 0.5, and when the error begins to oscillate (the oscillations are detected
when the error ascends 4 times after 8 histories) it diminishes in 0.2 units. If the
error continues oscillating, it must descend the value again of a, until it arrives at
0.1. If it continues oscillating it is lowered up to 0.06, and it no longer is lowered
more. After proving several values for the moment, the one that had given The
half error of each history in the learning, something that will be good to check
if the error is lowered in each history, is calculated adding the error of all the
samples of the history and dividing it among the number of samples, where the
error of each sample is indicated in the equation ( 1)

E(hist) =
1
N
·

N∑
p−1

E(p). (1)

4 Self Organizative Map

The second proposal of neural networks work that has been proven to distinguish
inoffensive packages from dangerous packages is based on unsupervised learning,
concretely it is a self organizative map [6]. For our case of recognition of inoffen-
sive packages and dangerous packages of a computer net, where the extracted
information of each package is composed of 29 data, a rectangular SOM has been
used (toroidal) size 40 x 40, since it has been proven with sizes of 5 x 5, 10 x 10
and 20 x 20, and the error of each history oscillated too much, indicating that
clusters was superimposed, and therefore it lacked space so that these groupings
are formed without blocks among them. It has also been proven to use sizes of
30 x 30 and 50 x 50, but 50 x stops 50 the results they were the same ones that
using a size of 40 x 40, and 30 x stops 30, the results were a little worse. It is
also necessary to consider that as much as adult is the size of the map, more
will take a long time as much in the training as in the recognition, and this last
is something to keep in mind if one wants to implant the system in a computer
net, and that it works in real time, the minimum map size has been chosen for
the reason that offered better results. The distance function used to measure
the difference between a training sample and each neuron of the SOM has been
the distance euclidea. As for the coefficients of upgrade of weights (Cp) for the
winning neuron, and their neighbours, the following ones have been used, after
having proven other values and to see that they didn’t work better: Cp for the
winning neuron: 0.9 Cp for the neighbouring neurons of level 1: 0.1, Cp for the
neighbouring neurons of level 2: 0.005, Cp for the neighboring neurons of level
3: 0.0005]. The error of each sample is measured by the distance to the winning
neuron, equation( 1).

5 Obtained Results

It is necessary to say that the obtained results have overcome the initial expec-
tations, since the fact of being able to distinguish between inoffensive packages
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and dangerous packages without totally looking at the content of data of the
package was something that was thought it could only be gotten in a moder-
ate percentage of successes, but the percentage of successes gotten in the test
overcame 90%. The first thing that is necessary to decide in this stage is how
to measure the results. Since This is a problem bigger than which was thought
of in principle, we don’t prepare more than 433 dangerous packages with those
that to train and to test, and neither you can prove the result of the training of
the neural network work installing it in a computer net, since the surest thing is
it meets with packages completely different from the packages with those that it
has trained in the small network of two machines used in the project. Concretely
80% of the packages has been chosen for training, and 20% for testing, as much
for the inoffensive packages as for the obtained dangerous packages. The results
will measure them in terms of percentage of successes obtained in the testing
packages that will be: inoffensive, dangerous packages, and the entirety of them.

5.1 Results of the Multi-layer Perceptron

Next a summary of the error is shown after each history in the training of the
multilayer perceptron that has given better results, since this depends in great
measure of the random initialization of the weights. We will indicate the errors
of the first 10 histories, and then we will go advancing more quickly, since it
allowed to train until the error didn’t lower more, and there were 2153 histories
(min error= 0,002132). The results as for success Package types approximate
number of packages of training Inoffensive packages. Dangerous packages the
rate of success of all the test packages, approximately 1233, is of 0.984750. To
check that the obtained results have not been fruit of chance when selecting
the training packages and the test packages, they have been carried out 3 more
trainings, each one with a division of training packages and of different test. The
results, after 100 training test are the Table 2.

Table 2. 100 training test results

Division 1 Division 2 Division 3

Success inoffensive test packages 0.863755 0.849877 0.947186
Success dangerous test packages 1.000000 0.988372 0.876712
Success in all the test packages 0.872340 0.859004 0.942997

5.2 Results of the Self Organizative Map

Next the same thing will be shown for the training of the self organizative map
that has given better results. The configuration of the number of neurons of the
map and other parameters are previously the suitable ones. It is necessary to keep
in mind that the mensuration of the error is not calculated in the same way that
in the ML perceptron, for what the comparison in that sense is not possible. Yes
it will be possible to compare the rate of successes. We will indicate the errors of
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the first 10 histories, and then we will go advancing more quickly, since it allowed
to train until the error didn’t lower more, and they were 85 histories (min error=
0.004966).. The rate of success of all the test packages, approximately 1233, it
is of: 0.991235. To check that the obtained results have not been fruit of chance
when selecting the training packages and the test packages, 3 more trainings have
been carried out, each one with a division of training packages and of different
test, The results, after 10 histories of training, are the Table 3.

Table 3. 100 training test results

Division 1 Division 2 Division 3

Success inoffensive test packages 0.995442 0.996567 0.997567
Success dangerous test packages 0.924051 0.911111 0.891304
Success in all the test packages 0.990646 0.990438 0.990189

6 Conclusions

Managing the detection of attacks is something complicated, since continually
new exploits arise and the at-tackers invent new ways to penetrate the systems.
The use of the neural network can suppose a great advantage in the detection of
these attacks, since they have the capacity to detect attacks that they have not
memorized directly. As a final conclusion one can say that the intent of checking
if a neural network work could learn how to distinguish inoffensive packages of
dangerous packages has been an entire success, still without using the whole
information of the content of each package.
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Abstract. This paper presents a secure scheme to enhance the transmission 
security of content-based hidden biometric data over insecure network. Encryp-
tion, coding, spread spectrum modulation, and data hiding techniques are used 
to improve the security and secrecy of the transmitted templates. Secret keys are 
generated by the biometric image and used as the parameter value and initial 
condition of the chaotic maps, and each transaction session has different secret 
keys to protect from the attacks. Templates are encrypted by chaotic encryption, 
encoded by BCH encoding method, modulated by chaotic neural network 
parameter modulation (CNNPM), and then hid into the cover image. Experi-
mental results show that the security, performance, and accuracy of the 
presented scheme is encouraging comparable with other methods found in the 
current literature.  

1   Introduction 

Biometric is defined as measurable physiological and/or behavioral characteristics 
that can be utilized to verify the identity of an individual. It includes fingerprint, hand 
geometry, palm print, voice, face, and iris recognition etc [1] [2] [3]. Biometric data is 
unique, but it does not provide secrecy. Only biometrics is not a panacea for the 
secrecy of data because it has some risks of being hacked, modified, and reused 
whenever it is sent over the network, so there is a need to protect biometric data from 
different attacks. To promote wide spread utilization of biometric techniques, an 
increased security and secrecy of its data are necessary. Steganography, cryptography, 
and watermarking can be used to achieve the biometric data security and secrecy [4] 
[5] [6]. Some schemes related with watermarking and steganography are proposed for 
the biometric data security. Due to the brevity, we refer readers to [4][5][7][8] for 
related work. To improve the security and secrecy, this paper presents a novel 
content-based hidden transmission scheme of biometric templates. Spread spectrum 
technique is utilized, in which Biometric templates are encrypted by chaotic 
encryption method and encoded by error correction code. Chaotic neural network 
parameter modulation (CNNPM) is employed to modulate the encrypted and encoded 
biometric templates and then, templates are hid into the cover image. Because chaotic 
trajectory is sensitive to its initial condition and parameter value, and biometric is 
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random at each enrollment of the subject [9], so the secret keys are generated from the 
biometric image and used as the parameter value and initial condition of the chaotic 
map. Thus, we use biokey i.e. biometrically generated keys as the secret keys of the 
chaotic map. Our method utilizes discrete wavelet transform (DWT) to hide biometric 
data, Moreover, detailed experimental and simulation results show that the proposed 
scheme is effective for hidden biometric templates transmission in terms of noise 
performance, robustness against attacks, and payload. In addition, its implementation 
is simple and security is higher than conventional schemes. 

2   Proposed Scheme 

The proposed model is depicted in fig. 1. In the following subsections, we review all 
of the proposed modules in detail. 

 

(a) 
 

(b) 

Fig. 1. Proposed Secure Transmission Scheme (a) Client side process; (b) Server side process 

2.1   Secret Key Generation  

Before secret keys generation, we capture the iris-biometric of user by the CCD 
camera. Two captured iris images of a person are shown in Fig. 2. We extract the iris 
features by the process and method described by John Daugman [2], the inventor of 
the iris recognition system. The statistical properties of iris-biometric are very random 
and have about 244 degree-of-freedom, means features, to identify a person [2]. The 
two irises of the same person have different features, which make iris-biometric a 
good candidate to use for the identification [27]. The pixel value distribution of the 
captured iris images are different at every instant, because of different posing, 
illumination effects, distance of a person from camera, and so on, as it can be seen in 
 

          

(a)                          (b) 

Fig. 2. Iris images of a person captured by CCD camera 
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Fig.2. Both, figures 2(a) and 2(b) are captured during a short break of few seconds, 
but the pattern got from the camera is different and gray value distribution is changed 
due to the eye-movement and other factors [10]. 

These characteristics make iris-biometric images a good candidate to generate the 
secret keys for the chaotic map. As the chaotic trajectory is sensitive to its initial 
condition and parameter value, so these values can be generated from the random 
pixel value distribution of the captured iris images from the camera. Assume that the 
iris gray image is X  with size NM × . It can be represented as: 

},0,0),,({ NjMijixX <≤<≤=  (1) 

}12,...,1,0{),( −∈ Ljix   

where L is the number of bits to represent a pixel.
In the following steps, we generate secret keys to be used in the encryption process 

of the iris templates. 

1. Randomly select two pixel values from the x-axis and y-axis of the iris image 
which are px and py, respectively. 

2. Subtract these values and divide by the total gray scale of the image, as shown 
in the following equation. Note that all captured iris images are gray images. 

N

ppabs
V yx )( −

=     10 ≤< V  (2) 

where abs() returns absolute value of the two subtracted pixel values and N is 
the number of pixel bits of the iris image. 

3. Now, generate the parameter value by the following equation [17]: 

≤−+
>+

=
57.0)43.0(57.3

57.03

VV

VV
Sk  (3) 

4. We use following equation to generate the initial condition of the chaotic map: 

)( VVabsp −=       10 ≤< p  (4) 

where V  is the ceiling-value of V and abs() returns the absolute value. 

2.2   Biometric Template Encryption and Encoding 

In this paper, we utilize chaos to encrypt the biometric templates. In our method, for 
the encryption, we use a chaotic sequence to encrypt the biometric template. We use 
Logistic chaotic map to generate a sequence of real numbers [7][11][12]: 

)1()(1 nnnn xxxgx −==+ λ  (5) 

Where 457.3 ≤< λ , the sequence is non-periodic, non-convergent, and very 
sensitive to the initial value, which is used as a secret key. Because the stream 
generated by logistic map is a sequence of real numbers, so the output sequence of 
equation (5) is quantized into binary stream by the following threshold to perform 
XOR operation with the biometric template.  
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n

x

x
nc  (6) 

The normalized sequence is }1,0{)( ∈nc and the biometric template is 

}1,0{)( ∈ns . We use XOR operation to encrypt the template, and the encrypted 

template is obtained by: 

=

⊕=
N

n

ncnsnq
1

)()()(  (7) 

where N is size of the biometric template and generated chaotic sequence. 
Now after encryption, the encrypted biometric templates are encoded by the error-

correction coding (ECC) method which is used to improve the performance of the 
system in terms of bit error probability. For this purpose, we use Bose–Chaudhuri–
Hochquenghem (BCH) codes, which are cyclic linear block codes and allow a large 
selection of data block length, code rates, alphabet size, and error correction 
capability [13]. The encoded template is represented by e(n). 

2.3   Spread Spectrum Modulation 

In this paper, we use a chaotic neural network spread modulation method to generate 
such noise-like signals. We introduce an effective scheme called chaotic neural 
network parameter modulation (CNNPM) method [14],[15] to modulate the encrypted 
and encoded biometric template. The main advantages of chaotic parameter 
modulation (CPM) technique are its robustness to synchronization errors and potential 
higher capacity [16]. 

In the CNNPM process, we use Tent and Chebyshev maps. Tent map, which is a 
piecewise linear chaotic map (PWLCM), is the simplest kind of chaotic maps from 
the view point of implementation and realization [17]. Tent map also have uniform 
invariant density and good correlation property, which is very important in the 
cryptography and pseudo-random sequence generation [18].  

∈−−
∈

=
]1,(,)1/()1(

),0[,/
)(

pxpx

pxpx
ib  (8) 

where: p satisfies 10 << p . The value of p is used as a secret key i.e. SK2, which 

is generated in equation (4). The generated sequence by equation (8) can be 

represented as: })({ 1
0
−

=
N
iib . 

To generate the chaotic neural network parameters [15], we perform the following 
operations: 

1. First, we calculate )(np by:  

−

=

+−=
1

0

)8(21)(
N

i

iNbnp  (9) 
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2. The biases iθ  are computed as follows: 

−

=

+=
1

0 2

)8(2N

i
i

iNbθ  (10) 

3. Now, the parameters )(nµ  for modulation are generated as follows: 

[ ]
−

=

+×=
1

0

))()(()(
N

i
iibnpn θµ  (11) 

After generating bifurcation parameters, we limit them in a manner to ensure that 
all the values of )(nµ  lie in the chaotic range of Chebyshev map i.e. 

]2,3.1()( ∈nµ . Chebyshev map is an interesting chaotic sequence generator, whose 

chaoticity can be easily verified by rigorous mathematical analysis [19]. The 
sequences generated by Chebyshev map have good statistical properties and are 
pseudorandom in nature. Chebyshev map is defined by equation (12): 

]2,3.1(],1,1[,))arccos(cos(1 ∈−∈=+ µµ zzzn  (12) 

The value of µ  is generated in equation (11), which is used as the bifurcating 

parameter of Chebyshev map. Each bifurcating parameter ],[ maxmin µµµ ∈  has a 

unique invariant Ergodic measure for the chaotic map [14]. The sequence generated 
by equation (12) used for modulation and the modulated template can be represented 
by )(nw . 

2.4   Biometric Template Hiding  

In DWT-based data hiding, an image is decomposed into four bands; low frequency 
(LL), high frequency (HH), low-high frequency (LH), and high-low frequency (HL) 
sub-bands. The lower sub-band is not suitable for data hiding, because it contains the 
important information of an image and image quality is degraded when the data is 
embedded. For this reason the modulated biometric template is used as hiding 
position of LH2, HL2, and HH2 sub-bands. To avoid overlapping of data allocation 
and modification of pixel value, we select the data hiding position separated with at 
least one pixel. The same pixel should not be selected as embedding/hiding position 
in selecting the procedure. If size of the biometric template is large, we can also select 
the pixels in HL3, LH3 and HH3 for embedding e.g. the template size of multimodal 
biometric template is large, which can contain face, voice or iris together. 

After that, we compute neighboring symbol’s mean value of selected pixel by 

using (13). The pixel value of the data embedding position is jix , , and the mean value 

of the neighboring value is jim , , then we compute jim ,  using the following formula: 

),,,( 1,,1,11,, ++−−= jijijijiji xxxxmeanm  (13) 

After computing the mean value, we embed the encrypted iris template into the 

selected pixels and generate flags ( jif , ) by the following steps: 
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If the selected jix ,  is bigger than the mean value jim ,  and 1, =jiw , we change 

jix , with jix ,′  using (14) and create a flag jif ,  that contains value of 0.  

0
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where α  is the data hiding/embedding strength. 

If the selected jix ,  is bigger than mean value jim ,  and 0, =jiw , we change 

jix , with jix ,′  using (15) and create a flag jif ,  that contains value of 1.  
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If the selected jix ,  is smaller than the mean value jim ,  and 1, =jiw , we change 

jix , with jix ,′  using (16) and create a flag jif ,  that contains value of 2.  
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If the selected jix ,  is smaller than the mean value jim ,  and 0, =jiw , we change 

jix , with jix ,′  using (17) and create a flag jif ,  that contains value of 3.  
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These equations describe that the modified value jix ,′ is proportional to the original 

value of the image jix , , which makes the hidden iris-biometric template more robust. 

The generated flag jif ,  is stored in the database and is used in the template extraction 

procedure. After this process, we take the inverse transform of the host image using 
inverse discrete wavelet transform (IDWT) to reconstruct the stego-image. Now, the 
stego-image can be transmitted to the authentication server to perform identification 
of the claimed identity. 
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2.5   Template Extraction 

On the authentication server side, for the hidden data extraction, we transform the 
stego-image using second level discrete wavelet decomposition, as it was decomposed 
in the template hiding/embedding process to extract the data from LH2, HL2 and 
HH2 sub bands. From the transform image, we find the embedded location of hidden 
template by using the same key, which was used in the hiding procedure. After then, 

we compute neighbor’s mean value jim ,  using the same method described in data 

hiding process and generate a flag jif ,′ and then generate jiw ,′  using the opposite 

procedure described in flag generation and template hiding process in subsection 2.4. 
After successfully extraction of the biometric template from the received stego-

image, we perform demodulation. The biometric templates are demodulated by the 
same method as described in the subsection 2.3. The demodulated template is 
represented by )(nd ′ . After demodulation, we decode biometric templates by the 

same BCH codes as used in encoding process and decoded template is represented 
by )(nq′ . Decoded biometric templates are decrypted by using the symmetric secret 

key, which was used in the encryption process. The same chaotic sequence )(nc  is 

generated by the chaotic decryption system and applied on the decoded template i.e. 
)(nq′ . We utilize the following formula for the template decryption:  

=

⊕′=′
N

n

ncnqns
1

)()()(  (18) 

At the end, to perform matching of decrypted templates, we compare )(ns′ with 

the original template that is stored in the database. Equation (19) is used for this 
matching process. 

)()(
1

1

nsns
N

M
N

i

⊕′=
=

 (19) 

where the Boolean operator (XOR) equals 1, if and only if the two bits are different. 
Here, N is the size of the template, and )(ns is original template stored in the 

database. We may define a matching threshold according to the criticality and usage 
of the system. 

3   Experimental Results and Discussions 

In this section, we discuss experimental results performed during the research of this 
work. To evaluate the performance of the proposed method, portions of the research 
in this paper use the CASIA iris image database collected by institute of automation, 
Chinese academy of sciences. CASIA iris image database (ver 1.0) contains 756 iris 
images from 108 eyes [20]. 

A well designed data-hiding system should fulfill the ‘Kerchoff’s’ principle of 
cryptography [21]. In our system, we generated secret keys from the iris-biometric 
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image i.e. biokey, because biometric is a potential source of high-entropy and has 
been suggested as a way to enable strong, cryptographically-secure authentication of a 
person without requiring them to remember or store traditional cryptographic keys 
[9]. To perform the experiments, we used biokey as the parameter value and initial 
condition of the chaotic map. The results that the generated keys are very sensitive 
and a tiny amount of change can abruptly change the behavior of the system. As an 

example, at the encryption end, we used the secret key kS =0.345, but when we 

decrypted the data by a slightly different value of the key i.e. kS =0.3450000000001, 

then the recovered data is different. Hence, our encryption module is very sensitive to 
the secret keys mismatch (10-14). Furthermore, the dynamic secret key i.e. biokey 
generates a sequence of different pseudorandom numbers at each transaction session. 

    
(a)                      (b)                          (c)                          (d) 

    
(e)                        (f)                          (g)                           (h) 

Fig. 3. Sample cover images (a-d) and watermarked stego images (e-h) (New York image 
courtesy of Patrick Loo, University of Cambridge, others from USC-SIPI) 

The embedded iris-biometric template size is 512 bytes, which depends on the 
feature extraction and image processing algorithms and varies from system to system 
[2]. We performed experiments on different cover-images as shown in Fig. 3. We 
used Baboon, Lena, New York, and Sailboat images for the experiments and the 
extracted iris-biometric data is exactly the same as it was encoded. The hidden data 
extraction performance in comparison with others is shown in Table 1. 

Table 1. Comparison of the proposed method (In %) 

Image Method in [22] Method in [5] Our method 
Lena 99.57 99.78 99.86 
Baboon 91.79 100 99.84 
Sailboat 73.87 99.78 99.81 
New York 98.49 99.78 99.79 
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Furthermore, Gunsel et al. [5] and Jain-Uludag [4] didn’t apply encryption on the 
biometric template before or after the embedding/hiding, so their method is 
susceptible if a hacker becomes successful in extracting the hidden biometric data 
from the transmitted stego-image. Thus, their scheme is vulnerable to the so-called 
copy attack [23][24], where any unauthorized person can copy hacked biometric data 
from the host image and misuse it on purpose. 

4   Conclusion 

In this work, we have presented a novel scheme to improve the transmission security 
of content-based hidden biometric templates, in which encryption, encoding, spread 
spectrum modulation, and data hiding methods are combined to ensure the 
authenticity, confidentiality, and integrity of the transmitted templates. We generated 
secret keys from the biometric data and used as the parameter value and initial 
condition of the chaotic map. We encrypted biometric templates by chaotic encrypt-
tion, encoded by BCH encoding method, modulated by chaotic neural network 
parameter modulation (CNNPM), and then hid into the cover image, which makes our 
system more secure and protected from the copy attack. Due to the excellent time-
frequency features and well matching to the human visual system (HVS) characteris-
tics, we used DWT to hide iris templates. Furthermore, we performed a series of 
experiments to evaluate the proposed system. Moreover, we carried out extensive 
quantitative comparisons among some existing methods and provided discussions on 
the overall experimental results.  

Acknowledgements 

This project is supported by 'Sichuan Youth Science and Technology Funds' under 
grant number: 03ZQ026-033 and ‘Southwest Jiaotong University Doctors Innovation 
Funds 2005’. 

References 

1. Anil, K.J. , Pankanti, S., Bolle, R.: Biometrics: Personal Identification in Networked 
Society. Kluwer, USA (1999) 

2. Daugman, J.: High Confidence Visual Recognition of Persons by a Test of Statistical 
Independence. IEEE Transactions on Pattern Analysis and Machine Intelligence 15 (1999) 
1148-61 

3. Muhammad, K.K., Zhang, J.: Securing Biometric Templates for Reliable Identity 
Authentication. ICIC, Lecture Notes in Computer Science, Vol. 3645, part II. Springer-
Verlag, Berlin Heidelberg New York (2005) 723-32 

4. Anil, K.J. , Umut, U.: Hiding Biometric Data. IEEE Transactions on Pattern Analysis and 
Machine Intelligence 25 (2003) 1494-8 

5. Gunsel, B., Umut U., Tekalp, AM. : Robust Watermarking of Fingerprint Images. Pattern 
Recognition Elsevier Science Ltd. 35 (2002) 2739-47 

6. Cox, I.J. : Digital Watermarking. Morgan Kaufmann Publishers, CA, USA (2002) 



 Enhancing the Transmission Security of Content-Based Hidden Biometric Data 223 

 

7. Yeung, M.M., Pankanti, S.: Verification Watermarks on Fingerprint Recognition and 
Retrieval. Journal of Electronic Imaging 9 (2000) 468-76 

8. Sonia, J.: Digital Watermarking Techniques: A Case Study in Fingerprints and Faces. 
Proc. Indian Conference on Computer Vision, Graphics, and Image Processing (2000)  
139-44 

9. Teoh, A.B.J., David, C.L.N., Goh, A.: Personalised Cryptographic Key Generation based 
on Facehashing. Computers and Security 23 (2004) 606-14 

10. Daugman, J., Downing, C.: Epigenetic Randomness, Complexity, and Singularity of 
Human Iris Patterns. Proc. of the Royal Society, Biological Sciences, B-268 (2001)  
1737-40 

11. Zhao, D., Chen, G.R., Liu, W.: A Chaos-based Robust Wavelet-domain Watermarking 
Algorithm. Chaos, Solitons and Fractals 22 (2004) 47-54 

12. Zhang, J., Lei, T., Tai, H.M. : A New Watermarking Method Based on Chaotic Maps. 
Proc. IEEE ICME’04, (2004) 

13. Sklar, B.: Digital Communications. Prentice Hall PTR, Upper Saddle River, New Jersey, 
USA (2001) 

14. Siyue, C., Henry L,: Ergodic Chaotic Parameter Modulation with Application to Digital 
Image Watermarking”, IEEE Trans. on Image Processing 14(10) (2005) 1590-1602 

15. Lian, S., Chen, G.R., Cheung, A., Wang, Z.Q.: A Chaotic Neural Network based 
Encryption Algorithm for JPEG2000 Encoded Images. In: Advances in Neural Networks-
ISNN 2004, LNCS, Springer-Verlag (2004) 627-632 

16. Yu, H., Leung, H.: A Comparative Study of Different Chaos-based Spread Spectrum 
Communication Systems, Proc. IEEE ISCAS, (III) (2003) 213-216 

17. Li, S., Li, Qi.,  Li, W., Mou, X.Q., Cai, Y.L. : Statistical Properties of Digital Piecewise 
Linear Chaotic Maps and Their Roles in Cryptography and Pseudo-Random Coding, IMA-
C&C, Vol. 2260, LNCS, Springer-Verlag (2001) 205-221 

18. Baranovsky, A., Daems, D.: Design of One-dimensional Chaotic Maps with Prescribed 
Statistical Properties. Int. J. Bifurcation and Chaos 5(6) (1995) 1585-1598 

19. Liao, X.F., Li, X., Pen, J., Chen, G.R.: A Digital Secure Image Communication Scheme 
based on the Chaotic Chebyshev Map, Int. Journal of Communication Systems 17 (2004) 
437-445 

20. CASIA Iris Database, [online] http://www.sinobiometrics.com (2005). 
21. Katzenbeiser, S., Petitcolas, F.A.: Information Hiding Techniques for Steganography and 

Digital Watermarking. Artech House Books (2000) 
22. Umut, U., Gunsel, B., Tekalp, A.M.: Robust Watermarking of Busy Images. Proc. of SPIE 

Electronic Imaging 2001 Conference, Security and Watermarking of Multimedia Contents 
III, USA (4314)  (2001) 18-25 

23. Deguillaume, F., Voloshynovskiy, S., Pun, T.: Secure Hybrid Robust Watermarking 
Resistant against Tampering and Copy Attack. Signal Processing, Elsevier Science Ltd. 
(2003) 2133-70 

24. Muhammad, K.K., Zhang, J.: Enhancing the Security of Biometric Templates for Trust 
Worthy Person Authentication. GESTS International Transaction on Computer Science & 
Engineering 5 (2005) 166-76 



 

J. Wang et al. (Eds.): ISNN 2006, LNCS 3973, pp. 224 – 230, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

Building Lightweight Intrusion Detection System  
Based on Random Forest 

Dong Seong Kim, Sang Min Lee, and Jong Sou Park 

Network Security Lab., Computer Engineering Department, 
Hankuk Aviation University, 200-1, Hwajeon-dong,  

Deogyang-gu, Goyang-city, Gyeonggi-do, 412-791, Korea 
{dskim, minuri33, jspark}@hau.ac.kr 

Abstract. This paper proposes a new approach to build lightweight Intrusion 
Detection System (IDS) based on Random Forest (RF). RF is a special kind of 
ensemble learning techniques and it turns out to perform very well compared to 
other classification algorithms such as Support Vector Machines (SVM) and 
Artificial Neural Networks (ANN). In addition, RF produces a measure of 
importance of feature variables. Our approach is able not only to show high 
detection rates but also to figure out stable output of important features 
simultaneously. The results of experiments on KDD 1999 intrusion detection 
dataset indicate the feasibility of our approach. 

1   Introduction 

Intrusion Detection System (IDS) plays vital role of detecting various kinds of 
attacks. The main purpose of IDS is to find out intrusions among normal audit data 
and this can be considered as classification problem. As new attacks appear and 
amount of audit data increases, IDS should counteract them. IDS may utilize 
additional hardware such as network processor, System on Chip (SoC) and Field-
Programmable Gate Array (FPGA) [17]. Additional hardware can increase packet 
capture speed and decrease processing time but it needs more costs and may not 
enhance detection rates of IDS. In addition to this, as network speed becomes faster, 
there is an emerging need for security analysis techniques that will be able to keep up 
with the increased network throughput [10]. Therefore, IDS itself should be 
lightweight while guaranteeing high detection rates. This paper proposes a new 
approach to build lightweight IDS. Previous researches have focused on parameter 
optimization of intrusion detection model and feature selection of audit data. Firstly, 
the objective of parameter optimization is to regulate parameters of detection model 
based on various kinds of classification algorithms such as Support Vector Machines 
(SVM) [5, 6, 12], Hidden Markov Model (HMM) [13], several kinds of Artificial 
Neural Network (ANN) [4, 18] and so on. For example, Kim and Park [9, 14] and 
Mukkamala et al. [20] have tried to optimize parameters of kernel function in SVM. 
Secondly, the objective of feature selection of audit data is to figure out relevant 
features among whole features to decrease processing time of audit data and to 
improve detection rates. For feature selection, wrapper and filter method have been 
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proposed; wrapper method adopts classification algorithms and performs cross-
validation to identify important features. Sung and Mukkamala [18] have tried to 
identify and categorize features according to their importance to detect a specific kind 
of attacks such as probe, DoS (Denial of Service), Remote to Local (R2L) and User to 
Root (U2R). They have used backward feature selection method and SVM and ANN 
as feature selection algorithms. On the other hand, filter method utilizes correlation 
based approach, which utilizes feature-class and inter-feature correlation. Filter 
method is more lightweight than wrapper method in terms of computation time and 
overheads since it is performed independent of classification algorithms. However, 
filter method has lower detection rates than wrapper method due to its low correlation 
with classification algorithms. In order to improve these problems, several studies 
have proposed hybrid approaches which combine wrapper and filter approach. Kim et 
al. [9] have proposed fusion approach to optimize both feature selection and 
parameter regulation. Park et al. [14] have proposed correlation based hybrid 
approach, which combines filter method with wrapper method through Genetic 
Algorithm (GA) operation. However, hybrid approaches may inherit both filter and 
wrapper approach’s drawbacks; they sometimes show a little degradation on detection 
rates with more computations rather than the naive filter method. To cope with them, 
this paper proposes a new approach to build lightweight IDS based on Random Forest 
(RF). RF is a special kind of ensemble learning techniques and turns out to perform 
very well compared to other classification algorithms, including Support Vector 
Machines (SVM), Artificial Neural Network (ANN) and so on. In addition, RF 
produces a measure of importance of the feature variables. Proposed approach based 
on RF is able not only to show high detection rates but also to figure out important 
feature simultaneously, without any further overheads compared to hybrid approaches 
[9, 14]. The results of experiments on KDD 1999 intrusion detection dataset indicate 
the feasibility of our approach.  

2   Random Forest 

This paper proposes lightweight IDS based on Random Forest (RF). RF is random 
forests are comparable and sometimes better than state-of-the-art methods in 
classification and regression [11]. RF is a special kind of ensemble learning 
techniques [2]. RF has low classification (and regression) error comparable to SVM. 
Moreover, RF produces additional facilities, especially feature importance. RF is 
robust concerning the noise and the number of attributes. The learning instances are 
not selected with bootstrap replication is used for evaluation of the tree, called OOB 
(out-of-bag) evaluation, which is unbiased estimator of generalization error. RF builds 
an ensemble of CART tree classifications using bagging mechanism [3]. By using 
bagging, each node of trees only selects a small subset of features for the split, which 
enables the algorithm to create classifiers for high dimensional data very quickly. One 
has to specify the number of randomly selected features (mtry) at each split. The 
default value is sqrt(p) for classification where p represents number of features. The 
Gini index [1] is used as the splitting criterion. The largest possible tree is grown and 
is not pruned. One also should choose the big enough number of trees (ntree) to 
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ensure that every input feature gets predicted several times. The root node of each tree 
in the forest keeps a bootstrap sample from the original data as the training set. The 
OOB estimates are based on roughly one third of the original data set. By contrasting 
these OOB predictions with the training set outcomes, one can arrive at an estimation 
of the predicting error rate, which is referred to as the OOB error rate. In summary, 
classification accuracy of RF is high comparable to that of SVM, and it also generates 
individual features’ importance, these two properties help one to build lightweight 
IDS with small overheads compared to previous approaches. Our proposed approach 
will be presented in next section. 

3   Proposed Approach 

The overall flow of proposed approach is depicted in figure 1. The network audit data 
is consisting of training set and testing set. Training set is separated into learning set, 
validation set. Testing set has additional attacks which are not included in training set. 
In general, even if RF is robust against over-fitting problem [2], we use n-fold cross 
validation method to minimize generalization errors [3]. Learning set is used to train 
classifiers based on RF and figure out importance of each feature of network audit 
data. These classifiers can be considered as detection models in IDS. Validation set is 
used to compute classification rates by means of estimating OOB errors in RF, which 
are detection rates in IDS. Feature importance ranking is performed according to the 
result of feature importance values in previous step. The irrelevant feature(s) are 
eliminated and only important features are survived. In next phase, only the important 
features are used to build detection models and evaluated by testing set in terms of 
detection rates. If the detection rates satisfy our design requirement, the overall 
procedure is over; otherwise, it iterates the procedures. We carry out several 
experiments on KDD 1999 intrusion detection dataset and experimental results and 
analysis are presented in next section. 

 

Fig. 1. Overall flow of proposed approach 
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4   Experiments and Analysis 

4.1   Experimental Environments and Dataset 

All experiments were performed in a Windows machine having configurations Intel 
(R) Pentium( R) 4, 1.70 GHz (over 1.72 GHz), 512 MB RAM. We have used RF 
version (R 2.2.0) in open source R-project [19]. We have used the KDD 1999 CUP 
labeled dataset [6] so as to evaluate our approach. Stolfo et al. [8] defined higher-
level features that help in distinguishing normal connections from attacks. The dataset 
contains 24 different types of attacks that are broadly categorized in four groups such 
as probes, DoS (Denial of Service), U2R (User to Root) and R2L (remote to local). 
Each instance of data consists of 41 features which we have labeled as f1, f2, f3, f4 
and so forth. We only used DoS type of attacks, since other attack types have very 
small number of instances so that they are not suitable for our experiments [15]. The 
dataset is consists of training set and testing set. We randomly split the set of labeled 
training set into two parts; learning set and validation set. Learning set is used to 
adjust the parameters in RF. Validation set is used to estimate the generalization error 
of detection model. The generalization errors are represented as OOB errors in RF. In 
order to achieve both low generation errors, in other words, high detection rates, we 
have adopted 10-fold cross validation with 2000 samples. Testing set is used to 
evaluate detection model built by learning set and validation set. 

4.2   Experimental Results and Analysis 

RF has two parameters; the number of variables in the random subset at each node 
(mtry) and the number of trees in the forest (ntree). The optimization of two 
parameters is necessary to guarantee high accuracy of classification, called high 
detection rates. We regulated optimal value of mtry using tuneRF( ) function in 
Random Forest Package, and it turned out mtry = 6. In case of ntree, there is not a 
specific function; we regulated optimal ntree value by carrying out experiments with 
varying ntree values from 0 to 350. The optimal ntree value can be evaluated 
referring to the OOB errors (see figure 2). We assume that detection rates are 
determined by equation “1 – OOB errors”. The experimental results for determination 
of optimal ntree values are depicted in figure 2. According to figure 2, detection rate  
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Fig. 2. Detection rates vs. ntree values from 0 to 350 



228 D.S. Kim, S.M. Lee, and J.S. Park 

 

of RF turned out most high and stable when ntree = 130 and 340. It spends more 
training time in case of ntree = 340 than in that of ntree = 130, and we selected ntree 
= 130. As the result of experiments, we set two optimized parameter values; mtry = 6, 
ntree = 130. After determination of these two parameters, we have performed “feature 
selection” according to the result of feature importance. The each feature importance 
values vary a little bit in each experiment. We ranked individual features in 
descending order according to the average value of each features as the result of 30 
times iteration with 2000 samples. The important features from upper 1st and 5th and 
their properties are summarized in Table 1. 

Table 1. The upper 5 important features and their properties 

Feature Properties Average importance values 

f23 
number of connections to the same host as 

the current connection in the past two 
seconds 

0.3314 

f6 
number of data bytes from destination to 

source 
0.2961 

f13 number of “compromised”' conditions 0.2484 

f3 
network service on the destination, e.g., http, 

telnet, etc. 
0.2153 

f12 1 if successfully logged in; 0 otherwise 0.2065 
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Fig. 3. Detection rates vs. number of features 

The order of feature importance ranking varies according to the dataset but these 5 
features almost appear in these upper 5 features, it means that these features are 
intrinsic features. This is comparable results to Kim et al. [9] and Sung and 
Mukkamala’s approach [18]. Kim et. al.’s approach has showed important ‘feature 
set’ but didn’t show the individual features’ importance. Sung and Mukkamala’s 
approach [18] have ranked feature importance but importance values have a little 
difference so that it is not applicable to build real IDS. On the other hand, our 
approach showed not only definitely individual feature importance but also 
reasonable context information for each important feature. For example, in case of 
feature f23, it represents “number of connections to the same host as the current 
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connection in the past two seconds” property. For DoS attacks detection, it’s one of 
important metric even applied in preprocessor plug-in in SNORT [16]. 

As the results of feature selection and elimination, there occurs a little degradation in 
detection rates but it is marginally small (see figure 3). Experimental results have 
showed higher detection rates comparable to Kim et al.’s fusion approach [9] and 
Park et. al ’s hybrid feature selection approach [14]. In summary, both optimal values 
for mtry and ntree parameters were determined through parameter optimization, and 
importance features were figured out through feature selection of audit data. This 
means that our approach performs both parameter optimization and feature selection 
while it has higher detection rates, with stable results of important features. These 
advantages in our approach enable one to model and implement lightweight IDS.  

5   Conclusions 

Existing studies to build lightweight IDS have proposed two main approaches; 
parameters optimization of detection models (classification algorithms) and feature 
selection of audit data. A numbers of researches on parameters optimization have 
been proposed, which are based on a variety of classification algorithms, including 
SVM, ANN and so on [5, 6, 9, 12, 14, 18]. The feature selection of audit data has 
adopted two main methods; wrapper and filter method. The hybrid approaches have 
been proposed to improve both filter and wrapper method [9, 14]. However, there are 
still rooms for improvement in terms of detection rates and stable selection for 
important features. This paper has presented how to build lightweight IDS based on 
RF, since performance of RF turns out comparable to that of SVM and it also 
produces feature variables importance. Several experiments on KDD 1999 intrusion 
detection dataset have been carried out; experimental results indicate that our 
approach is able not only to guarantee high detection rates but also to figure out 
important features of audit data. 

Acknowledgements 

This research was supported by the MIC (Ministry of Information and 
Communication), Korea, under the ITRC (Information Technology Research Center) 
support program supervised by the IITA (Institute of Information Technology 
Assessment). 

References 

1. Breiman, L., Friedman, J. H., Olshen, R. A., Stone, C. J.: Classification and Regression 
Trees. Chapman and Hall, New York (1984) 

2. Breiman, L.: Random forest. Machine Learning 45(1) (2001) 5–32 
3. Duda, R. O., Hart, P. E., Stork, D. G.: Pattern Classification. 2nd edn. John Wiley & Sons, 

Inc. (2001) 



230 D.S. Kim, S.M. Lee, and J.S. Park 

 

4. Fox, K. L., Henning, R. R., Reed, J. H., Simonian, R. P.: A Neural Network Approach 
Towards Intrusion Detection. In Proc. of the 13th National Computer Security Conf., 
Washington, DC (1990) 

5. Fugate, M., Gattiker, J. R.: Anomaly Detection Enhanced Classification in Computer 
Intrusion Detection. In.: Lee, S.-W., Verri, A. (eds.): Pattern Recognition with Support 
Vector Machines. Lecture Notes in Computer Science, Vol. 2388. Springer-Verlag, Berlin 
Heidelberg New York (2002) 186–197 

6. Hu, W., Liao, Y., Vemuri, V. R.: Robust Support Vector Machines for Anomaly Detection 
in Computer Security. In Proc. of Int. Conf. on Machine Learning and Applications 2003, 
CSREA Press (2003) 168–174 

7. KDD Cup 1999 Data.: http://kdd.ics.uci.edu/databases/kddcup99/kddcup99.html 
8. KDD-CUP-99 Task Description: http://kdd.ics.uci.edu/databases/kddcup99/task.html 
9. Kim, D., Nguyen, H.-N., Ohn, S.-Y., Park, J.: Fusions of GA and SVM for Anomaly 

Detection in Intrusion Detection System. In.: Wang J., Liao, X., Yi, Z. (eds.): Advances in 
Neural Networks. Lecture Notes in Computer Science, Vol. 3498. Springer-Verlag, Berlin 
Heidelberg New York (2005) 415–420 

10. Kruegel, C., Valeur, F.: Stateful Intrusion Detection for High-Speed Networks. In Proc. of 
the IEEE Symposium on Research on Security and Privacy (2002) 285–293 

11. Meyer, D., Leisch, F., Hornik, K.: The Support Vector Machine under Test. 
Neurocomputing. 55 (2003) 169–186 

12. Nguyen, B. V.: An Application of Support Vector Machines to Anomaly Detection. 
Research in Computer Science-Support Vector Machine, report (2002) 

13. Ourston, D., Matzner, S., Stump, W., Hopkins, B.: Applications of Hidden Markov Models 
to Detecting Multi-Stage Network Attacks. In Proc. of the 36th Hawaii Int. Conf. on 
System Sciences, IEEE Computer Society Press (2002) 334–343 

14. Park, J., Shazzad, Sazzad, K. M., Kim, D.: Toward Modeling Lightweight Intrusion 
Detection System through Correlation-Based Hybrid Feature Selection. In.: Feng, D., Lin, 
D., Yung, M. (eds.): Information Security and Cryptology. Lecture Notes in Computer 
Science, Vol. 3822. Springer-Verlag, Berlin Heidelberg New York (2005) 279–289 

15. Sabhnani, M., Serpen, G.: On Failure of Machine Learning Algorithms for Detecting 
Misuse in KDD Intrusion Detection Data Set. Intelligent Analysis (2004) 

16. SNORT, http://www.snort.org 
17. Song, H., Lockwood, J. W.: Efficient Packet Classification for Network Intrusion 

Detection using FPGA. In.: Schmit, H., Wilton, S. J. E. (eds.): In Proc. of the 
ACM/SIGDA 13th Int. Symposium on Field-Programmable Gate Arrays. FPGA (2005) 
238–245 

18. Sung, A. H., Mukkamala, S.: Identifying Important Features for Intrusion Detection Using 
Support Vector Machines and Neural Networks. In Proc. of the 2003 Int. Symposium on 
Applications and the Internet Technology, IEEE Computer Society Press (2003) 209–216 

19. The R Project for Statistical Computing, http://www.r-project.org/ 
20. Mukkamala, S., Sung, A. H., Ribeiro, B. M.: Model Selection for Kernel Based Intrusion 

Detection Systems, In Proc. of Int. Conf. on Adaptive and Natural Computing Algorithms, 
Springer-Verlag (2005) 458–461 



 

J. Wang et al. (Eds.): ISNN 2006, LNCS 3973, pp. 231 – 239, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

Intrusion Detection Based on Fuzzy Neural Networks 

Ji-yao An1,2, Guangxue Yue1,3, Fei Yu1,2, and Ren-fa Li1 

1 College of Computer & Communication, Hunan University, 410082 Changsha, China 
jt_anbob@hnu.cn  

2 State Key Laboratory of Information Security, 
Graduate School of Chinese Academy of Sciences, 100049 Beijing, China  

hunanyufei@163.com 
3 Department of Computer Science, Huaihua University, 418000 Huaihua, China 

guangxueyue@yahoo.com.cn 

Abstract. A new network intrusion detection system is presented in this paper. 
The system is skillfully combined with fuzzy technique and neural network 
which architecture and arithmetic is redesigned. In order to overcome the diffi-
culty of specifying the membership function of rules depending on experiences 
of experts in multi-dimensional space, fuzzy neural network model is intro-
duced to carry through proper nonlinear division of input/output characteristics 
of complex system and to generate fuzzy rule sets and added membership rela-
tion automatically. The new system architecture adopts the network processor 
to collect and analyze the data in the low layer of network, and a prototype  
system is established. This prototype system behaves better ability of intrusion 
detection and lower rate of distort, and that it has the ability to detect unknown 
attack. 

1   Introduction 

The information foundation establishment has become an important support point of 
the national economy [1], as an important part of the information foundation estab-
lishment, information security relates to national live or death, economic develop-
ment, social stability. Intrusion detection technique is investigative hotspot after the 
"fire wall", "encrypt" network security etc., is the new generation of the security guar-
antee technology [2]. 

The most mature abnormal detection method, which is also provided by initially, is 
based on rule and expert system. But these methods don’t concern for fuzzy feature of 
intrusion action. For instance, it is possible that some intrusion action cannot be de-
tected because of a little difference between rules in rule database, and some a little 
difference of normal action often result in undeserved alerts. 

In order to increase flexibility of intrusion detection system (for short, IDS) and 
improve upon mutation between smooth abnormal state and normal state, a new intru-
sion detection system is presented in this paper, which is based on fuzzy neural net-
work (for short, FNN-IDS); Along with fuzzy reasoning method and neural network 
technique, the system increases the ability of intrusion detection and decreases the 
rate of distort. 
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2   Improvement of Intrusion Detection 

The factor how to judge many intrusion actions is commonly complicated, such as run 
state of system resource illness data packet or some statistical variables etc. Some-
time, to judge whether a network connection is an attack action or not needs various 
factors, many expert system have anciently been realized only through filtering and 
matching few intrusion features, such as SNORT or IDES etc. The result is that such 
system will be provided with higher rate of distort and lower performance [3]. 

Moreover, intrusion detection technique based on feature matching constantly util-
izes a kind of duality sentence to filter and match intrusion feature, and when one 
factor appears to suspicious value in factor set, decision module directly brings out 
the conclusion of attack or normal. But in fact, single factor’s effect on the result of 
judge has uncertainty side to great extent. Only colligating the uncertainty of various 
factors together, the judge is likely exact. 

2.1   Import of Fuzzy Concept 

Fuzzy neural network is a new network system combined with fuzzy theory and neu-
ral network technique, which model is fuzzed in some extent on the base of traditional 
neural network model. The main feature are shown that there is a fuzzy neural cell in 
every node, whose value is defined in [0,1], and then expresses its fuzzy extent. 

On the basic of single factor, we can obtain related decision vector from its relevant 
fuzzy set and membership function. Colligating various decision vectors of such sin-
gle factor together, we can obtain its related intrusion feature set from every type of 
intrusion action, and then weight suitably every vector in such an intrusion feature set, 
and thus obtain a fuzzy judge to detect whether a network connection is normal or 
not. 

What’s more, making use of the ability of learning in neural network system, we 
can carry through proper nonlinear division of input/output characteristics of complex 
system and generate fuzzy rule sets and added membership relation automatically. 
Apparently, it needs a distributed process method storing all of fuzzy rules, and that 
their process is parallel. If our sample data are abundance sufficiently, then the run 
state of network or audited system can be behaved expressly. At the same time, the 
process to consequence part of rules is a set of mapping relation. All of the work can 
be rightly competence for neural network. 

2.2   Fuzzy Reasoning Model for Intrusion Detection 

Fuzzy neural network reasoning model is shown as fig.1, which includes two kind of 
fuzzy neural network: (1) NNw, utilizing the antecedent of fuzzy rules, fuzzy rule 
reasoning process treats membership measure of every antecedent of fuzzy rule in the 
input mode, and weights all of fuzzy rules, and thus realizes the reasoning of fuzzy 
rules; (2) NN1—NNr, they are alike fuzzy neural network, and realize the conse-
quence mapping of r fuzzy rules, which are trained offline. Acting the membership 
measure of antecedent of rule as weight from NNw , acquiring the result of conse-
quent mapping in NN1—NNr , and carry through added weight to compute fuzzy 
reasoning of attack action. 
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Fig. 1. Fuzzy reasoning model for intrusion detection 

Two type of network referred as fig.1, such as NNw and NNs , their fuzzy process 
and material neural network architecture are concurrent, which is called by a joint 
name fuzzy neural network (FNN). In brief, the architecture of FNN is shown as 
fig.2. Abstractly, the weight between input layer and fuzzy layer equals 1; the output 
of fuzzy layer is the membership measure of input vector which value is defined in 
(0,1); the weight between fuzzy layer and fuzzy reasoning layer equals also 1; the 
output of fuzzy reasoning layer is the matching measure of antecedent of various 
fuzzy rules, which equals the mean of various fuzzy measure; the weight between 
fuzzy reasoning layer and output layer equals wij, the total output of output layer is 
added weight sum of matching measure of various fuzzy rules. 

2.3   Detection and Train Step for Intrusion Action 

We adopt forward feedback triple-tier BP neural network model in every neural net-
work, which are designed as follows: 

Fuzzy rules in above neural network are formed as 
s

s x A  y F ( )IF THEN x∈ = , where x is input vector, sy F ( )x=  is output vec-

tor, and sA  is a kind of fuzzy rule set correspond to fuzzy rule s. 

We suppose that training sample data set is { }( , ) |1 ,s s s s
i i tT x y i n= ≤ ≤  

1 , s
ts r n≤ ≤ , and its check model set is { }( , ) |1c c

i i cC x y i n= ≤ ≤ . But, if the rule 

is uncertainty, and has only many related data, and then we firstly treat these related 
data to obtain above training sample data, and thus we make use of other a triple-tier 
BP network model to classify these uncertainty rules. The actual method is described 
8 steps as follows: 

(1) Remove an input variable from input vector that has little related with output 
vector. Firstly, we train the triple-tier BP neural network for all training sample  

data to obtain mean variance mε ; secondly, we train repeatedly the neural network 

removed input variable px  to obtain mean variance 1
p

mε − , if 1
p

m mε ε −≥ , then it is 

possible that to remove input variable px  affects hardly the fuzzy reasoning of the 

fuzzy rules. 



234 J.-y. An et al. 

 

Every input variable has three membership measures. 

                      avg 
       small 

                                        wij 
                  middle 
   x1 

                  big 

   …                                              y 

   xn 

  Input layer  Fuzzy layer  Fuzzy reasoning layer  Output layer  

Fig. 2. Model of constructing single fuzzy neural network 

(2) After treating as step (1), we can obtain training sample data excepting irrele-
vant variables, and classify train data set (Train: nt ) and check data set (Check: nc): 

{ }( , ) |1c c
i i cC x y i n= ≤ ≤  (1) 

(3) And we cluster for above train data set, which are formed as r train data sets: 

{ }( , ) |1 ,1s s s s
i i tT x y i n s r= ≤ ≤ ≤ ≤  (2) 

After completing above steps, we can design fuzzy neural network NNw and 

NN1—NNr making use of sT  and C  respectively. 

(4) We select the input vector in 
sT  as the input vector of NNw, and establish its 

target output vector shown as follows: 

1( ,..., ) , 1,..., , 1,...,s s s T s
i i ir tW w w i n s r= = =  (3) 

where,
1 ( , )

( 1,..., )
0 ( , )

s s k
i is

ik s s k
i i

x y A
w k r

x y A

∈
= =

∉
 

We choice the training sample data set { }( , ) | 1,..., , 1,...,s s s
w i i tT x W i n s r= = =  

for NNw, and train the fuzzy neural network utilizing BP method. At last, we figure 
that the output of the NN is membership evaluation of antecedent of these fuzzy rules, 
when any vector x in input vector region is an input vector of NNw.  

For every fuzzy neural network , 1,...,sNN s r= , we design their forward feed-

back triple-tier BP neural network respectively. 
(5) For a forward feedback triple-tier BP neural network NNs , 

{ }( , ) |1s s s s
i i i tT x y i n= ≤ ≤  is selected as training sample data, the input vector of 
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check sample data , 1,...,c
i cx i n=  is treated as input vector, and c

iy  is acted as target 

output, we train such neural network model and obtain mean variance s
mε . 

(6) Suppose that the consequent part of rule is s 1y F ( ,..., )mTHEN x x= , we 

remove randomly { }1,...,p mx x x∈ , and train the new neural network NN and infer 

to obtain mean variance ,
1

s p
mε −  making use of check sample data according to step 5. If 

,
1

s s p
m mε ε −> , then it is possible that to remove input variable px  affects hardly the 

consequent part of fuzzy rules, and px  is removed from input vector. 

(7) According to step 5 and step 6, we treat likely the rest input variable, until re-
maining input variable in input vector cannot be removed, and then we obtain optimal 
NNs . 

(8) We establish the fuzzy reasoning system connecting all of fuzzy neural network 
models in term of the underside relation: 

* 1

1

y

r
s s

s
r

s

s

w y

w

=

=

=  (4) 

where 1( ,..., )T
rw w w=  and 1( ,..., )s s T

s ny y y=  is output vector of NNw and  

NNs s 1 … r respectively, and *y  is total result of fuzzy reasoning system, 

and thus we constitute fuzzy reasoning neural network mode described as fig.1. 
To sum up, the system can be widely applied to the reasoning of uncertainty proc-

ess. In fact, the process of fuzzy reasoning is essentially system recognition for the 
process; on the other hand, it is practically model remembrance and recognition proc-
ess in the view of network. 

4   The Principle of Intrusion Detection Technique 

Intrusion detection finished by SecAgent. SecAgent operate in the relevant server 
system among network, going on some network security inspection according to its 
own specialty. If find the online network security unusual, report to the blackboard 
system immediately at once. The blackboard system collects all the information that 
each agent reports, carry on reasoning and judging through the inference machine, 
confirm the event type , make corresponding decision and action , maintain the secu-
rity of the network[4]. 

4.1   Scanning Agent 

Scanning attack sets up connection with TCP/IP port of target host computer , and 
asks some services (such as TELNET , FTP, etc.), records the replying of the target 
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host computer , collects the relevant information of the target host computer, thus find 
the security weakness of the target host computer . Its characteristic is during shorter 
time, the attacker, who are from the same source address, attempt to connect a lot of 
target ports, which usually include the ports that are not in the monitoring state.  when 
attacker give connecting request, these ports will send a TCP message with SYN 
token, scan Agent and count on these, sum up the number of those request messages 
which want connection to a host's different ports, refresh  the statistic result at inter-
vals of a certain time, if the result exceed the settlement constant allowed for a fixed 
period of time, the inference machine will think that the network is being scanned and 
attacking. Describe with the algorithmic language as follows: 

Store target and source address that ask for connection in address table, each ad-
dress corresponds to a Hash table and a count value. When data package reach, match 
with existing record in address table. If it succeeded to match, make a confirmation 
whether the location of the ports of  Hash table have been replaced according to Hash 
table; if not, then the COUNT of these connected is increment and set this location; 
alert when COUNT is up to a certain limit ,refresh program refresh all the HASH 
table and COUNT with regularity according to REFRESH-RATE, COUNT deducts a 
constant while refreshing, until COUNT is less than or equal to zero, this item will be 
deleted from the table.  Thus Scanning Agent only sensitive to large request of den-
sity, which pass from one source address to a certain target address, do not influence 
the normal access.

4.2   DoS Agent 

Denial of service (DoS ) attack are different from most other attack, they don’t 
regard getting visiting authority of information on the network or the network itself 
as their purpose, but make the server unable to provide service for normal use. Most 
denial of service attack has the weakness of the whole structure of the system in-
stead of the little defect of systems soft ware and application software or security 
loophole. It usually can be accomplished by the limited resource, such as exhaust-
ing network, operating system , application program, etc. DoS Agent finds the  
denial of service attack on the following corresponding rule that has been set up on 
unusual phenomenon.

(1) According to analysis, the attacker always analyzes the name of the target 
host computer before DDoS attacking. If  an Agent detect that the DNS  has 
received many PTR inquiring request about the inverse analysis of target IP 
of host computer name, then think that the network will be attacked by 
DDos. 

(2) Agent calculates the extreme value corresponding with source address, when 
obviously beyond this extreme value, then indicates that the DoS attack  
exist. 

(3) If Agent detects communication of unusual connection of TCP and UDP data 
package. 

(4) The content of data segment only includes characters and digital data of 
character data package (for example, there are no blanks, punctuation mark 
and control characters). 
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(5)  The content of data segment only includes binary scale and high-bit charac-
ter of data package. It may transmit binary file at this moment, but if these 
data don’t belonging to normal effective communication, Agent think it 
transmits the data package of controlling message communication that  don’t  
encode by BASE64 code but encrypt. 

4.3   System Back Door Agents 

This Agent checks the consistency of the protected host computer file in the system to 
find system back door. The system structures a database which includes a lot of file 
characteristics, such as the authority, node count, user, group, size of file, time, date 
and joining count etc.  File characteristic also includes check-up sum of each file 
based on different algorithms (include shal, md5,rmd160,tiger).system back door 
Agents carry on following  file characteristic inspection  by comparing with this data-
base each time, so as to find the changed file. The system back door, such as 
ROOTKIT which the invader installed in the systems can find quickly, finish the 
intrusion detection function based on host computer. 

5   System Test and Result Analysis 

For researcher and developer about IDS, they usually test performance of every kind 
of IDS, can help themselves understand status that technique have developed and 
these shortage, thereby would study those key and difficult technique problem 
weightily; Moreover, for IDS user, they can choose the product that may suit for them 
via by testing performance of IDS. 

5.1   Training Sample Data 

We collect the training sample data manually, in order to get over some difficult how 
to supervise learning and obtain these training sample data. 

After applying to the actual system, BP neural network must be initialized. Com-
monly speaking, neural network need combined with learning phase and execution 
phase to treat the information included, and then it can implement a sound treatment 
process. NN’s learning process for information is to obtain the feature of the informa-
tion or to adapt to the information. And yet NN’s execution process for information is 
to search its feature or to classify the information. By its learning phase, NN can be 
trained and be especially sensitive to some kind of information model, and thus can 
detect out the intrusion action, but it has two problems as follows: (1) it must be 
learned under the condition of supervision, i.e. it has the expected output knowledge 
for every input vector; (2) it is very difficult to obtain the training sample data corre-
sponding to expected output information. Moreover, if abnormal input information 
includes known attack feature, NN will learn and be able to identify these feature, and 
yet it can not identify attack feature of other type. 

In our test environment, we collect all of training sample data manually in the 
training process of NN, and then which can be solved two above problems. For every 
input vector of NN, it can composed of random data, and it will be tested through 
special assert supervised by NN. Furthermore, output expected by all random vector 
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that is supported by some above assert are set as “NORMAL”; other output are 
marked as “ABNORMAL”. 

Therefore, we produce enough abundant random vectors, which collect 40000 to 
60000 vectors in the test, and then our fuzzy neural network system can cover with 
abnormal and normal input model in n dimensions space, and thus NN can learn to 
distinguish normal model and abnormal model. 

5.2   Attack Simulation 

The attack simulation is the kernel of the testing environment. It’s also the key of 
testing IDS. The attack simulation must firstly collect enough attack methods. 
There’re many security website, BBS and mail list that publish lots of security knowl-
edge. Some countries and companies have already built complete system vulnerabili-
ties and attack database. All these are the source of attack simulation. 

To implement the attack simulation, three stages must be performed: verification, 
analysis and automation. Verification is to check if the method is effective through 
some experiments. In the analysis stage, we analyze the character of attacks, add 
some information and parameter values into the FNN-IDS to simulate network and 
host attack methods, and do some hiding process for some attack methods. For com-
plex attacks, we manually simulate. 

5.3   Test Result and Analysis 

In our test environment, we mainly investigate two targets of performance in FNN-
IDS: the ability of intrusion detection and the rate of distort. The result is shown as 
follows in Table 1: 

Table 1. Test results of FNN-IDS 

Rate of distort % Ability of intrusion detection% 
17.6 83.5 
12.1 74.3 
6.5 67.2 
1.4 35.7 

 
Compared with current best intrusion detection system, which can obtain 60-70 

percent of the rate of detecting intrusion, the system provides with obvious superior-
ity. Moreover, it can be detected some unknown intrusion action. 

The result indicates that the new method of intrusion detection, combined with 
fuzzy technology and neural network technology, can be response commendably to 
many abnormity states, and detect preferably many known attacks. It is possible that 
our system can bring alert information for unknown attack. What’s more, our intru-
sion detection system provides with definite scalability. 

Indeed, actual environment is more complex than our test environment. Actual in-
trusion detection system need added attack type, and then adopt the design idea of 
layered and fuzzy multi-neural cell, and make use of multi-detector, and thus it can be 
provided with better sensitive measure and robustness. 
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6   Conclusion 

As we all know, fuzzy membership function is the basis of fuzzy neural network, 
whose exact degree directly affects on whether our system can realize successfully  
or not, and that it’s a complicated work how to obtain every factor in membership 
function, and thus we need increase continually the exactness of every membership 
function. At the same time, how to ensure better adaptability of IDS product that we 
design and how to make the best of detecting all kind of intrusion actions, needs our 
further study, and is the focal and difficult point of our next research. 
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Abstract. This paper proposes a method to detect network intrusions
by using the PCASOM (principal components analysis and self-organizing
map) neural networks. A modified unsupervised learning algorithm which
is more suitable for intrusion detection is presented. Experiments are
carried out to illustrate the performance of the proposed method by
using DARPA 1998 evaluation data sets. It shows that the proposed
method can cluster the network connections into proper clusters with
high detection rate and relatively low false alarm rate.

1 Introduction

Building of intrusion detection systems (IDSs) has been widely studied since the
early 1980’s. The challenges faced by designers increase as the targeted systems
become more diverse and complex [1]. Intrusion detection has been proven to
be a very valuable and powerful approach for network management as well as
network security. Generally, there are two fundamental approaches used in in-
trusion detection technology: misuse detection and anomaly detection [2]. The
misuse detection uses a signature-based database of well known intrusions and
use a pattern matching scheme to detect intrusions. The anomaly detection, on
the other hand, tries to quantify the normal operation of the host, or the network
as a whole, with various parameters and looks for anomalous values for those
parameters in real-time [3].

Artificial neural networks (ANNs) provide the potential to identify and classify
network activity based on limited, incomplete, and nonlinear data sources [1].
The goal in using ANNs for intrusion detection is to be able to generalize from
incomplete data and to be able to classify online data as being normal or intrusive
[4]. Principal components analysis (PCA) [5, 6] and Self Organizing Feature Map
(SOFM) [7] are wildly used for intrusion detection. Ezequiel López-Rubio et al.
[8] proposed a new self-organizing neural network model that performs principal
components analysis named PCASOM. In this paper, we use the PCASOM
neural networks to to build an intrusion detection model.

This paper is organized as follows. Some basic knowledge of PCASOM algo-
rithm is described in Section 2. The proposed algorithm for intrusion detection is
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given in Section 3. In Section 4, some experiments are carried out to validate the
performance of the proposed method. Finally, conclusion is given in Section 5.

2 The PCASOM

It is known that in SOM the neurons are trained to model the input space and the
information are stored in the weight connections of the neurons. PCASOM uses
convariance matrix to store the information [8]. For the purpose of locating the
winning neuron given by the data sample, PCASOM uses principal components
analysis (PCA) to give the distance measure by computing the projection errors
among all the neurons.

The covariance matrix of the input sequence vector {x} is defined by R =
E[(x − E(x))(x − E(x))′] [9]. Suppose we have M input samples at time t, the
covariance matrix and expectation can be given as

R(t) =
1

M − 1

M∑
i=1

(xi − E(x))(xi − E(x))′, (1)

e(t) = E(x) =
1
M

M∑
i=1

xi. (2)

For online computing, the covariance matrix cannot be calculated in advance.
An iterative method for computing R(t) and e(t) is proposed in [8]. Suppose one
new input connection xi+1 is given at time instant t+ 1, then,

R′(t+ 1) = (xi+1 − E(x))(xi+1 − E(x))′, (3)
e′(t+ 1) = xi+1. (4)

It follows from (1),(2),(3) and (4) that,

R(t+ 1) =
1
M

M+1∑
i=1

(xi − E(x))(xi − E(x))′ =
1
M

((M − 1)R(t) +R′(t+ 1)),(5)

e(t+ 1) =
1

M + 1

M∑
i=1

(xi + xi+1) =
1

M + 1
(Me(t) + e′(t+ 1)). (6)

Define learning rate ηr = 1
M and ηe = 1

M+1 , the iterative equations can be given
by:

R(t+ 1) = R(t) + ηr(R′(t+ 1)−R(t)), (7)
e(t+ 1) = e(t) + ηe(e′(t+ 1)− e(t)). (8)

Clearly, M(t+ 1) = M(t) + 1, so the learning rate ηr and ηe are approaching to
zero as time goes on.

We initialize the unit number as m in the model. For the unit j at time
instant t, based on the theory of principal components analysis and subspace
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decomposition [9], the K main components directions of the input vector xi

(network connection data) along which xi has the largest deviation can be
obtained (This means every unit has K neurons.The weights of the neurons
represent the K principal components directions.). Those orthogonal vectors
B = {bi|i = 1, . . . ,K} consist the feature space of the input network connec-
tions. The input vector error on the unit j can be easily defined by projecting
it on the basis vector Bj as follows [8]:

x̂j
i (t) =

∥∥∥∥∥xi(t)− ej(t)−
K∑

h=1

(
biTh (xi(t)− ej(t))bih

)∥∥∥∥∥ . (9)

The winning unit has the minimum value x̂j
i (t) . For simplicity we assume the

degree of neighborhood of the winning unit as one. The winning unit C can be
obtained through competition process as follows:

C = arg min
j

{
x̂j

i (t)
}
, j = 1, · · · ,m. (10)

For every unit j, two small constants µr and µe are defined. If at time t, the new
input xi+1 satisfies

||R′(t+ 1)−R(t)|| ≤ µr, (11)

||e′(t+ 1)− e(t)|| ≤ µe, (12)

we can ignore the influence of the new input to the winning unit and need not
update the weights of the neurons in the unit. The training process of that unit
will be stopped.

3 Algorithm Description

The proposed algorithm can be described as follows:

1. Preparing training and testing data. Decide the unit number m according
to particular applications. Set the initial principal components number K.

2. For every unit j, initialize Rj(0) and ej(0). Rj(0) is a random symmetric
nonnegative matrix by setting the main diagonal element near to one and
all the others near to zero. Initial the vector ej(0) by using small random
values near to zero [8].

3. Training process: at time t, input the training data. For every unit j, ac-
cording to (3) and (4), compute R′(t+ 1) and e′(t+ 1) .

4. Competition and updating: according to (9)and(10), find the winning unit
j, then update Rj(t+ 1) and ej(t+ 1) according to (7) and (8).

5. For the winning unit j, if (11) and (12) are satisfied, stop training process.
Otherwise go to step 3. Until all the units satisfy (11) and (12), stop the
whole training process.



Intrusion Detection Using PCASOM Neural Networks 243

4 Experiments

We use KDD Cup 1999 Data in our experiments [10]. It is a subversion of DARPA
project [11]. The available database is made up of a large number of network
connections related to normal and malicious traffic. Each connection includes
forty-one feature values. We discard protocol-type, service and flag three pure
symbolic features. Then we obtain the dataset with thirty-eight feature values.

We select 5, 760 (1, 740 normal and 4, 020 intrusions) labeled connections ran-
domly to test our IDS model. Besides normal, the other five popular type of
attacks are included (such as smurf,neptune,back,guess-password and satan).
The labeled value (data type) in the connections is discarded in our training
process but just for experimental result evaluation. Gopi K. Kuchimanchi et al
[5] use traditional PCA to reduce the dimensionality from forty-one to nineteen.
We select the principal components number as twenty and the unit number as
ten. The experimental results are shown in Table 1.

Table 1. The clustering results of PCASOM (20 PCs, 10 units)

clusters 1 2 3 4 5 6 7 8 9 10 detection
type − smurf − − gpwd − neptune normal − back rate(%)

normal 3 26 0 0 1 1 32 1676 1 0 96.32
neptune 0 0 0 0 0 0 992 0 0 28 97.26
smurf 0 1000 0 0 0 0 0 0 0 0 100
gpwd 3 9 0 13 693 1 0 181 0 0 77
back 0 0 0 0 0 0 0 1 0 799 99.87
satan 0 1 4 0 0 0 295 0 0 0 0

accuracy(%) − 96.53 − − 99.86 − 75.21 90.20 − 96.61 −

Obviously, the selection of learning rate in the training process is very impor-
tant for every unsupervised algorithm. In our experiments, the learning rate is
defined as follows:

ηj
r(t) = ηj

e(t) =
1

1 +WinT imes(t, j)/p
.

For the winning unit j at time t, the winning times is recorded inWinT imes(t, j).
The parameter p is an integer type constant. The learning rate can be adjusted
through varying p. In the above experiment, we selected p as 8 to obtain the
best performance.

Table 1 shows that all the training data are clearly clustered into five clusters
which have been labeled with type name using our label machine. The last row is
named accuracy. For example,cluster two (smurf, 96.53%) means our model has
detected 1, 036 connections as smurf, but only 1, 000 connections are real smurf
(accuracy = 1, 000/1, 036 ∗ 100%). We can calculate total intrusion detection
rate (IDR, as the view of two types, normal or intrusions), average detection
rate (ADR) and false alarm rate (FAR), where
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IDR = 1− (1 + 181)/4020 ∗ 100% = 95.47%,
ADR = (1676 + 992 + 1000 + 693 + 799)/5760 ∗ 100% = 89.58%,
FAR = (1− 1676/1740) ∗ 100% = 3.68%.

The second step of the experiment is to test the performance of this model in
different unit setup. We select the unit number as 6, 8, 10, 12, 15 respectively.
Table 2 shows the results under different scenarios.

Table 2. The performance comparison using different unit number setup (20 PCs)

unit number 6 8 10 12 15
main clusters 5 5 5 7 7

IDR(%) 95.57 95.52 95.47 94.60 95.52
ADR(%) 84.97 82.69 89.58 87.80 84.30
FAR(%) 3.68 23.68 3.68 2.70 17.70

In PCASOM model, the different unit setup will impact the performance as
other clustering algorithms do. But Table 2 shows that the ADR and IDR vary
little and maintain a high performance value under different scenarios. The main
cause of FAR rising is that this model classifies the normal connections into two
or three clusters. To solve the problem in actual intrusion detection system, we
can use a anomaly-based classifier to separate the intrusions from normal first,
then this model can be used to categorize those filtered attack data to avoid
relative high false alarm rate.

Generally, supervised learning methods significantly outperform the unsuper-
vised ones if the testing data contain no unknown attacks. But the performance
of unsupervised learning is not impacted by unknown attacks. The following
experiments demonstrate this standpoint. Some data of new type intrusion are
added(700 new intrusive connections like teardrop) into the testing data, which
never appears in the previous training. The model can group them as a new clus-
ter (but not all other types of intrusion like this). The detection rate is 94.286%
(660 of 700). The result shows that our model is adapted to novel intrusion
detection with high accuracy.

In our experiments with different unit setup, the satan type intrusion cannot
be separated from neptune. Maybe these tow type connections are too similar
to separate by using this model. Hence, the distance measure methods deserve
a more detail analysis. Another good way is using hybrid neural network [12].
These are all our future works.

5 Conclusions

The PCASOM is used in this paper to study the network-based intrusion detec-
tion. This model can cluster the input data as SOM with competition process
based on principal components analysis. Unlike supervised learning algorithm,
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this model has the ability to learn from unlabeled training data. It’s helpful
for data preparation, because it is difficult to label the network connections as
normal or not in the real network environment.

The simulations shown that this model is adapted to both anomaly detection
and misuse detection. Different unit number setup will impact the performance
of ADR and IDR little. It can achieve high detection rate and relative low false
alarm rate.
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Abstract. The Intrusion Detection System (IDS) is generally used the misuse 
detection model based on rules because this model has low false alarm rates. 
However, the rule based IDSs are not efficient for mutated attacks, because they 
need additional rules for the variations of the attacks. In this paper, we propose 
an intrusion detection system using the Principal Component Analysis (PCA) 
and the Time Delay Neural Network (TDNN). Packets on the network can be 
considered as gray images of which pixels represent bytes of the packets. From 
these continuous packet images, we extract principal components. And these 
components are used as an input of a TDNN classifier that discriminates be-
tween normal and abnormal packet flows. The system deals well with various 
mutated attacks, as well as well-known attacks. 

1   Introduction 

The number of crimes committed, worm virus and denial of service attacks on a large 
scale, on the network is increasing under the rapidly development of the information 
technology [1]. 

The main purpose of IDS is protecting networking systems from the potential 
threat. Two kinds of the network based IDSs are the misuse detection and the anom-
aly detection. The misuse detection model detects intrusion when the acts of user are 
in perfect harmony the fixed model using the well-known attacks. The anomaly detec-
tion model analyzes patterns of users and regards them as intrusion if they are out the 
justified model [2]. Among these detection methods, misuse detection is used more 
often because of false alarm rates [3]. Misuse detection uses rule-based system and is 
efficient for well-known attacks. To deal with new types of attacks, an expert system 
must be supported. Since the system recognizes the signature which is absolutely 
matching to the rules as intrusion, it is not much flexible. Moreover, according to the 
limit of sniffing speed, it is impossible to collect and analyze the entire packets of the 
network [4]. Therefore, a method detecting mutated attacks and also with a part of 
packet flow is needed. In this paper, we propose IDS using PCA and TDNN.  

Packet flow on the network is transformed to the packet image pattern using PCA 
which is one of the multivariate statistical analysis ways. PCA is concerned with 
explaining the variance-covariance structure through a few linear combinations of the 
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original variables. Its general objectives are data reduction, and interpretation. These 
components from PCA are the linear combination of the packet information, and used 
for making the packet image pattern. We construct TDNN classifier to learn the im-
age pattern about normal and abnormal flow. The proposed system can detect the 
ways of more various attacks because the system depends on the packet image pat-
terns not on the particular values of the packet header. 

2   The Structure of the IDS 

The structure of the IDS using PCA and TDNN is as follows: 
 

1. The packet collector accumulates the packets using libpcap library, and returns the 
packet structures which have time, length and raw data information. 

2. From the packets, image patterns are extracted using PCA. 
3. Packet image patterns are normalized and used for learning of TDNN classifier. 
4. When the learning is accomplished, the classifier monitors network packets in real 

time, and discriminates the packet flow whether a normal packet or an abnormal 
packet. Because the classifier manages the packet as a continuous packet image 
pattern, it can detect intrusion with a portion of the attack image sequence. 

 

Fig. 1. The Structure of the IDS using PCA and TDNN 

2.1   The Collection of Packet  

We use libpcap library to accumulate packets. This library was developed at Berkeley 
Laboratory, University of California, USA. It is a public library to manage efficiently 
packet collection on the user level of the system. It provides the upper level interface 
of promiscuous mode to accumulate packets. Network packets can be accessed with 
the interface provided in the libpcap library. This library works on the most UNIX 
systems, and network monitoring tools like tcpdump use this packet collecting library 
[5, 6]. 
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Fig. 2. The Collection of Packet 

We collect the real time packets through a network environment composed of one 
attack system and five normal systems. The upper part of the Fig. 2 is the accumu-
lated packet information. It denotes the collecting times and the information of the 
packet header. The bottom left side of the Fig. 2 shows the detailed information of the 
selected packet, and the right side denotes the packet contents with the hexadecimal 
notation.  

2.2   Principal Component Analysis 

PCA is a probability analyzing method which analyzes the relationships among mul-
tivariable, seeks the principal components denoted as a linear combination, and ex-
plains the entire changes with several components. The purpose is to make the effec-
tive explanations through dimension reduction using linear equations. Although p 
components are required to reproduce the total system variability, often much of this 
variability can be accounted for by a small number, k, of the principal components. If 
so, there is almost as much information in the k components as there is in the original 
p variables. The k principal components can then replace the initial p variables, and 
the original data set, consisting of n measurements on p variables, is reduced to one 
consisting of n measurements on k principal components. [7]. 

Let the training set of packet features be Maaaa ,...,,, 321 . The average feature of the 

set is defined by ,1
1= =

M
n nM

a  Each feature differs from the average by the vector 

.a −= ii  This set of vectors is then subject to principal component analysis, which 
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seeks a set of M orthonormal vectors, nu which best describes the distribution of the 

data. The kth vector, ,ku is chosen such that 
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where the matrix { }MA ,...,, 21= .  

Consider the eigenvectors iv of ATA such that 

iii
T vAvA =  (4) 

Premultiplying both sides by A, we have 

iii
T AvAvAA =  (5) 

From which we see that iAv are the eigenvectors of TC AA= . 

Following this analysis, we construct the M  by M  matrix ,TL AA= where 

,n
T
mmnL = and find the M  eigenvectors, ,iv of .L  These vectors determine linear 

combinations of the M  training set packet features to components .lu  

,
1

k

M

k
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=

=  (6) 

In this paper, we used eight principal components that are more than the rate of the 

cumulative explanation, = ==
M
n n

k
n np 11 λλ , 90%. And then, Packets are represented 

and combined on the space of principal component. This combination feature is used 
to input data of TDNN classifier. 

2.3   The Packet Image Patterns 

One packet image pattern represents sixty packets and the pattern consists of eight 
major principal components from the individual packet. Fig. 3 shows a spectrogram 
of a packet image pattern. The vertical line denotes one of the packet principal com-
ponents. The number of horizontal lines is sixty. 
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Fig. 3. An Example of Packet Image Pattern 

 

Fig. 4. The Changes of Learning Pattern 

Fig. 4 shows the procedure of making from the collected packets into packet image 
pattern through PCA. The continuous packet image patterns are used as input of 
TDNN.  

3   TDNN Classifier 

Fig. 5 shows the entire structure of TDNN classifier. The kinds of TDNN learning 
algorithms are temporal back- propagation, back-propagation and more various ways. 
In this paper, we used the method of Waibel [8] who first created TDNN. 

The TDNN is always fully connected between two layers in the direction of the 
spatial axis, and can use the partial connection in the direction of the time axis. Fig. 6 
shows the side shape seen in the direction of the time axis of TDNN. The connection 
between the hidden layer and the input layer is partial. Each of the nodes' kernel size 
is five and the step size is three.  
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Fig. 5. Schematic Diagram of a TDNN 

Table 1. The configuration of TDNN classifier 

 Spatial Size Kernel Size Step Size The number of node 

Input Layer 8 0 0 60 × 8 

Hidden Layer 1 4 4 2 29 × 4 

Hidden Layer 2 2 5 2 13 × 2 

Output Layer 1 13 0 1 × 1 

 

Fig. 6. Time Axis Section of a TDNN 

The structure of the input layer has the most influence on deciding the structure of 
each level in the TDNN system. Also the decision of each level's temporal size and 
spatial size to accommodate the characteristics of the application data has influence 
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on the decision of the node number of the next layer. Table 1 shows the specific con-
figuration for each level of TDNN classifier.  

4   Experiment and Result 

The system implemented with Visual C++ on the Pentium IV PC and Windows envi-
ronment. We discriminated the data used in the learning and not used from each of the 
extracted packet, and experimented them to evaluate the proposed system. Six thou-
sands attack packets and six thousands normal packets about each of SYN Flooding, 
Land, TearDrop and New TearDrop attacks were collected. They were mixed ran-
domly and transformed to one hundred abnormal packet image patterns and one hun-
dred pure normal packet image patterns for each attacks. 

 

Fig. 7. The New TearDrop Result 

Fig. 7 shows the result of testing TDNN classifier learned TearDrop attack with the 
mutated attack, New TearDrop. The target value is the expected data value, therefore  
 

           

(a)                                                                    (b) 

Fig. 8. (a) The New TearDrop (through PCA), (b) The New TearDrop (not through PCA) 
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if it is zero, it is a normal data, but if it is one, it is an abnormal data. The items of the 
‘Result’ represent the results of the TDNN classifier; 'Normal' means normal packet 
flow, and 'Abnormal' means attack. 

Fig. 8 (a) shows the experiment results from the Fig. 7 in graph. The 'x' marks  
on the bottom represent the normal packets, and the ' ' on the top represent the 
abnormal packets. Fig. 8 (b) shows the result of the packets which were not through 
PCA. It has more successful detecting rates when we experimented with eight prin-
cipal components through PCA. More efficient results were obtained when the 
dimensions of the packets were reduced because the unnecessary elements were 
eliminated.  

Table 2. The experimental results. Mutated Attacks(Learning TearDrop, Testing for New 
TearDrop). 

 Rule-based IDSs TDNN classifier 

 
False positive 

packets(images)
False negative 

packets(images)
False positive 

packets(images)
False negative 

packets(images) 
SYN Flooding 0 0 0 0 
Land 0 0 0 0 
TearDrop 0 0 0 0 
New TearDrop 0 0 0 0 

Mutated Attacks 0 6000(100) 0 1200(20) 

 
Table 2 shows the result for each of the attack. The attacks such as SYN Flooding, 

Land, TearDrop and New TearDrop were detected correctly without false positive and 
false negative. Moreover, the TDNN classifier learning the TearDrop attack works 
well with the mutated attack of TearDrop, New TearDrop, except for twenty packet 
image pattern cases. 

5   Conclusions 

The rule-based IDSs are not able to detect intrusion unless it is satisfied with the 
conditions in the signature database justified with the detect module. For example, 
the rule-based system which has the signature database only for the TearDrop  
attacks, not for the New TearDrop attacks is not able to detect the New TearDrop 
attacks. Because TearDrop attack’s signature database of the rule-based system is 
able to compare the length information of the only IP fragmented packets. However, 
New TearDrop attacks use both of IP and UDP, so that the rule-based system which 
does not examine UDP header information is not able to detect the New TearDrop 
attacks. The proposed IDS using PCA and TDNN can detect the New TearDrop 
attacks because the packet image patterns of them are similar to that of the  
TearDrop attacks. 
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Abstract. In this paper, the Self Organizing Maps (SOM) learning and classifi-
cation algorithms are firstly modified. Then via the introduction of match-
degree, reduction-rate and quantification error of reducing sample, a novel ap-
proach to intrusion detection based on Multi-layered modified SOM neural 
network and Principal Component Analysis (PCA) is proposed. In this model, 
PCA is applied to feature selection, and Multi-layered SOM is designed to sub-
divide the imprecise clustering in single-layered SOM layer by layer. Experi-
mental results demonstrate that this model can provide a precise and efficient 
way for implementing the classifier in intrusion detection. 

1   Introduction 

Self Organizing Maps (SOM) is a competitive learning networks developed by Koho-
nen[5]. It has been applied to intrusion detection[2,3,6]. Forepart experiments demon-
strate that satisfactory results can’t be obtained if traditional SOM is directly applied 
to intrusion detection. One of main reasons is that SOM has an imprecise question in 
classification as is shown in Fig.1. It is evident from Fig.1 that the majority of  
neurons only have a cluster, but a few neurons still have various types. For example, a 
neuron marked underneath Fig.1 accounts for 12 normal samples, 11 portsweep  
attacks and 5 back attacks. Therefore traditional SOM can’t be directly applied to 
intrusion detection. 

On the other hand, the existing intrusion detection has two methods on feature se-
lection of KDD99, which are selecting all the features[4] or extracting a fraction of 
features[3,6]. The former assures the accuracy of intrusion detection but increases proc-
essing overheads. Although the latter decreases processing overheads, the accuracy is 
not so good as the former. A balance therefore exists between the use of resources and 
the accuracy and timeliness of intrusion detection information. To achieve this, Multi-
layered SOM and PCA are applied to the problem of intrusion detection on computer 
networks.  
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Fig. 1. Hit histogram of the output map. n denotes normal sample, b is back attack; p is ports-
weep attack, i is ipsweep attack, the number in the bracket is the number of input samples. 

2   MPCA-MSOM Model and Algorithm 

2.1   Intrusion Detection Model Based on MPCA-MSOM 

Considering questions mentioned in the first section, a novel approach to intrusion 
detection based on MPCA_MSOM is proposed as shown in the Fig.2. 
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Fig. 2. Intrusion detection model based on MPCA_MSOM 

In the MSOM module, a new neighboring function is introduced and used in the 
modified algorithms. PCA module is in charge of reducing dimensions of inputting 
samples and decreasing computational complexity efficiently in the model. The 
introduction of the hierarchy idea in the model can eliminate the high-precision 
classification in current layer and subdivide the low-precision classification in later 
layers.  

2.2   Related Definitions of Multi-layer MSOM 

Traditional SOM labeling method only labels winning neuron. But this method is 
incomprehensive because an input sample affects not only winning neuron but its 
neighboring neuron in different degree. So we think the method should have different 
effects on neighboring neurons. One neighboring function is introduced here. 

Def. 1. Neighbor function is defined as: 

( ) { 2 2' , , exp( ( , ) / 2 ( )),   ( ) ( , );
          0,              ( ) ( , ).

h c i t d c i r t r t d c i
r t d c i

= − ≥
<

 (1) 
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Def. 2. Given Iall={I1,I2,….Im} is a set of all neurons, m denotes the number of neu-
rons, L={l1,l2,…ln} is a set of all types in neuron I, H(I)is hit count of the ith neuron 
which corresponds to all training samples, Hall is hit count of all neurons which corre-
sponds to all input samples, Hli(I) is hit counts of type lI in neuron I, match_degree of 
type lI in neuron I is defined as: 

( ) ( ) ( )*
2

, /( )I I alllM I l H I H H I=  (2) 
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Def. 3. Given Mi(I,lI) is match_degree , reduction_rate in neuron I is defined as: 

( ) ( )
,
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I

I I
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=  (3) 

Def. 4. Quantification error of reducing sample is defined as: 

_ || ||i j

j ix C

Q error w x
∈

= −  (4) 

Where i=1,2…,n and xj are elements of the set of input vectors Ci  
R_factori>Rvalue. Based on Def. 4, termination hierarchy criterion is defined as:

1_ _i iQ error k Q error+ < ×  (5) 

2.3   MPAC-MSOM Algorithm 

According to Def.1, MSOM algorithm needs to adjust hit count Li in the neighbor-
hood of the winning neuron by applying the following formula when SOM algorithm 
adjusts weights vector  

( )( 1) ( ) ' , ,i iL t L t h c i t+ = +  (6) 

Algorithm 1. MPCA-MSOM training Algorithm 

Input: Cumulative component value Pvalue, k among formula 5, reduction threshold 
Rvalue and the training dataset Tset. 

Output: Weight matrix Wi, feature vector Vi and match_degree Mi(I,lI) 
Step 1. Read training samples Tset0 , set up the number of layer, layer=1. 
Step 2. Normalize training samples Tseti . 
Step 3. Apply PCA to Tseti and save feature vector Vi according to Pvalue . 
Step 4. Apply MSOM algorithm, and save weight matrix Mi in the ith layer. 
Step 5. Compute Mi(I,lI), reduction_rate R_factori(I) of each neuron in layer i. 
Step 6. for each neuron I in the ith layer,  if R_factori(I)>Rvalue, then Tseti=Tseti  

Tredundancy Where Tredundancy  is satisfied with R_factori(I)>Rvalue. 
Step 7. Computer quantification error of reducing sample Q_errori in the ith layer. 
Step 8. If Q_errori+1<k*Q_errori, then layer=layer+1, repeat steps 2 – 8. 
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Algorithm 2. MPCA-MSOM test Algorithm 

Input:    Test dataset Ttest, Wi, Vi and Mi(I,lI), where 1<=I<=layer. 
Output: Classification alert. 
Step 1. Set up initial value: layer i=1,Max=-1, Winner=0. 
Step 2. Compute Principal Component of Ttest according to Vi. 
Step 3. Apply the Euclidean norm to find winner neuron c of Ttest in the ith layer. 
Step 4. If Max<Mi(I,lI), then Lnum=i, Max=Mi(I,lI), Winner=c; 
Step 5. If i<layer, then i=i+1, Repeat steps 2 - 5. 
Step 6. Ttest belongs to clustering of Winner neuron in layer Lnum. 

3   Results 

3.1   Test Scheme Description 

In this paper, all tests adopt KDD-99 dataset, and experiments select 10000 normal 
samples and 1247 ipsweep attacks, 1040 portsweep attacks, 2203 back attacks as 
training dataset from 10% KDD, and select 1000 normal data, 306 ipsweep attacks, 
354 portsweep attacks, 1098 back attacks from Corrected as test dataset 1. Five kinds 
of new attacks are added as test dataset 2 on the basis of test dataset 1, which include 
158 httptuned attacks, 87 pod attacks, 9 xlock attacks, 17 sendmail attacks and 84 
nmap attacks. All tests in this paper are based on the SOM toolbox   and SOM-PAK.  

Four test schemes are designed for testing comprehensively system performance. 

In scheme 1, the number of every layer neuron is satisfied with 1 5 / 4unit numM D≅ , 

where numD denotes the length of input samples. The one of scheme 2, 3 and 4 is satis-
fied with 2 * 10.5unit unitM M≅ , 3 * 10.25unit unitM M≅ and 4 * 10.25unit unitM M≅ . Cumulative 
component value Pvalue is initialized 0.6 in each scheme. Reduction threshold of 
schemes 1-3 is 1,and one of schemes 4 is 0.998.  

3.2   Test Result and Performance Analysis 

Table 1 and 2 detail detection rate (DR) and false positive rate (FPR) of MPCA-
MSOM for four schemes on test dataset 1 and 2. The model not only obtains the bet-
ter performance, but also each attack can be accurately classified.  

Table 1. Test results of test dataset 1 

 Scheme 1 Scheme 2 Scheme 3 Scheme 4 
Name DR FPR DR FPR DR FPR DR FPR 

Normal 0.977 / 0.978 / 0.954 / 0.968 / 
Back 0.985 0.004 0.979 0.004 0.913 0.004 0.969 0.004 

Ipsweep 0.990 0.009 0.980 0.008 0.882 0.027 0.980 0.003 
Portsweep 0.997 0.010 1.000 0.010 0.912 0.015 1.000 0.025 

Total 0.988 0.023 0.984 0.022 0.909 0.046 0.978 0.032 
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Table 2. Test results of test dataset 2 

 Scheme 1 Scheme 2 Scheme 3 Scheme 4 
Name DR FPR DR FPR DR FPR DR FPR 

Normal 0.979 / 0.982 / 0.954 / 0.978 / 
Back 0.994 0.003 0.985 0.004 0.954 0.004 0.971 0.003 

Ipsweep 0.980 0.010 0.980 0.003 0.990 0.027 0.980 0.001 
Portsweep 0.997 0.008 0.997 0.011 0.873 0.015 1.000 0.018 
Httptunnel 0.873 / 0.880 / 0.892 / 0.956 / 

Pod 0.966 / 0.954 / 0.540 / 0.919 / 
Xlock 0.888 / 0.667 / 1.000 / 0.667 / 

Sendmail 0.647 / 0.059 / 0.059 / 0.588 / 
Nmap 1.000 / 1.000 / 0.012 / 1.000 / 
Total 0.979 0.021 0.969 0.018 0.880 0.046 0.971 0.022 

The termination hierarchy criterion is only applied to schemes 1, 2, 4 whereas the 
number of hierarchy is initialized to 4 in scheme 3. Tables 1-2 show that scheme 3 
didn’t obtain satisfying results when compared to the other schemes. From Fig.3, it 
can be observed that the trend of quantification error of reducing sample in scheme 3 
is not satisfied with this criterion. The phenomenon demonstrates that the introduction 
of this criterion can make the performance of MPCA-MSOM more stable. 
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Fig. 3. Comparison of performances of four schemes 

Fig.3 being analyzed, the question of scheme 3 can be ascribed to reduction thresh-
old set up irrelevantly. To validate this conclusion, the number of neurons in scheme 
4 is set up as same as one in scheme 3, and reduction threshold is modified to 0.998. 
Fig.3 shows that the drop of reduction rate makes input samples reduce effectively 
and accelerates the convergence of MPCA-MSOM model.  Tables 1 and 2 show that 
scheme 4 obtain approving results for test dataset 1 and 2. 

In Fig.4, scheme 3 hasn’t perfect results, and training and test time of it both  
increase compared with scheme 2. Scheme 1 has the best performance whereas its 
training time is the longest. Scheme 4 makes the training time fall dramatically by 
adjusting reduction threshold and the performance of scheme 4 is close to scheme 1. 
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Fig. 4. Comparison of time of four schemes 

Table 3 provides a summary of some recent results based on the same dataset. It 
can be easily found that MPCA-MSOM can not only improve detection rate and false 
positive rate, but also carry out relatively accurate classification of attacks.  

Table 3. Performance comparison to the other methods 

 K-NN RoughSet [1] SOM [2] MPCA-MSOM 
DR 88.7% 93.5% 96.1% 97.0% 

FPR 9.1% 2.8% 7.8% 2.2% 

4   Conclusions 

The idea of subdivision layer by layer solves imprecise questions in classification of 
traditional SOM. The introduction of PCA can reduce the computational complexity. 
Experimental results demonstrate that MSOM-MPCA can provide a precise and effi-
cient way for implementing the classifier in intrusion detection.  
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Abstract. A modified RBF (radial basis function)-based neural network is pro-
posed for network anomaly detection. Special attention is given to the determi-
nation of the parameters of the hidden layer. We propose a novel grid-based ap-
proach to compress and cluster the training data. The number, center and radii 
of the RBFs are determined according to the clustering result. At the detecting 
stage, we expand each input node with a sigmoid function to meet the type of 
input data. Experimental result on KDD 99 intrusion detection datasets shows 
that our RBF based IDS has high detection rate while maintaining a low false 
positive rate. It also shows the remarkable ability of our IDS to detect new type 
of attacks. 

1   Introduction 

An intrusion detection system (IDS) is an automated system for the detection of com-
puter system intrusions. There are two main classifications of IDSs. The first one 
divides the techniques of intrusion detection into anomaly and misuse detection. The 
anomaly detection approach establishes the profiles of normal activities of users, 
systems, system resources, network traffic and/or services and detects intrusions by 
identifying significant deviations from the normal behavior patterns. The misuse de-
tection approach defines suspicious misuse signatures based on known system vulner-
abilities and a security policy. According to the difference in monitoring objects, IDSs 
are divided into network-based IDSs and host-based IDSs. In this paper, we focus on 
network anomaly detection (NAD). 

RBFNNs (Radial Basis Function Neural Networks) have been widely used because 
of their simpler architecture, quick learning and local learning characteristics. Closely 
related to our investigation, Yang et al. [1] applied RBF to network intrusion detec-
tion. They proved that RBFNN has better property of approximation than BP neural 
network. Jiang et al. [2] proposed a hierarchical IDS based on RBF for real-time de-
tection of network traffic. Both of [1] and [2] test their IDS with a customized sub 
dataset of KDD 99 intrusion detection datasets. In this paper, a modified RBF neural 
network is employed to identify the abnormal records in network traffic. We propose 
a novel grid-based method to cluster the training data. And the number, center and 
radii of the hidden nodes of the RBFNN are determined according to the clustering 
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result. We train our IDS on the KDD 99 intrusion detection training 10% dataset and 
test it with the test dataset. Experiments show that this method is simple and efficient. 

The rest of this paper is organized as follows. Section 2 describes our modified 
RBFNN for NAD. In section 3, we describe the KDD 99 intrusion detection datasets 
and the experimental result. Finally, Some conclusions are given in Section 4. 

2   RBF Neural Network for Network Anomaly Detection 

2.1   Brief Introduction of RBF Neural Network 

An RBF classifier has an architecture very similar to that of a traditional three-layer 
BP (Back Propagation) network. Connections between the input and hidden layer 
have unit weights and, as a result, do not have to be trained. Nodes in the hidden 
layer, called BF nodes, produce a localized response to the input. The basis functions 

used are Gaussians, where the activation level iy  of the hidden unit i is given by: 
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Where h is a proportionality constant for the variance, kx is the kth component of the 

input vector ],...,,[ 21 DxxxX = , and iku  and 2
ikδ  are the kth components of the 

mean and variance vectors, respectively, of basis function node i. Each hidden unit 
can be viewed as a localized receptive field. 

A two-stage learning framework is traditionally employed to train RBF networks. 
It combines an unsupervised learning strategy for the RBF hidden layer with a super-
vised learning mechanism for the RBF output layer. In the first stage, the hidden 
nodes’ parameters can be determined by the prior understanding of training data. Thus 
the hidden nodes of an RBFNN can be understood intuitively to reduce the uncer-
tainty during the design procedure. But the disadvantage of RBFNN is that the classi-
fication error strongly depends on the selection of the number, centers and widths of 
basis functions. So it is a key task to predetermine these parameters. 

2.2   Pretreatment of the Training Data 

There are two reasons for preprocessing and analyzing the training data: i) We want 
to learn the character of the training data in order to decide the number of hidden 
nodes. ii) The training network traffic data are too huge for quick learning. A good 
method to compress the training data is the grid-based method which divide the object 
space into finite number of cells called hyper-rectangles or units [3]. The main advan-
tage of this approach is its fast processing time, which is typically dependent mainly 
on the number of cells in each dimension in the domain space. 

For numeric attributes, the dimensions are commonly divided into equal length 
partitions. But it does not work on network traffic data. For example, in KDD 99 
intrusion detection training 10% dataset, the values of ‘duration’ range from 0 to 
58329. The average duration of normal records is 217.82 and the attack records is 
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6.34. When dividing this dimension into 10 equal length intervals, it seems that most 
records fall into the first interval. And this attribute lost its ability for classification. 

We propose a novel method, called S-function projection method, to divide the 
range of each dimension into 10 non-overlapping intervals that are not of equal 
length, and designate each interval by the value of the low boundary of the interval. 
The attribute values are projected into 10 unequal intervals according to a sigmoid 
function defined as (2). 
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where α  is a constant. Let nm  and nd  denote the average value and standard devia-

tion of normal records on this dimension, am  and ad  denote the average value and 

standard deviation of attack records on this dimension. m and c are defined as: 
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The main idea of our method is that near the boundary of the two classes we split 
the dimension into narrow intervals and at the other area we split the dimension into 
wide intervals. 

In network connection records, there are also symbolic attributes, such as ‘proto-
col’. For these attributes we map the values to integers. The range of the dimension is 
equal to the number of discrete values in the attribute. Therefore, the number of inter-
vals for these dimensions is also equal to the range of the dimension.  

Let =2.5. By the algorithm described above, we project the KDD 99 training 10% 
data (494021 records) into 3380 units with only 13 units containing both normal re-
cords and attack records, witch totally involving 2812 records (1304 normal records 
and 1508 attack records). We label these units with the majority label in the units. If 
we define the dense-unit as the unit that containing at least 3 records, we got 1245 
dense-units among the 3380 units. So our training data are compressed into 3380 
records. It greatly reduces the computational time of learning. 

2.3   The Structure and Parameters of the RBFNN 

There are 3 common ways to determine the number of RBFs. It can be determined by: 

1. the prior knowledge of training data, 
2. the result of an unsupervised clustering of the training data, or 
3. assigning an RBF to each training data.  

For network intrusion detection, [2] proposed a RBFNN that has 4 hidden nodes 
because their customized training data contain the samples that belong to the four 
classes namely: NORMAL, PROBE, DoS and R2L. But the distribution of the 4 
classes in the input space may not form into spherical shape. In this case, it is difficult 
to determine the center and radii of each RBF. 

As for 2, the distribution of RBFs in the training data space as computed by the un-
supervised learning technique does not reflect the local complexity of the classifica-
tion problem at hand. For example, unsupervised methods may form mixed clusters of 
training data that are closely spaced but belong to different classes. 
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So we adopt a method similar to 3. Because our training data is now compressed 
into some thousand units, and the dense units are only 1245. We can assign an RBF to 
each dense-unit, and use the unit’s center as the RBF center and its size s scaled by a 
parameter  as the RBF radius, r = s. The scalar  has the same value for all nodes. 
For anomaly detection, the RBFNN need only one output node. The input layer has 
41 nodes because each connection record in KDD 99 training dataset consists of 41 
different attributes. Figure 1 shows the structure of our RBFNN at the training stage. 

Output layer (1 node)

Hidden layer (1245 nodes)

Input layer (41 nodes)

 

Fig. 1. The structure of RBFNN at the training stage 

2.4   Run-Time RBFNN for Network Anomaly Detection 

At the detecting stage, testing data should be transformed to a unit-form data to input 
to the RBFNN. So we expand each input node with a sigmoid node. The output of 
each sigmoid node is calculated by Formula (2). The parameters are the same as used 
in training stage. Figure 2 shows the modified RBFNN at the detecting stage. 

Output layer (1 node)

Hidden layer (1245 nodes)

Input layer (41 nodes)
Expanded with a sigmoid function

 

Fig. 2. The structure of RBFNN at the detecting stage 

3   Experiments and Results 

3.1   Description of KDD 99 Intrusion Detection Datasets 

The KDD 99 training dataset[4] contained about 5,000,000 connection records, and the 
training 10% dataset consisted of 494,021 records among which there were 97,278 
normal connections (i.e. 19.69%). Each connection record consists of 41 different  
attributes that describe the different features of the corresponding connection, and the 
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value of the connection is labeled either as an attack with one specific attack type, or as 
normal. There are 22 different attack types present in the 10% datasets. Each attack type 
falls exactly into one of the following four categories: Probing, DOS, U2R and R2L. 

The task was to predict the value of each connection (normal or one of the above 
attack categories) for each of the connection record of the test dataset containing 
311,029 connections. Among the 37 types of attacks in the test dataset, there are 17 
new types of attacks that are unseen in the training dataset. 

We use the training 10% dataset as training data and test the IDS with the ‘Cor-
rected’ test dataset. 

3.2   The Result of the Experiment 

Firstly, the training data are projected to units by the grid-based method mentioned in 
section 2.2. Then we input these units as training data to our RBF based IDS. Test 
data are directly input into the expanded RBFNN for classification. We try different 
values for the parameter  with 0.1, 0.4, 0.6 and 1.5. The experiment results are listed 
as Table 1. 

Table 1. The result of the experiments 

 0.1 0.4 0.6 1.5 
Detection Rate 95.685 95.651 94.419 93.824 
False Positive Rate 6.129 5.066 4.065 2.687 

Table 2. Detection rate for novel attacks ( =0.4) 

Attack name  Total instance Detected instance DR 

apache2.        794 792 99.748% 
httptunnel.     158 158 100.000% 
mailbomb.       5000 5000 100.000% 
mscan.          1053 1053 100.000% 
named.          17 16 94.118% 
processtable.   759 759 100.000% 
ps.             16 15 93.750% 
saint.          736 139 18.886% 
sendmail.       17 11 64.706% 
snmpgetattack.  7741 0 0.000% 
snmpguess.      2406 2 0.083% 
sqlattack.      2 2 100.000% 
udpstorm.       2 1 50.000% 
worm.           2 2 100.000% 
xlock.          9 9 100.000% 
xsnoop.         4 4 100.000% 
xterm.           13 13 100.000% 
  Average: 77.723% 
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There are 37 types of attacks in the test dataset. Among them, 17 new types of at-
tacks are unseen in the training dataset. Our IDS discovered 16 out of the 17. The 
performance on new attacks is detailed in Table 2. 

4   Conclusion 

An RBF based IDS is proposed for network anomaly detection. A novel grid-based 
algorithm is employed to project the training data to units. The dense units are used to 
determine the parameters of RBFs. Experimental results proved that this method is 
simple and efficient. 
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Abstract. Pattern recognition and learning of unknown worms have become a 
bottleneck of network security since a lot of variants of old worms and new 
worms occurred. To overcome this bottleneck, many traditional approaches 
were tested but failed. In this paper, a normal model of a web system was pro-
posed to detect all selfs and all non-selfs, especially all unknown worms. The 
normal model was built on the 2-dimension attributes of space and time of the 
system. Moreover, a BP neural network was used to design an adaptive learning 
mechanism of the immunized web system. The non-self learning was utilized to 
recognize most unknown worms through the trained BP network, which was 
trained with the feature data in the worm database. Besides, the innate non-self 
selection was designed to recognize all known worms. Experiments validated 
effectiveness of this approach on the BP network and the normal model. 

1   Introduction 

More and more worms are dangerous to many networks, especially such as the Inter-
net, though the early worm was designed for harnessing the (possible heterogenous) 
nodes of a multicomputer (networked computers) [1]. Staniford et al. described a 
worm that could infect the entire Internet in about 30 s [2]. A worm of this scale and 
speed could bring the entire network to a halt, or worse [3]. To prevent the spread and 
damage of the worms, some network techniques were used to detect and stop the 
propagation of the worms [4], [5], [6]. But most of these approaches failed to detect 
and recognize unknown worms, because the variants of old worms and new worms 
occurred continuously. The detection and recognition of unknown worms become a 
bottleneck of this problem. To overcome the bottleneck, an adaptive immunization 
approach was proposed for a web system on a BP neural network (BPNN) and the 
normal model. 

Part of the reason of the BP neural network was the effectiveness of learning un-
known objects. The BP network was fit to learn optimal parameter offline and some 
adaptive factors were added into the BP algorithm to improve its optimization. On the 
other hand, part of the reason of the normal model was the full detection of all selfs of 
the web system and its non-selfs. Inspired from the natural immune system, self/non-
self discrimination of the web system was built on its normal model, which was repre-
sented with the space-time features of its all normal components as similar to the 
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special molecule structures of all normal cells of the body. All the 2-dimension fea-
tures were represented and stored in the self database. Thus, all normal components 
were found in the self database. 

2   Normal Model of Web System 

Suppose a web system S is comprised of 3 web directories and 100 HTML page files, 
then the file set of the system is represented as such. 

},,2,1},3,2,1{,,100{
3
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Here, pij  denotes the jth file in the ith directory of the system S, and ni  denotes the 

sum of all files in the ith directory of the system S. 
Thus, the normal states of the web system are represented with the normal states of 

all components in the web system. Inspired from the normal states of the human im-
mune system, the normal states of the web system are represented on the space and 
time dimensions of its normal components, to identify its self components. The space 
dimension d i  of every component pi  is presented as its absolute pathname. The time 

dimension ti  of every component pi  is presented as its last revision time. 

},,2,1,,),{(, niptpdtdTD iiiiii =∈∈>=<  (2) 

Here, n denotes the sum of all the normal components of the web system S. 
Part of the reason of the 2-dimension modeling is the time-space positioning 

thought of Einstein [7]. In today’s cyberspace, every component can be also uniquely 
identified with both its space dimension and its time dimension. If and only if every 
normal component of the normal web system is identified uniquely, the normal state 
of the system can be identified uniquely. 

Theorem 1. Suppose a web system S is comprised of n components, each of which 
has its unique absolute pathname and unique last revision time. Let the absolute path-
name of a component pi  be d pi

 and the last revision time of the component pi  be 

t pi
. Also suppose the cyberspace has the same order of space and time as nature and 

human society. Thus, the absolute pathnames and last revision time of all normal 
components in the normal system uniquely identify the normal states of the system. 

Proof. In the web system there are n components of web pages, which uniquely iden-
tify the system. In other words, if the components are all normal, then the web system 
is normal; but if any component is abnormal, then the web system is abnormal. There-
fore, the normal state of every component in the web system should be identified with 
its space feature and time feature before the whole web system is identified. 

(1) Given an absolute pathname d pi
, its corresponding component pi  is unique. 

Again given the last revision time t pi
 of the component pi , its corresponding state is 
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also unique. Moreover, the last revision time t pi
 is acquired when the web system is 

normal, i.e. the component pi  is also normal at that time. Therefore, the absolute 

pathname d pi
 and the last revision time t pi

 identify the normal state of the unique 

component pi  in both the space and time dimensions. 

(2) Given a component pi  of the web system S, the absolute pathname d pi
 of the 

component is unique, because this fact is required by the rules of file management on 
any operation system. Besides, according to the hypothesis of this theorem, the last 
revision time t pi

 of the component is also unique, because the last revision time of 

everything is unique in the real world. 
Therefore, the absolute pathname and last revision time of every normal compo-

nent in the normal web system uniquely identify the normal state of the component. 
Based on the unique identification between the web system and its components, the 
normal states of the web system are uniquely identified through the absolute path-
name and last revision time of its all normal components. Thus, the proof of Theorem 
1 is accomplished. 

Thus, all the normal states of the web system are represented as the above set of 2-
element group, and the data of the model can be visualized as some molecules in a 
kind of 3-dimension space. On the Java platform, the absolute pathname and the last 
revision time of the component can be read through two methods of the class File. 
Modeling the normal states of the web system in 2 dimensions is shown in Fig. 1. 

 

Fig. 1. Modeling normal states of the web system 

Every component of the normal web system has its space property and time prop-
erty, i.e. its absolute pathname and last revision time. The two properties can be read 
through Java method in the Java class package File, and the two properties of every 
component are also encapsulated as an immune object. The immune object is utilized 
in the immune logic when the web system is abnormal. Besides, the immune object is 
stored and accessed in the self database. 

The reason of modeling the normal states of the web system is the good test-bed of 
the immune model [8]. Thus, it is every fit for building its normal model and artificial 
immune system with pure Java, which is easy for developing web applications. 
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3   BP Neural Network and Immunization of Web System 

In the natural immune system, adaptive learning of immune cells against unknown 
viruses is a kind of very complex process, which is even known little by doctors and 
immunologists. Alike, the adaptive learning of the artificial immune system against 
unknown worms is also very complex and is still a hard problem. To explore the se-
cret, a BP neural network is built and used for the adaptive learning, and then the web 
system is immunized on its normal model and the BP neural network. 

The BP neural network consists of three tiers, i.e. input tier, hidden tier and output 
tier. In the input tier, 6 features of the known worms are represented as 

}6,2,1{ =ixi , and these features include type, coding language, proliferation man-

ner, engine, feature string and damage. In the hidden tier, the names of 3 known 
worms are represented as }9,8,7{ =ixi . In the output tier, 3 elimination schemas of 

worms are represented as }12,11,10{ =ixi . Thus, the BP network is constructed as 

shown in Fig. 2. 

 

Fig. 2. Structure of BP neural network 

The input data are acquired from many samples of all known worms in the worm 
database, which is used to represent and store the features of all known worms. The 
three known worms are the love worm, the happy-time worm and the code-red worm. 
The three worms have different elimination schemas, which are also represented and 
stored in the worm database. The BP neural network satisfies the following formulas. 
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Here, P  represents the performance of the BP neural network; y  represents the 

training input; z  represents the output node; d yz  represents the anticipant output of 



 Anti-worm Immunization of Web System Based on Normal Model and BPNN 271 

 

the node z  through the input y , and d j  represents the anticipant output of the jth 

node; Oyz  represents the actual output of the node z  through the input y , and O j  

represents the actual output of the jth node; W ji→  represents the weight value be-

tween the nodes of the ith tier and those of the jth tier, and W ji∆ →  represents its 

change; r  represents the learning rate; β j  represents the value of the jth node, ε z  

represents the error of the output node. 
The BP neural network is trained for 2117 times with the input data of all known 

worms, and the learning result is shown in Fig. 3. 

 

Fig. 3. Adaptive learning result of BP neural network 

The adaptive learning of the BP neural network is improved through controlling 
the momentum of the learning rate, and used to recognize learn and memorize un-
known worms from the unknown non-selves. Besides, all known worms can be rec-
ognized through querying the features of the non-self in the worm database, which is 
the main function of the innate non-self selection. 

After the BP network is trained for 2117 times of learning the samples of all 
known worms, the web system is tested to be infected by some love worms, happy-
time worms and the variants of the love worms. Through 260 experiments of immu-
nizing the web system, the detection rate of these worms is 100%, the recognition rate 
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of love worms and happy-time worms is 100%, and the recognition rate of the un-
known worms, i.e. the variants of the love worms, is 98%. When some totally un-
known worms are tested, the recognition rate may be much lower than 98%, but the 
recognition rate can be increased through using much more known worms as the sam-
ples for learning. 

4   Conclusions 

Though detection and recognition of unknown worms are very difficult for traditional 
approaches in the web system, the normal model is proved to identify the normal 
states of the system and validated its effective detection through repeated experi-
ments. Also, the BP neural network is designed to learn unknown worms and vali-
dated its effective recognition through repeated experiments. Therefore, the normal 
model and the neural learning are both important and useful for immunizing the web 
system. 
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Abstract. In this paper, a new and efficient image hiding scheme is
proposed. Different from the existing methods, the secret data is embed-
ded into the prediction errors produced by the neural network nonlinear
predictor, and the non-uniform quantization method is used to embed
secret data. The proposed method can achieve higher embedding pay-
load while keeping smaller distortion, and experimental results are given
to show the advantage of this scheme.

1 Introduction

Steganography is used to send secret message under the cover of a host sig-
nal. It is generally accepted that the steganography must possess two important
properties: imperceptibility and high hiding capacity. In literatures, many tech-
niques for data hiding have been proposed[1,2,3], but they can not balance the
relationship of capacity and imperceptibility well.

2 Neural Network Predictor

In the image compression researches , the predictive coding is often used to
eliminate the correlation redundancy and make lossless of lossy compression.
However, it is imprecise to use the linear model and some simple nonlinear
predictors such as MEF, GAP and ALCM [4] to capture the statistics of the
neighboring pixels. Neural networks offer effective tool for nonlinear prediction.
In [5], Dianat’s experiments have shown that the neural network predictor can
significantly improve the efficiency of data compression in the MSE sense.

The design of a nonlinear neural network predictor is to find the optimal
parameter set W for a nonlinear function of the previous p input, as shown by

x̂(n) = fnn(x(n − 1), ..., x(n− p),W ) (1)

such that the mean squared value of the prediction errors E[(x̂ − x)2] is mini-
mized. In this paper, the multilayer perception (MLP)network is used to design
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our predictor. Each unit computes the weighted sum of the inputs, pluses the
bias weight and passes this sum through activation function to calculated the
output value as

yj = fnn(
∑

j

wjixi + θj) (2)

where xi is the ith input value for the neuron and wji is the corresponding
weight. The activation function maps the potentially infinite range of the weight
sum to a limited, finite range. A common activation function is Sigmod defined
by the logistic function.

The architecture of the neural network for prediction in this paper is shown in
Fig. 1, with one hidden layer containing six perceptrons. The activation function
of inputlayer and output layer is linear function, and the hidden layer activation
function is Sigmod. To compute the prediction out at each pixel position, the
values of four previous pixel samples are presented as input to the neural net-
work. These four pixels are the left, left-up, up and right-up of the current pixel
respectively, as Fig. 1(a)shows. The weights of the network can be computed by
training using the BP algorithm [6], which is a supervised learning algorithm.

 

xlu xu xru

xl x

xlu

xl

xu

xru

x̂

(b)(a)

Fig. 1. Multilayer perceptron network for prediction coding (a) Notation used for spec-
ifying neighboring pixels of the current pixel x; (b) A three-layer perceptron network
for predicting coding

Before the data hiding, training must be performed to find proper network pa-
rameters to minimize the prediction error energy. And, the parameters of the nat-
ural network predictor used in embedding and extracting must be kept identical.
It will cause too much transmission burden on the side channel. A possible and
feasible choice is to use a fixed prediction network for the same type of images.
Here, we divide images into eight types according to the mean square adjacent
pixels differences D, which can reflect the smoothness of images. The eight types
is defined with D on [0,200),[200,400),[400,600),[600,800),[800,1000),[1000,1500),
[1500,2000) and [2000,10000) respectively. Based on 400 gray images with size
512×512, for images of each type, the corresponding typical prediction network is
trained,and eight typical predictive neural networks are obtained. By using these
typical predictive neural network, the larger payload demands of side channel is
avoided, just the index of typical neural network needs to be transmitted.
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3 Proposed Hiding Method

In our scheme, the four edges of the cover image are not used to carry the secret
data of the neighbor structure as Fig.1(a) shows. While these pixels can be used
as the side channel to carry the index of typical prediction network discussed in
Section 2. Before embedding ,for a given cover image, the corresponding predic-
tion network is chosen according to D. Then the network index v is embedded
into the pixels of four edges pixels by the simple LSB method.

The data to be hidden in the image is considered as a long bit stream. The
hiding process is depicted as Fig. 2. For the current input pixel value x(n),
the prediction error e is obtained through subtracting P (x̂(n)), the quantized
predictive value x̂(n) computed by the prediction network v from the current
cover image pixel value x(n), then m bits of the data stream are selected and
embedded into e by the Eq.(3).

x̂(n) = fv(x′l(n), x′lu(n), x′u(n), x′ru(n))
e = x(n)− P (x̂(n))
e′ = GK(e, sm)
x′(n) = e′ + P (x̂(n))

(3)

Here, P (·) represents quantizing to the nearest integer from the output of neural
network predictor, GK(·, ·) is the embedding function under the control of the
stego key K, sm stands for m bits of data stream, and x′(n) is the stego pixel
value. The four pixel value x′l(n), x′lu(n), x′u(n), x′ru(n) are the neighboring
pixels in the stego image that correspond to the position of the current cover
image pixel x(n).

Inspired by the work of Wu in [4], a quantization-based information hiding
method is proposed. First, the prediction error e is quantized to a quantization
point qi according to the equation as follows.

Q(e) = arg min
qi,qi−|e|≤0

|qi − |e|| (4)

+ e
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Fig. 2. Data Hiding Based on Neural Network Predictor
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Then the amount of bits to be embedded into e is chosen equal to log2∆qi.
The quantization point qi and the quantization cell size ∆qi must obey Eq. (5).
It means a partition of the prediction error absolute value range [0, 255].

∆qi = 2ki ,

N∑
i=1

2ki = 256

q1 = 0, qi =
i−1∑
j=1

2kj , i > 1

(5)

Here, ki(i = 1, . . . , N) are all integers. To afford more data payload and make
less image quality distortion, the partition should obey the sensitivity of HVS.
It means that for larger error, the corresponding cell size is also larger, which
implies that the larger the error value is, the more amounts of bits can be
embedded. In this paper, we choose the integers ki(i = 1, . . . , N) equal to
[2, 2, 3, 3, 3, 4, 4, 4, 4, 5, 5, 5, 6]. there may be also other feasible partition manners,
when considering the demanded combination of the image quality and capacity.

After the quantization, m = log2∆qi = ki bits and the stego-key controlled
dither value is added onto the quantized value Q(e), the sum is multiplied by
the sign of the prediction error e to generate the modified prediction error e′,
the whole process can be described by Eq.(6).

e′ = Gk(e, s) = sign(e) · (Q(e) +mod(slog2∆qi(n) + �β∆qi�, ∆qi)) (6)

where, β ∈ [0, 1] is generated from the stego-key K, and ∆qi is the cell size of
the quantization point qi, and �·� represents the operation of truncation to the
integer part. Here, the dither value �β∆qi� is used to enhance the security of our
method. Furthermore, it is more important that the computation of Eq. (6) is
able to guarantee Q(e′) = Q(e), which makes the blind data extracting possible.

The mistakes will come forth during extracting, when the sum of the quantized
prediction pixel value (̂x)(n) and the modified prediction error e′ exceeds the
range [0, 255]. To avoid data overflow, the condition (7) should be examined to
decide whether the data is able to be hidden in the current error.

x′ = P (x̂(n)) + sign(e) · (Q(e) +∆qi) ∈ [0, 255] (7)

If the condition is not satisfied, the current pixel will be skipped, and the
embedding process will move to the next pixel.

Before data extracting, the decoder must decodes the prediction network index
v firstly. Then the predictor network v is used to predict the current pixel x(n) to
get x̂(n). Accordingly, the prediction error e is obtained. Like the examination in
the embedding process, Eq. (7) is examined to decide whether the pixel contains
secret data. If not, goes next, else uses the same parameter β generated by the
identical stego-key to extract the secret data by the equation (8).

sm(n) = mod(e′ −Q(e′)− β∆qi +∆qi, ∆qi) (8)
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4 Experiments and Discussions

To evaluate the performance of the proposed scheme, the experiment is made,
which is based on four typical test images, ”Lena”, ”Baboon”, ”Jet” and ”Pep-
pers”, each with size 512 × 512. The secret data used in the experiments are
random bits, which is generated by a pseudo-random number generator(PRNG).
The measurement of the image quality in the experiment is PSNR. Table 1 gives
the capacity and image quality of the proposed scheme.

Table 1. Capacities and PSNRs of four stego images

Cover image Capacity(bits) PSNR(dB)
Lena 554,564 43.17
Baboon 671,423 38.64
Jet 558,565 43.00
Peppers 574,736 42.10

From Table 1, we can see that the images with more edges and textures can
carry more information than the flat ones. And the PSNRs of those four images
are all kept above 38dB.

In Fig. 3(a)and (c), the two of the stego images ,Lena and Baboon, are shown.
And in Fig. 3(b)and (d), we show the corresponding enhanced images between
the stego images and the cover images. It is clearly exhibited that most in-
formation is embedded into the edges and textures of the cover images. These

(a)                                               (b)

(c)                                               (d)

Fig. 3. Two of stego images and the corresponding enhanced difference images after
embedding. (a) The stego image of Lena. (b) The enhanced difference image of Lena.
(c) The stego image of Baboon. (d) The enhanced difference image of Baboon.
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distortion are less noticeable because the changes in edge and texture parts of
image are generally less obvious to human eyes.

5 Conclusions

In this paper, we use the prediction errors produced by the neural network predic-
tor to hide the secret data. Moreover, the non-uniform quantization embedding
method is used to achieve the good combination between image quality and hid-
ing capacity. The experimental results reveal the practicability and superiority
of the presented scheme.
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Abstract. Information hiding capacity of digital image is the maximum
information that can be hidden in an image. But the lower limit of infor-
mation hiding, the minimum detectable information capacity is also an
interesting problem. This paper proposes a method to analyze the min-
imum detectable capacity of information hiding in digital images based
on the theories of attractors and attraction basin of neural network. The
results of research show that the attractors of neural network decide the
lower limit of information hiding.

1 Introduction

Information hiding capacity of digital image is an evaluation of how much infor-
mation can be hidden within images. Information hiding can be considered as a
communication process. The image is the communication channel in which the
information is hidden. Information hiding capacity corresponds to the communi-
cation capacity of the “information hiding channel” [1],[2]. Consider the original
image as an independent additive white Gaussian noise (AWGN) channel, the
information hiding capacity can be calculated according to the well-known Shan-
non capacity formula.

Recently, some works on the information hiding and watermarking capacity
have been presented. Servetto considers each pixel as an independence channel
and calculates the capacity based on the theory of Parallel Gaussian Channels
(PGC) [3]. Barni’s research focuses on the information hiding capacity of digital
image in the DCT and the DFT domain [4]. Moulin’s work introduces a game-
theoretical approach for the evaluation of information hiding capacity problem
under attacking [5],[6]. Lin presents a capacity analysis of zero-error informa-
tion hiding in the JPEG compressed domain using adjacency-reducing mapping
technique [7]. Zhang presents an adaptive watermarking capacity analysis in the
spatial domain and the wavelet transform domain [8],[9].
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Almost all the previous works on information hiding capacity used the infor-
mation theoretic model, and those researches focus on the maximum information
that can be hidden in an image, which is the upper limit of hidden information.
But the lower limit of information hiding, the minimum detectable information
capacity is also an interesting problem. It is difficult if we analyze the minimum
detectable information capacity according to the information theoretic model, so
few works are proposed in this field. This paper proposes new information hiding
limits analysis method that is based on the theories of attractors and attraction
basin of neural network.

The rest of this paper is organized as follows. An information-hiding algorithm
is proposed in Section 2. In Section 3, we discuss the lower limit of information
hiding, namely the minimum detectable information capacity. Finally, the con-
clusions of this paper are drawn in Section 4.

2 An Information-Hiding Algorithm Based on Neural
Network

In the information-hiding algorithm, a Hopfield neural network is used to store
the original image during the information embedding process. And the same
neural network is used to retrieve the image during the information extraction
process.

Hidden information: The information that is hidden in images is a binary
sequence, which is generated by a pseudo-random sequence generator. The length
of an information sequence is less than or equals to the number of pixels.

Neural network learning: A discrete Hopfield network is trained with the orig-
inal image as the input pattern. The number of neurons equals to the number
of pixels. The neural network learns and stores the original image. The hidden
information sequence can also be stored at the same time if the original hidden
information is necessary in the information detection.

Information hiding embedding: The information is embedded into an image
according to the bits of the hidden information sequence. Each bit of the hidden
information sequence affects the amplitude of one pixel. If the bit is 0, there is
no change to the amplitude of corresponding pixel. If the bit is 1, the amplitude
of the pixel is modified. The magnitude of modification for each pixel may vary
and is determined by a perceptual model in order to the information invisible. In
this algorithm, the magnitude of modification is simply added to the amplitude
of corresponding pixels.

Information hiding extraction: Firstly, the neural network retrieves the orig-
inal image from the stego images (stego image is a terminology which denotes
the information hidden image) or the noised images. Then, the hidden infor-
mation data are extracted by subtracting the retrieved image from the stego
image. Finally, the hidden information sequence is reconstructed according to a
threshold.
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A block diagrams is shown in Figure 1 to illustrate the information hiding em-
bedding, and a block diagrams is shown in Figure 2 to illustrate the information
hiding extraction.

Original Image

Binary Information

Sequence
Perceptual Model

Pseudo- Random
Sequence Generator

Neural Network Stego  Image

X

+

Fig. 1. Illustration of the information embedding

Reconstruction

Imag e

Perceptual

Model
Threshold

Neural

Network

Stego

Image
-

Binary Information

Sequence

Fig. 2. Illustration of the information extraction

The stego Baboon image and the reconstruction image are shown in Figure 3.
The peak signal to noise ratio (PNSR) is 31.87 dB.

3 The Minimum Detectable Information Capacity

The Hopfield network is a recurrent neural network that stores information in
a dynamically stable configuration. An energy function is used to evaluate the
stability property, and the energy function always decreases to a state of the
lowest energy. We can concentrate the Hopfield model as an associative memory
that is a storage device that is able to obtain stored information from some input
data [10],[11]. Attractors in an energy surface represent the stored patterns. The
basin of attraction is the set of states in the system within which almost all
states flow to one attractor. For a trained neural network, the attraction basin
gives a measure of neural network error-correcting capability. Once a pattern
is stored, the Hopfield network can reconstructs the original pattern from the
degraded or incomplete pattern.

The concept of capacity in the neural network is different to the capacity
concept of information theory. In the Hopfield neural network, a pattern is called
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(a) (b)

Fig. 3. The stego Baboon image (PNSR is 31.87 dB)(a) and the reconstruction
image (b)

stored if it is a fixed point of the retrieval dynamics and the storage capacity is
understood as the asymptotic of the number of patterns such that all of them
are fixed points. The storage capacity in this concept is defined as the number
of patterns that can be permitted such that they (one or all of them) are fixed
points of the retrieval dynamics [12],[13]. The other approach to storage capacity
takes into account small errors we are willing to accept in the restoration of the
patterns (with the idea to increase the storage capacity) [14],[15]. So we are
satisfied if the retrieval dynamics converges to a configuration, which is not too
far away from the original patterns.

Assume that the set of P stored patterns is given by ξ = (ξ1, ξ2, · · · ξP ), the
nodes in the network are labeled 1, 2, . . . , N . If an input pattern ζ is same as
one of the stored patterns ξυ, then the stability condition of Hopfield model is:

sgn(ζυ
i ) = ξυ

i , ∀i, (1)

where

ζυ
i =

N∑
j=1

wijξ
υ
j =

1
N

N∑
j=1

P∑
µ=1

ξµ
i ξ

µ
j ξ

υ
j

= ξυ
i +

1
N

N∑
j=1

P∑
µ=1,µ�=υ

ξµ
i ξ

µ
j ξ

υ
j . (2)

The second term is called the crosstalk term. If it is zero, the network has
stability. But even if it is not zero, the network can still has stability if its
magnitude is smaller than 1, in which case it cannot changes the sign of ζυ

i . It
turns out that if this is the case, and the initial state of the network is near one
of the stored patters (in Hamming distance), the network moves towards ξυ

i . ξυ
i
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is an attractor. The more patterns that are stored, the lower the chances that
the crosstalk term is sufficiently small.

Let

Cυ
i = − 1

N

N∑
j=1

P∑
µ=1,µ�=υ

ξµ
i ξ

µ
j ξ

υ
j . (3)

If Cυ
i < 0, the crosstalk term has the same sign as the desired ξυ

i . Thus, ζυ
i

always has the same sign as ξυ
i . We can define the error probability that some bit

in the pattern will not be stable (because in this case the crosstalk term changes
the sign and the bit is flipped) as follows.

Pe = P (Cµ
j > 1). (4)

The quantity Cυ
i has a binomial distribution since they are the sum of random

numbers (-1, +1). For P random patterns and N units, the distribution of values
for the quantity Cυ

i close to Gaussian distribution with variance σ2 = P/N .
Thus,

Pe =
1√
2π

∫ ∞

1
exp
(
− x2

2σ2

)
dx

=
1
2

[
1− erf(

√
N

2(P − 1)
)

]
. (5)

Where erf(x) is the Complementary Error Function that is defined as,

erf(x) =
2√
π

∫ x

0
exp(−u2)du. (6)

If the error is lesser than 0.01, then the maximum number of patterns that
can be stored is 0.185N . Now we consider this problem in the counter way,
if we want to the neural network store some patterns, the minimum number of
nodes Nmin = P/0.185. In proposed information-hiding algorithm, the minimum
number of nodes are 6, namely at least 6 neurons are needed. each neurons
corresponds with a point that the information data is hidden, so at least 6
pixels will be modified. In proposed information-hiding algorithm, each of the
embedded points corresponds with one bit information messages, so, when Pe <
0.01, the minimum detectable information messages is 6 bits.

4 Conclusions

This paper proposes new information hiding limits analysis method that is based
on the theories of attractors and attraction basin of neural network. The pro-
posed method abandons the information-theoretic model, the results of research
show that the attractors of neural network decide the lower limit of information
hiding.
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Abstract. This paper proposes a new watermarking scheme in which a logo 
watermark is embedded into the spatial domain of the original image using 
Back-Propagation neural networks (BPN). BPN will learn the characteristic of 
the image, and then watermark is embedded and extracted by the trained BPN. 
The image is divided into 8×8 blocks and the average pixel value of each block 
is used as the desired output value of the BPN. The quantized DC coefficient of 
discrete cosine transform (DCT) domain of each block is used as input value of 
the BPN to be trained. After the BPN is trained using those input/output values, 
watermark is embedded into the spatial domain using the trained BPN. The 
trained BPN also used in watermark extracting process. Experimental results 
show that the proposed method has good imperceptibility and high robustness 
to common image processing.  

1   Introduction 

With the rapid development of computer and communication networks, the digital 
multimedia reproduction and distribution are becoming extremely easier and faster. 
However, these advances also afford unprecedented opportunities to pirate 
copyrighted digital multimedia products. As a result, the watermarking technique, 
which embeds a watermark into digital multimedia contents for detecting and tracing 
copyright violations, has recently become a very active area of multimedia security 
[1]. The watermarking techniques can be classified into two classes depending on the 
domain of watermark embedding, i.e. a spatial domain and a frequency domain. 
Among the spatial domain watermark embedding methods, Schyndel et al. proposed 
a watermark embedding technique by changing the least significant bit of some 
pixels in an image [2]. Bender et al. described a watermarking approach by 
modifying a statistical property of an image called ‘patchwork’ [3]. On the other 
hand, there are many algorithms for watermark embedding in frequency domain. 
Cox et al. described a method where the watermark is embedded into the large 
discrete cosine transform (DCT) coefficients using ideas borrowed from spread 
spectrum in communications [4]. Xia et al. proposed a frequency domain method of 
embedding the watermark at all the subbands except LL subband, using discrete 
wavelet transform (DWT)[5].  
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Recently, quantization index modulation (QM) [6-8] technique is widely used in 
watermarking area, and this technique is very robust to various attacks such as JPEG 
compression, noise insertion, image resize and so on. And Mei, et. al. [9] proposed a 
watermarking technique using neural network. It is a very robust method, but a non-
blind method that requires original image to extract the watermark.  

In this paper, a new watermark embedding/extracting algorithm using error back-
propagation neural network (BPN) is introduced. In this algorithm, an image is 
divided into 8×8 blocks, then calculate the average pixel value for each block, make it 
the desired output for BPN, and start the BPN learning procedure. After that, embed 
and extract the watermark by the trained BPN. 

The experimental results show that the watermarked image has at least 43 dB in 
peak signal-to-noise ratio (PSNR). Also, the results are compared among the presented 
scheme, the method that uses quantization index modulation (QM) technique on the 
DC coefficient of DCT domain, and the neural network method applied on DCT 
domain [9]. 

2   Related Theories 

2.1   The Error Back-Propagation Neural Network (BPN) 

The BPN is a kind of supervised learning neural network. It is one of the most 
frequently used learning techniques in neural networks. The principle behind the 
BPN involves using the steepest gradient descent method to reach a small 
approximation. A general model of the BPN has an architecture like that depicted in 
Fig. 1. There are three layers including input layer, hidden layer, and output layer. 
Two nodes of each adjacent layer are directly connected to one another, which is 
called a link. Each link has a weighted value, which represents the relational degree 
between two nodes. A training process described by the following equations updates 
these weighted values: 

))(()1(

)()( ,

tnetfto

totnet

jactj

i
jijij

=+

−= θα
 (1) 

where net j(t)is the activation value of the jth node in iteration t, oj(t+1)is output of the 
jth node in iteration t +1,  fact(x) is called the activation function of a node, which 
usually is a sigmoid function in hidden layers and a pureline function in output layer. 
Generally, all initial weight values αi,j are assigned using random values. In each 
iteration process, all αi,j are modified using the delta rule according to the learning 
samples. The trained neural network can memorize the characteristics of the learning 
samples, and predict a new output due to the adaptive capability of it. BPN will be 
used to learn the characteristics of image for improving the performance of the 
proposed watermarking scheme in the section 3.  
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Fig. 1. Architecture of a BPN 

2.2   The BPN Neural Network Training Procedures 

The BPN neural network training procedures are as Fig. 2 below. 

 

Fig. 2. BPN training procedures 

In the figure, C(0,0) is the DC coefficient of the discrete cosine transform (DCT) 
domain of the original image, and Q is the quantization value. The output of the 
equation Round(C(0,0)/Q), which is represented as P, is used as an input value for the 
BPN, and T, which is the average pixel value of each block, is used as a desired  
output value for the BPN neural network. The structure of BPN network presented in 
the paper is 1-120-1, which is obtained as an optimal neural network structure from 
many experiments. The hidden layer uses sigmoid function, and the output layer uses 
pureline function. The training method is Levenberg-Marquardt rule. And the training 
error is set to 0.01 and the number of maximum learning iteration is set to 5000. 
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Fig. 3. The training process of BNP 
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The training is finished when either training error is smaller than 0.01 or the iteration 
is reached to the maximum iteration number. Fig. 3 shows the learning error in each 
step when the BPN is trained using a 256×256 size Lena image. The BPN trained by 
this way will be used to embed and extract the watermark. 

3   Watermark Embedding and Extracting 

Generally, a watermark algorithm includes 3 steps: watermark generation, embedding, 
and extraction. In this paper, a logo image, which can be easily distinguished by human 
eyes, is embedded as a watermark. The proposed watermark technique is a kind of 
blind watermarking algorithm, which embed/extract the watermark into/from the 
spatial domain. 

3.1   Watermark Embedding 

Fig. 4 below is the block diagram of the watermark embedding procedure. The trained 
BPN in the figure is discussed in section 2.2. Q is the quantization value.  

 

Fig. 4. Watermark embedding procedure 

The watermark embedding procedures are as follows:  

Step1: Divide the original image to be 8×8 blocks and make DCT transformation. 
Step2: Quantize the DC coefficient C(0,0) of the DCT by Q, and use that value as the 
input value of BPN then get the output T'. 
Step3: Embed the watermark according to the equation 2 and 3 below which use the 
output value T' and the pixel values of the corresponding block.  
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Where pi,j  is the pixel value of the original image, p’i,j  is the pixel value in which 
watermark is embedded. w is the watermark and Q is the quantization value. 1blokP∆  

is the change of sum of all pixels in a block when watermark is 1, and 0blokP∆  is the 

change of sum of all pixels in a block when watermark is 0. 
=

7

0,
,

ji
jip represents the sum 

of pixel value in a block, and 64×T’ is also the sum of pixel value of a block, but 

calculated by BPN. A change Q*8*
4

1
 should be given to each block because 

)/)0,0(( QCRound  must have no change after embedding a watermark, so that there 

will be no change in )/)0,0(( QCRound  when extracting the watermark. With many 

experiments, we concluded that the embedded watermark is most robust to attacks 

when the change is Q*8*
4

1
. 

 3.2   Watermark Extracting 

The watermark extracting procedures are the converse procedures of watermark 
embedding, as shown in Fig.5. The BPN here is trained neural network, which is 
discussed in section 2.2, and Q is the quantization value. 

 

Fig. 5. Watermark extraction procedure 

The watermark extraction procedures are as follows:  

Step1: Divide the watermarked image into 8×8 blocks and calculate the average pixel 
value p for each block, and make a DCT transformation. 

Step2: Quantize the DC coefficient C(0,0) of the DCT by Q, and use it as input value 
of the BPN to get the output T'. 
Step3: Extract the watermark using the equation 4 below, which is in use of output T' 
and p . w’ of equation 4 is extracted watermark. 
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Step 4. The correlation between the original watermark and the extracted watermark 
is calculated to detect the existence of the watermark. The similarity between the 
original watermark w and the extracted watermark w’ is quantitatively measured by 
the bit correlation ratio (BCR), defined as follows: 
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Where wi,j  is the original watermark bit, w’i,j is the extracted watermark bit, and ⊗ is 
the exclusive OR. 

4   Experimental Results 

In this paper, 8 bit 256×256 sized Lena, cameraman, baboon, boat images are used as 
cover (original) images, and a 32×32 sized logo image, which can be easily 
distinguished by human eyes, is used as watermark. Fig.6 shows the images used in 
this experiment and the watermark in use.  

Fig.7 shows the relationship between the embedding quantization step-size Q and 
the peak signal-to-noise ratio (PSNR). We can see that the PSNR of the watermarked 
image is decreasing with increasing Q value, but in any case the PSNR is more than 
43dB. This shows that the watermarked image has a good PSNR. 

We tested the robustness of the proposed method with several typical images 
attacked by JPEG compression. The watermarks extracted from JPEG compressed 
versions of the watermarked image with various compression quality factors, and 
  

 

Fig. 6. Experiment images and watermark 
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Table 1. BCR values of the extracted watermarks (%) 

Lena Baboon Cameraman Boat      Images  
              PSNR 
Quality 
Factor 

44.48  [dB] 
 

44.65 [dB] 44.64 [dB] 44.51 [dB] 

100 100 100 100 100 
90 100 100 100 100 
80 99.99 100 99.70 100 
70 100 99.80 99.21 99.99 
60 99.95 99.60 98.53 100 
50 99.68 98.53 97.36 99.80 
40 96.68 97.06 95.87 96.09 

Table 2. Comparison(BCR) results among QMs’ method, nerual netwrok method described in 
[9] , and presented method 

 QM method Method [9] The proposed method 
PSNR [dB] 44.16 44.12 44.53 

Embedded 100 100 100 
JPEG (Quality factor = 40) 89.45 88.04 96.42 
Noise (Gaussian) 87.50 85.86 89.04 
Resize (225×225) 82.71 84.92 86.23 

their corresponding BCR values are listed in Table 1. According to Table 1, we can 
see that the extracted watermark is still recognizable when the compression quality 
factor reaches 40, which means the proposed method has good robustness to JPEG 
compression. 

Finally, we compared the performance of the proposed method with that of the one 
proposed in QM method, and with the performance of the scheme using neural 
network on DCT domain. All the three methods have the same test conditions 
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including the same test image "Lena" (256×256), the same amount of embedded 
information (1024 bits i.e. a 32×32 binary pattern watermark). Comparison results are 
listed in Table 2. According to this table, the BCR of the extracted watermarks using 
the proposed method are always higher than the others. These results prove that the 
proposed method has superior performance. 

5   Conclusions 

A new watermarking method for image has been proposed. It has following 
characteristics: First, a logo watermark is embedded into the spatial domain of the 
image using Back-Propagation neural networks (BPN). The embedding scheme can 
result in good quality of the watermarked image. Second, a BPN model is used to 
learn the characteristics of image. Due to the learning and adaptive capabilities of the 
BPN, the embedding /extracting strategy can greatly improve the robustness to 
several attacks. Experimental results illustrate that the performance of the proposed 
technique is superior to that of the similar one in the literature. 
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Abstract. In this paper, we propose a novel invisible watermarking method with 
image signature, which can resist not only common image attacks but also copy 
attack. The image signature algorithm referred is based on Image Independent 
Block Feature (IIBF) obtained by Independent Component Analysis (ICA).  
Simulations demonstrate the robustness of this method. In addition, this invisible 
watermarking method can be applied to protect the visible-watermarked image. 
That is to say, we can claim the ownership of the image after visible watermark 
removal by the invisible watermark.  

1   Introduction 

With rapid spread of computer network and wide use of multimedia technology, many 
watermarking techniques are now under investigation for protecting owner’s 
intellectual property rights. In general, digital watermarks can be classified into visible 
and invisible watermarks. 

Invisible watermarks are expected to be invisible in perception and robust to 
malicious attacks as well as common image processing. In some situations, a 
watermark of a legal marked image may be maliciously embedded in another illegal 
non-marked image. This is called copy attack which can create the false positive 
problem and cause ownership ambiguity [1].  

In this paper, a novel invisible watermarking method with image signature is 
proposed, which can resist copy attack. Meanwhile, a new image signature algorithm 
based on Independent Block Feature (IIBF) has been studied. Simulations demonstrate 
that the watermarking method is not only robust to common image processing but also 
to copy attack and the image signature algorithm is better for identifying different 
images than the current algorithm [2]. Furthermore, this method is considered to protect 
the visible- watermarked image. We can exactly claim the ownership of the image after 
visible watermark removal by the invisible watermark. 

2   Independent Component Analysis 

Independent Component Analysis (ICA) is probably the most powerful and 
widely-used method for performing Blind Source Separations (BSS) [3]. The simplest 
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ICA model assumes the existence of n  independent components 1 2 ns ,s , ,s  and the 

same number of linear and instantaneous mixtures of these sources 1 2 nx ,x , ,x . 

In vector-matrix notation, the mixing model can be represented as 

x = As  (1) 

where 1 2[ ]T
ns ,s , ,s=s , 1 2[ ]T

nx ,x , ,x=x and  is a n n× mixing matrix. The 

de-mixing process can be formulated as computing the separating matrix , which is 
the inverse of mixing matrix . Finally,  the independent components are obtained by 

s = Bx  (2) 

In this method, to fit the ICA model, an image is divided into m  blocks which are 
regarded as observation signals 1 2 nx ,x , ,x .The Image Independent Block Features 

(IIBFs) 1 2 ns ,s , ,s can be obtained by (2) [4]. 

3   Image Signature 

John Barr pointed out that image signature is helpful to cope with copy attack and the 
low frequency DCT values of an image could be used to calculate its signature [2]. In 
this paper, we propose a new image signature algorithm by ICA.  

(a)                                        (b)                               (c)                        (d)  

Fig. 1. (a)Image blocks; (b) Image Independent Block Features (IIBFs); (c) Image block 
signatures; (d) Image signature 

The process of image signature calculation is shown in Fig.1. Firstly, the image is 
divided into some image blocks. And then, the IIBFs are derived by ICA. We perform 
DCT on the IIBFs, and pick up the lowest 1 2m m× DCT coefficients following zigzag 

path in each block. The median of these DCT coefficients except the DC value is set as 
a threshold, by which the 1 2m m×  coefficients can be converted to a binary sequence as 

the block signature. Finally, the image signature can be formed by combining all block 
signatures. 

We selected 432 images from the Eigenfaces [5] to test the effectiveness of our 
algorithm. Hamming distances between different image signatures are used to measure 
their differences. Image signatures of size 16×16 are calculated. So the expected 
average Hamming distance is 128 according to the knowledge of stochastic process and 
probability theory. In this experiment, the tested average Hamming distance using our 
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algorithm was 126.2491, and the value was 121.3864 while using the algorithm in [2]. 
The tested average Hamming distance of our algorithm is closer to the expected value 
than of John Barr’s. It means that the image signature calculated by our algorithm is 
better for identifying different images. Fig.2 shows the experimental result. 

 

Fig. 2. Hamming distance distributions between different image signature algorithms 

4   Watermarking Method 

4.1   The Invisible Watermark Embedding  

Firstly, we obtain IIBFs ( 1,2, , )k k m=f of the host image G  by ICA. Then, we do 

DCT transform on each IIBF, and get m  DCT coefficient matrixes as follows: 

( ) , 1, ,k kDCT k m= =D f  (3) 

Middle-frequency coefficient matrixes ( ) , 1, , ; 1, , ; 1, ,k ij km i n j n k m= = = =M   

of kD  are restored as key matrixes and chosen to embed invisible watermark.  

We calculate the image signature of the host image by our algorithm, and divide it 
into m segments. These segments ( ) , 1, , ; 1, , ; 1, ,ijk ks i n j n k m= = = =s  are 

embedded in the corresponding middle-frequency coefficient matrixes as watermark by 

, 1
( 1, , ; 1, , )

, 0
ij ijw

ij
ij ij

m s
m i n j n

m s

α
α

+ =
= = =

− =
 (4) 

where ( ) , 1, , ; 1, , ; 1, ,w w
k ij km i n j n k m= = = =M  are the middle-frequency 

coefficient matrixes of watermarked image and α is the embedding intension.  
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Then do the inverse processing as follows: 
1( ) , 1, ,w w

k kDCT k m−= =f D  (5) 

1 * , 1, ,w w
k k k m−= =i B f (6) 

where ( ) , 1, , ; 1, , ; 1, ,w w
k ij kd i N m j N m k m= = = =D are DCT coefficient 

matrixes of watermarked image. Finally, the watermarked image wG  which is 
composed of ( 1, , )w

k k m=i  is obtained. 

4.2   The Invisible Watermark Detection 

In the detection, we can get the IIBFs as the processing in the subsection 4.1. Now what 

we do with is w
′G , which is not the same as wG for some attack. First we get 

IIBFs ( 1,2, , )k m′ =w
kf  of w

′G by ICA. Then DCT transform is performed on each 

IIBF, and m  DCT coefficient matrixes are obtained by 

( ) , 1, ,w w
k kDCT k m′ ′= =D f  (7) 

Middle-frequency coefficient matrixes ( ) , 1, , ; 1, , ; 1, ,w w
k ij km i n j n k m′ ′= = = =M  are 

chosen from w
k
′D , and key matrixes ( ) , 1, , ; 1, , ; 1, ,w w

k ij km i n j n k m′ ′= = = =M are utilized 

to extract the image signature segments in each block as follows 

1, 0
( 1, , ; 1, , )

0, 0

w
ij ij

ij
w
ij ij

m m
s i n j n

m m

′ − ≥′ = = =
′ − <

 (8) 

Finally, we can obtain the extracted image signature ′S which is combined by 
m extracted image signature segments. 

Normalized cross-correlation (NC) is used as the objective evaluation criterion: 

1 1

2 2

1 1 1 1

( , ) ( , )

N C

( , ) ( , )

M N

i j

M N M N

i j i j

i j i j

i j i j
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′⋅
=

′

W W

W W

 (9) 

In this paper, W  denotes the extracted image signature and ′W denotes the 
watermarked image signature calculated by our algorithm. If the NC value is higher 
than threshold value 0.7, we determine that legal watermark exists in the image. 

5   Computer Simulation Experiments 

To apply the invisible watermarking method to protect the visible-watermarked image, 
we do experiments as follows. We first embed visible watermark to the host image. In 
the experiment, the visible watermark embedding strategy is based on the method in 
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[6]. Then, we embed invisible watermark in the visible-watermarked image. Finally, 
we perform visible watermark removal attack to the visible- and invisible- 
watermarked image using scheme in [7]. The process is shown in fig.3. 

(a)                  (b)                 (c)                 (d)  

Fig. 3. (a) The standard ‘House’ image of size128 128× ; (b) The visible-watermarked image; 
(c) The visible- and invisible-watermarked image; (d) The attacked image 

Table.1 shows the comparison on NC using different invisible watermark methods: 
A is the proposed method, and B is referring [8]. Assume that the watermarked image 
suffers following attacks: (a) JEPG compression (b) 3×3 median filtering; (c)Gaussian 
noise with mean 0.1 and variance 0.0015; (d) the” bilinear” : extend the image twice as 
much as the original image , and then resize it the same as the original image; (e)copy 
attack: assume that someone has obtained the image signature from watermarked image 
‘House’, and embed it in the illegal image ‘Cameramen’; (f)visible watermark removal, 
while applying to protect visible-watermarked image. In this table, most of the tested 
NC values are above the threshold and our method shows better robustness against the 
same common image attacks. The data indicate that A can resist copy attack (NC < 0.7), 
while B can not. In addition, we can exactly claim the ownership of the image after 
visible watermark removal by the help of invisible watermark. 

Table 1. Detection results under different attacks  

  No attack (a) (b) (c) (d) (e) (f) 
A 1 0.9297 0.8525 0.8949 0.9836 0.5232 0.9805 

NC B 1 0.8493 0.7129 0.7449 0.9266 1 0.8781 

We choose 6 standard images and 6 natural images as illegal images to test the 
robustness of our method against copy attack. The calculated NC values are shown in 
Table 2. They are all lower than the threshold value 0.7, which indicates that there is no 
legal invisible watermark in images.  

Table 2. Robustness to copy attack 

 Peppers Elaine Airplane Bridge Man Lake 
NC 0.4873 0.5054 0.4717 0.4483 0.4600 0.4834 

 Nature1 Nature2 Nature3 Nature4 Nature5 Nature6 
NC 0.5053 0.4757 0.4873 0.4639 0.4546 0.4951 
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6   Conclusions 

In this paper, an ICA-based invisible watermark method with image signature is 
proposed. The simulations show the robustness of this method. Furthermore, our 
invisible method is applied to protect visible-watermarked image. We can exactly 
claim the ownership of the image after visible watermark removal by the help of 
invisible watermark. 
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Abstract. In this paper, a novel robust halftone image watermarking algorithm 
based on neural networks is presented. By using neural networks, the error dif-
fusion filter can be adjusted adaptively, which can integrate the data embedding 
with the halftone processing in our scheme. Experimental results show that the 
proposed halftone image watermarking is invisible and robust against various 
signal processions such as JBIG compression, noise adding, cropping, daubing 
and print-scan. Especially, the algorithm can extract the watermark without the 
help from the original image.   

1   Introduction 

As a special kind of image, halftone images have been widely used in many printer 
and publishing applications. With the rapid development of the network and multime-
dia technique, the protection of intellectual property rights for halftone images has 
been the key problem that we must solve.  

In recent years, a few halftone image watermarking schemes have been proposed. 
J. P. Allebach et al. [1] proposed an algorithm that combining the spread spectrum 
watermarking technique with the direct binary search technique, which hides water-
mark in binary images. Yet, the imperceptibility and robustness of this algorithm are 
poor. G. N. Zhang et al. [2] proposed an algorithm for halftone images by stochastic 
error diffusion. But this algorithm is not robust against print-scan, and needs help of 
the original image in the watermark detecting process. Ming Sun Fu et al. [3] pro-
posed new halftone image watermarking by using error correction code (ECC). How-
ever, since this kind of algorithm introduces ECC, it is inevitable that the amount of 
embedded data is decreased. Besides, ECC, if the error exceeds a special range, would 
be invalid, in other words, it can only withstand some weak attacks. S. Z. Niu et al. 
[4] proposed an algorithm that embeds data by DCT mid-frequency coefficients com-
parison. Although this algorithm can withstand print-scan, it is not robust against 
other attack such as noise adding, cropping, i.e., also the amount of embedded data is 
very limited (only 56 bits). C. Y. Xu [5] proposed an algorithm based on conditional 
probability. The algorithm opens a new window in halftoning and watermarking field. 
Nevertheless, since this algorithm ignores the HVS, the visual quality of halftone 
images generated by this algorithm is poor. 
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In this paper, the neural networks theory is introduced in the halftone image wa-
termarking scheme for the fist time, and a robust halftone image watermarking is 
proposed. It can adjust the error diffusion filter adaptively such that the watermark 
embedding and the halftone processing would complete simultaneously. Especially, 
the algorithm can extract the watermark without help from the original image. 

2   Halftoning Techniques and Error Diffusion 

Halftoning is a process to convert multi-level gray or color images to two-level  
images. The halftoning techniques are widely used in many printer and publishing 
applications. Halftone images, obtained by halftoning, are widely used in books, 
magazines, printer outputs, and fax documents. 

There are two main kinds of halftoning techniques: ordered dithering [6] and error 
diffusion [7]. Ordered dithering is computationally simple. It compares the pixel in-
tensities with some pseudo-random threshold patterns or screens in order to determine 
its two-tone output. Error diffusion is more complex than ordered dithering, but it can 
yield higher visual quality. It compares the sum of image pixel intensity and error 
from the past with a fixed threshold to determine the output. The halftoning error is 
fed forward to its adjacent neighbors using a filter. Two commonly used filters, the 
Jarvis and Steinberg filter, are shown in Fig. 1. Different filters generate halftone 
images with significant different characteristics. For simplicity, the Steinberg filter 
will be used in the rest of this paper. 

 
(a)                                         (b)  

Fig. 1. Two kinds of error diffusion filters:  (a) is Steinberg filter, and (b) is Jarvis filter 

Let I  be the original multi-tone image, Y  be the halftone image. The error diffu-
sion operation works as follows: 

16/)]1,(7)1,1(3),1(5)1,1([),( −++−+−+−−= jiejiejiejiejia   (1) 

),(),(),( jiajigjif +=  (2) 
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<

=
128),(,1

128),(,0
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jif

jif
jiy  (3) 

),(),(),( jiyjifjie −=  (4) 

Where ),( jig  is the current pixel value; ),( jiy is the halftone pixel (black or white) 

and ),( jie is the halftone error of image pixel at location ),( ji .  
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3   Neural Networks 

3.1   Neuron Model and LMS Algorithm 

Adaptive Linear Neuron (Adaline) is a kind of neurons that widely used in neural 
networks.  

Let X be the input vector: 

T
nxxxX ),,,( 10=  (5) 

W  be the weight vector: 

T
nwwwW ),,,( 10=  (6) 

The net  be generated by: 

TT WXWXnet ⋅=⋅=  (7) 

The output y  is determined by function ( )tf : 

)1)((
2

1 +−= Tnetfy , 
<−
≥

==
0,1

0,1
)()(

t

t
tsqntf  (8) 

Where T  is the threshold, the neuron can only being activated when 0≥−Tnet . 
The weight vector W can be trained by Least Mean Square (LMS) algorithm, 

which is described as follow: 

21
X

X
WW k

kk
⋅

⋅+=+
ε

η  (9) 

Where k  is the adaptive period, kW  and 1+kW  is the current and next period weight 

vector value, η  is a positive number, which decides the training velocity. The linear 

error kε  is defined as the difference between the ideal output kd  and the actual out-

put ky  

kkk yd −=ε  (10) 

According (10), ε∆ will be 

εηεηε ⋅−=⋅⋅−=⋅∆−=⋅−∆=∆ XX
X

XWXWd TTT
2

)(  

From above formula, we can know that ε∆  and ε  always have the opposite ex-
pression. That means, in the training, absolute value of ε  is monotone decreasing, 
and y  will be always close to d .  Therefore, LMS algorithm can assure the conver-

gence of Adaline. 
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3.2   Neuron Based Error Diffusion  

In a sense, we can consider the Steinberg filter as the Adaline neuron. Let 
TjiejiejiejieX ])1,()1,1(),1()1,1([ −+−−−−=  be the input vector, 

[ ] 167351 TW =  be the weight vector.  The error diffusion operation then can 

be re-described as follows: 
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Where 128=T , ),( jif  and ),( jie are continue to be generated by using (2) and (4). 

Instead of (1) and (3), we modify ),( jia  and ),( jiy  to be computed as in (11)  

and (12). 

4   Embedding Scheme 

Let }1,1),,({ NjMijigI ≤≤≤≤=  represent the host image, and ),( jig  denotes 

the pixel gray value at ),( ji . }1,1),,({ QjPijisS ≤≤≤≤=  is a binary image to 

be embedded within the host image, and }1,0{),( ∈jis  is the pixel value at ),( ji . 

The main steps of the embedding procedure developed can be described as follows. 

4.1 Watermark Pre-processing 

In order to dispel the pixel space relationship of the binary watermark image, and 
improve the security performance of the whole digital watermark system, the water-
mark scrambling method is used at first. In our watermark embedding scheme, the 
binary watermark image is scrambled from S  to 1S  by using Arnold transform. 

And then, we transform 1S  into the 1-dimentional watermark sequences M  

}}1,0{)(,1),({ ∈×≤≤= kmQPkkmM . 

4.2   Embedding 

First of all, a pseudo-random number generator with a known seed is used to generate 
a set of QP ×  pseudo-random locations. 

Then, the host image I  is scanned by using (2), (4), (11) and (12). Let ),( nm  be 

any pseudo-random location at which one data bit is to be embedded. For any location 
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),( nm , with a probability of 0.5, the actual output ),( nmy  is equal to the embedded 

data )(km . In these cases, the data are embedded naturally and thus no change is 

needed. However, with a probability of 0.5, ),( nmy  is different from )(km . To solve 

this problem, we use neural networks algorithm to train ),( nmy  in order to make it is 

equal to )(km . Let )(km  be the ideal output )(kd , viz. )()( kmkd = . The actual 

output ),( nmy  would be trained as follows (pseudo-codes): 

),()!( nmykdif =     /*The ideal output is different from the actual output */ 

then{    /*Compute the linear error using formula (9) */ 
),()( nmykd −=ε  

repeat { 

21
)(

X
XWW kk

⋅⋅+=+
εη   /*Train weight vector using (10) */ 

1
* ),( +⋅= k

T WXnma  

Tnmanmgif ≥+ ),(),( *  

1),(* =nmythen  

0),(* =nmyelse  

),()( ** nmykd −=ε } 

0!* =εuntil } 

changenoelse  

After being trained, the weight vector must be updated so as to the sum of coeffi-
cients are not equal to 1, which would debase the visual quality of the halftone image. 
So the sum of each W  coefficient should be equal to 1 by using formula (13). 

=

= 4

1

*

i
iw

WW  
(13) 

Finally, the watermarked halftone image *I  can be achieved by above computation. 

5   Detecting Scheme 

A blind watermark detection method is proposed in this paper. Let *I  represent the 
image to be examined. Our watermark detecting scheme is comprised of the following 
components. 

1) The same seed is used to generate a set of QP ×  pseudo-random locations. The 

binary sequence 

}}1,0{)(,1),({ *** ∈×≤≤= kmQPkkmM  

can be obtained by reading the halftone values at these locations. 
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2) The inverse process to step 4.1 is performed, and the digital watermark image 
*S is achieved. 

}}1,0{,1,1),,({ *** ∈≤≤≤≤= sQjPijisS . 

6   Experimental Results 

In order to illustrate the imperceptible and robust nature of our watermarking scheme, 
the proposed watermarking algorithm is applied to 3 test images (512×512×8bit Lena, 
Mandrill, and Barbara), and the Normalized Cross-correlation (NC) and the Peak 
Signal-to-Noise Ratio (PSNR) of digital image signal are given. The 32×32 binary 
image ‘Jun’ is used as digital watermark for all host images. The training constant η  
is set to 0.6. 

Table 1. PSNR between watermarked halftone image and original image dB  

Image Proposed Scheme Scheme [5] 
Lena 6.7052 6.5270 

Mandrill 6.6679 6.2480 
Barbara 7.0474 6.8812 

Table 1-2 summarize the proposed watermark detection results comparing with 
that of scheme [5] against various attacks. 

Table 2. Robustness against various attack NC  

Lena Mandrill 
Attack Proposed 

Scheme 
Scheme [5] 

Proposed 
Scheme 

Scheme  [5] 

JBIG2 Compression 0.9821 0.9800 0.9708 0.9619 
Noise Adding 0.9403 0.9327 0.9370 0.9131 

Cropping 0.7220 0.7169 0.7220 0.7083 
Daubing 0.9584 0.8614 0.9248 0.8297 

7   Conclusion 

Base on neural networks, a robust halftone image watermarking scheme is proposed 
in this paper. It can adjust the error diffusion filter adaptively by using neural net-
works such that the watermark embedding and the halftone processing would com-
plete simultaneously. Experimental results show that the proposed halftone image 
watermarking is invisible and robust against various signal processions such as JBIG 
compression, noise adding, cropping, daubing. In addition, blind detection, easy cal-
culation and implementation are all contributed to the practicality of the proposed 
system. 



 Robust Halftone Image Watermarking Scheme Based on Neural Networks 305 

 

References 

1. Kacher, D., Allebach, J.P.: Joint Halftoning and Watermarking. In: Proc. Int. Conf. Image 
Processing, Vol. 2. (2000) 487–489 

2. Zhang, G., Wang, S., and Wen, Q.: Watermarking Algorithm for Halftone Images by  
Stochastic Error Diffusion. Journal of Jilin University 34 (4) (2004) 639–643 

3. Fu, M. S., Au, O. C.: Data Hiding Watermarking for Halftone Images. IEEE Transactions on 
Image Processing 11(4) (2002) 477–484 

4. Niu, S., Niu, X., Yang, Y., Hu, W.: Data Hiding Algorithm for Halftone Images. Acta Elec-
tronica Sinica 32(7) (2004) 1180–1183 

5. Xu, C.: Digital Halftoning Image Watermarking Based on Conditional Probability. Kaohsi-
ung: National Kaohsiung First University of Science and Technology (2002) 

6. Bayer, B.E.: An Optimum Method for Two-level Rendition of Continuous-tone Pictures. In: 
Proc. IEEE Int. Conf. Commun. (1973) 2611–2615 

7. Floyd, R.W., Steinberg, L.: An Adaptive Algorithm for Spatial Grayscale. In: Proc. SID Int. 
Symp Tech Papers (1976) 75–77 



 

J. Wang et al. (Eds.): ISNN 2006, LNCS 3973, pp. 306 – 311, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

A Blind Source Separation Based Multi-bit Digital Audio 
Watermarking Scheme 

Xiaohong Ma, Xiaoyan Ding, Chong Wang, and Fuliang Yin 

School of Electronic and Information Engineering, 
Dalian University of Technology,  

Dalian 116023, China 
maxh@dlut.edu.cn 

Abstract. A multi-bit digital audio watermarking scheme based on blind 
source separation (BSS) is proposed in this paper. The host audio signal is first 
permuted and divided into frames equally, and the watermark embedding and 
extraction procedure are executed frame by frame. In embedding procedure, 
the embedding watermark signal is generated firstly, and then mixed together 
with the permuted host audio signal through a BSS model. After that, the 
obtained mixtures are combined and inverse permuted to form the watermarked 
audio signal. In extraction procedure, watermarked audio signal is permuted 
and split into two signals, and then BSS technique is applied to obtain the 
separated embedding watermark signal, by observing the correlation values 
between it and the embedding watermark signal, the existence of watermark 
can be determined. With the secret keys, we can recover the watermark image 
further more. Experimental results show the effectiveness of the proposed 
method. 

1   Introduction 

Recently, as an effective way of copyright protection and integrity authentication, 
digital watermark scheme has attracted much attention [1]. For different applications, 
different kinds of watermark scheme are desired. To ensure the integrity of the 
information, fragile watermark scheme is employed [2], [3], [4], and for copyright 
protection, robust watermark scheme is a good choice [1], [5], [6], [7], [8]. The scheme 
we discussed belongs to the latter. According to the embedding capacity, watermarking 
scheme can be divided into one-bit watermark scheme and multi-bit watermark 
scheme. In [7], the authors proposed a one-bit audio watermarking scheme based on 
BSS. The scheme proposed here has made some improvements on [7], and it is a 
scheme of multi-bit watermarking. 

In our work, the watermark embedding and extraction procedure are executed frame 
by frame. The watermark signal is generated firstly, and then the watermark embedding 
process is completed by a BSS mixing model. The watermark extraction is achieved by 
using BSS technique [9]. Experimental results show the robustness and effectiveness of 
the proposed method. 
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2   Watermark Embedding 

The block diagram of watermark embedding is shown in Fig.1. There are three main 
steps, the embedding watermark signal generation, which is enclosed with dashed line, 
the watermark embedding and the post-processing enclosed with another dashed line. 
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Fig. 1. The block diagram of watermark embedding 

2.1   Embedding Watermark Signal Generation 

The embedding watermark signal generation is composed of the following three parts. 

1. Code book generation 
The original watermark is a binary image with the size of 32 32× . It is divided into 

256  sub-blocks of 2 2×  at first, which are denoted as 0 1 255[ , , , , , ]T
j=V v v v v , 

where ,0 ,1 ,2 ,3[ , , , ]T
j j j j jv v v v=v  is a vector with 4  elements whose values are 0 or 1. 

We can use the binary number ,0 ,1 ,2 ,3j j j jv v v v  to represent jv . There are totally 16  

kinds of combination. For safety consideration, we put a random permutation on them, 
and then a code set 0 1 15[ , , , , , ]T

i=C c c c c which is kept as a secret key can be 

created. To represent the relationship between the value of each element in the code set 
and that of each sub-block, we define a code books matrix 0 1 15[ , , , , ]T

i=B b b b b , 

where ib is a code book vector with 256  elements. For every element of B , 

, 0,1, ,15 0,1, , 255i jb i j= =  can be defined as follows: 

,

1,

1,
i j

i j

if
b

else

=
=

−

c v
 (1) 

2. Spreading codes generation 
To improve the security of our method further more, we use chaotic sequences [10] to 
spread the obtained code books. As the chaotic sequence is sensitive to the initial 
condition and difficult to conclude the initial value from the chaotic sequence with 
finite length, we can use it as spreading code to improve the security of the watermark. 
Utilizing the delta-like correlation characteristic of chaotic sequence, we can achieve 
the purpose of embedding multi-information into the host signal. 
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3. Embedding watermark signal generation 
For each code book, we generate different chaotic sequence as its spreading code. The 
spread spectrum code books are modulated further more by a carrier, whose frequency 
is denoted as f . Then 16  kinds of embedding watermark signals are obtained, which 

are denoted as 0 1 15[ , , , , , ]T
i=W w w w w , and the length of iw  is K . Here, the 

initial values are also kept as secret keys in the watermark extraction procedure. 

2.2   Watermark Embedding 

To improve the security and robustness of our scheme, we permute the host signal and 
select several segments of it to embed in the embedding watermark signal. Here, we 
take one segment of them to illustrate the embedding procedure. 

Firstly, we divide the selected segment into many frames, the number of which must 
be equal to or greater than that of the spread code book, while each frame and the 
embedding watermark signal corresponding to each code book should share the same 
length. We denote the permuted host signal as 0 1[ , , , , , ]T

i P=S s s s s , where 16P ≥ , 

and is  represents the i th frame. 

The watermark embedding process is taken frame by frame. For each frame, is  and 

iw  are mixed according to [9]. The mixing procedure is illustrated in Eq.(2) 

1, 11 1211 12

2, 21 2221 22

i i i i

i i i i

a aa a

a aa a

+
= = ⋅ = =

+
sw s s w

x A S
sw w s w

 (2) 

where the mixing matrix A  is a matrix of full rank. To ensure the robustness and 
transparency of our method, 11a should be much greater than 12a , and it is also true for 

21a  and 22a . 1,isw  and 2,isw  are two mixtures with length K . 

The process is going on until all the frames in the segment are watermarked. 

2.3   Post-processing 

To decrease the number of secret keys, the two mixtures 1,isw  and 2,isw should be 

combined together. 

1,

2,

(2 1) ( ),
0,1, , 1, 0,1, ,15

(2 ) ( ),
i i

i i

k k
k K i

k k

− =
= − =

=
msw sw

msw sw
 (3) 

where imsw  is the combined signal in each frame whose length is 2K . 

To ensure the audible quality, after finishing the above work, the sampling rate of 
the watermarked audio signal is doubled and then inverse permuted to generate the final 
watermarked audio signal 0 1 15[ , , , , ]T

i=SW Sw Sw Sw Sw , where iSw  denotes the 

watermarked audio signal in the i th frame with the length of 2K . 
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3   Watermark Extraction 

Just like the watermark embedding procedure, we take one segment of the watermarked 
audio signal to illustrate the extraction process, as described in Fig.2. We permute the 
watermarked audio signal and divide it into several segments at first, and as the 
watermarked audio signal may have been attacked during its transmission, we denote 
one segment of it as 0 1 15[ , , , , ]T

i
′ ′ ′ ′ ′=SW Sw Sw Sw Sw , where i

′Sw  represents the 

i th frame of the watermarked audio signal in this segment. For each segment, we 
perform the following works: 

(i) Two observed signals are obtained according to Eq.(4) 

1,

2,

( ) (2 1),
0,1, , 1 0,1, ,15

( ) (2 ),
i i

i i

k k
k K i

k k

′ ′= −
= − =

′ ′=
sw Sw

sw Sw
 (4) 

Applying FastICA method [9] on these two observed signals, the estimation of the 
permuted host signal and the embedding watermark signal can be obtained. As there is 
no telling which one of them is the embedding watermark that we needed, the fourth 
order statistics (kurtosis) is resorted to. We denote the extracted embedding watermark 

signal as 0 1 15[ , , , , ]T
i

′ ′′ ′ ′=W w w w w . 

(ii) The existence of embedding watermark signal in this frame is detected by 
calculating the correlation coefficient between the extracted embedding watermark 
signal and the embedding watermark signal reproduced with the secret keys. The 
correlation coefficient is calculated according to the following formula: 

1
2 2 21 1 1

0 0 0

( ) ( ) ( ) ( ) ( )

0,1, ,15, 0,1, , 1

K K K

ww i i i i
k k k

i k k k k

i k K

ρ
− − −

′
= = =

′ ′=

= = −

w w w w
 (5) 

(iii) According to the following rule, the embedded code books can be recovered: 

,

1, ( )
, 0,1, ,15, 0,1, , 255

1,
ww

i j

i th
b i j

else

ρ ′ ≥
′ = = =

−
 (6) 

where ,i jb′ is the j th element in the i th extracted code book, and th  is the threshold 

used to judge whether the embedding watermark signal exists or not. If , 1i jb′ = , we 

assume that there exists watermark, otherwise, the watermark has been destroyed or it 
doesn’t exist at all. 

(iv) The same process is going on until all the frames in the segment are detected. 
(v) Finally, the watermark image can be recovered by executing the reverse code 

book mapping, which can be described as: 

,

,

, 1
, 0,1, ,15, 0,1, , 255

0, 1
i i j

j

i j

b
i j

b

′ =
′ = = =

′ = −

c
v  (7) 

where j
′v  is the recovered sub-block corresponding to ,i jb′ . 
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Fig. 2. The block diagram of watermark extraction 

4   Experimental Results 

The parameters used in our experiment are given as follows: 1024K = , 16P = , 
100Hzf = , 11 1a = , 12 0.05a = , 21 1a = , and 22 0.01a = , 0.5th = . The waveform of 

original audio signal whose sampling rate is 44.1 kHz and length is 32768 , and 
watermarked audio signal whose sampling rate is 88.2 kHz and length is 65536  are 
shown in Fig.3 and Fig.4 respectively. We can see that there is no distortion between 
them, and it is also true in listening test. The original watermark image is shown in 
Fig.5(a), and the extracted watermark without any attack is shown in Fig.5(b); 
Fig.5(c)-Fig.5(g) show the extracted watermarks under various attacks. We can see that 
all the extracted watermarks except Fig.5(g) are the same with the original one; though 
under the attack of adding white Gaussian noise with the SNR of 21 dB, the embedding 
watermark signal has been slightly degraded, the extracted watermark can still be 
recognized clearly. 

  

Fig. 3. Original audio signal Fig. 4. Watermarked audio signal 

(a) (b) (c) (d) (e) (f) (g)  

Fig. 5. The original watermark image and extracted watermark images under various conditions. 
(a) original watermark image. (b) extracted watermark image without any attack. (c) mp3 
compression. (d) cropping. (e) lowpass filtering (cut off frequency is 16kHz). (f) resampling 
(from 44.1k to 88.2 kHz, then to 44.1 kHz). (g) adding white Gaussian noise (SNR is 21dB). 

5   Conclusion 

A robust multi-bit audio watermarking scheme based on BSS for blind watermark 
extraction is proposed in this paper. It has many advantages over traditional methods: 
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the watermark can be extracted blindly; what is more, we can not only detect the 
existence of the watermark, but also extract it if only it exists. The experimental results 
show that our method is robust enough against common signal processing operations, 
such as additive noise, cropping, lowpass filtering, resampling, and mp3 compression. 

As an extension of our work, we will try to realize a BSS based multipurpose 
watermark system to achieve copyright protection and integrity authentication 
simultaneously. 

Acknowledgement 

This work was supported by the National Natural Science Foundation of China under 
Grant No. 60575011, No. 60372082 and the Liaoning Province Natural Science 
Foundation of China under Grant No. 20052181.

References 

1. Liu, J., Zhang, X. G., Najar, M., Lagunas, M. A.: A Robust Digital Watermarking Scheme 
Based on ICA. International Conference on Neural Networks and Signal Processing, Vol. 2 
(2003) 1481-1484 

2. Watanabe, J., Hasegawa, M., Kato, S.: A Study on a Watermarking Method for Both 
Copyright Protection and Tamper Detection. International Conference on Image Processing, 
Vol. 4 (2004) 2155-2158 

3. Liu, Y., Gao, W., Yao, H. X, Liu, S. H.: A Texture-based Tamper Detection Scheme by 
Fragile Watermark. International Symposium on Circuits and Systems, Vol. 2 (2004) 
177-180 

4. Quan, X. M., Zhang, H. B.: Perceptual Criterion Based Fragile Audio Watermarking Using 
Adaptive Wavelet Packets. International Conference on Pattern Recognition, Vol.2 (2004) 
867-870 

5. Sun, J., Liu, J.: A Novel Digital Watermark Scheme Based on Image Independent Feature. 
International Conference on Robotics, Intelligent Systems and Signal Processing, Vol. 2 
(2003) 1333-1338 

6. Li, X. Y., Zhang, M., Sun, S. L.: Adaptive Audio Watermarking Algorithm Based on SNR 
in Wavelet Domain. International Conference on Natural Language Processing and 
Knowledge Engineering (2003) 287-292 

7. Ma, X. H., Wang, C., Cong, X. P., Yin, F. L.: A Digital Audio Watermarking Scheme Based 
on Blind Source Separation. International Symposium on Neural Networks. 
Springer-Verlag, Berlin Heidelberg Part II (2005) 550-555  

8. Toch, B., Lowe, D., Saad, D.: Watermarking of Audio Signals Using Independent 
Component Analysis. International Conference on Web Delivering of Music, (2003) 71-74 

9. Hyvärinen, A., Oja, E.: A Fast Fixed-point Algorithm for Independent Component Analysis. 
Neural Computation 9 (1997) 1483-1492 

10. Zhang, Z. M., Wang, L.: A DCT Domain Image Watermark Scheme Based on Chaotic 
Encryption (in Chinese). Computer Engineering 17 (2003) 9-11 



J. Wang et al. (Eds.): ISNN 2006, LNCS 3973, pp. 312 – 317, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

A 2DPCA-Based Video Watermarking Scheme  
for Resistance to Temporal Desynchronization 

Jiande Sun1,2, Ju Liu1,2, and Hua Yan1 

1 School of Information Science and Engineering, Shandong University, 
Jinan 250100, China  

2 National Laboratory on Machine Perception, Beijing 100871, China 
{juliu, jd_sun, yhzhjg}@sdu.edu.cn 

Abstract. Temporal synchronization is a problem that cannot be ignored in 
most video watermarking application. In this paper, a video watermarking 
scheme is proposed to resist temporal desynchronization by using shot segmen-
tation and two-dimensional principal component analysis (2DPCA). In this 
scheme, the to-be-watermarked video is first segmented into different shots. 
And each shot is analyzed by 2DPCA in xt tomography to get its principal fea-
ture frames (PFFs). And then the watermark is embedded into the PFFs. This 
scheme is robust to temporal desynchronization through a content dependent 
way. Simulations show the feasibility and reliability of this scheme. It is also 
robust to most of the common video processing/attacks, such as MPEG2 com-
pression, filtering, frame resizing, noising, etc. 

1   Introduction 

With the development of network and multimedia techniques, video watermark has 
become more attractive in researching and has been applied to DVD, VOD, interac-
tive television, etc [1,2]. Temporal synchronization is a non-negligible problem to most 
of video watermarking schemes [3]. In digital television and broadcast monitoring, the 
watermark should be detected from any arbitrary temporal point of the video. For the 
case of streaming video, some parts of video signal may be damaged or lost as it is 
transmitted over a network, or the video signal may have been interrupted for an inde-
terminate time due to some reasons, such as network congestion. In these applications, it 
is essential for watermark to be robust against temporal desynchronization. 

There are two ways to improve the robustness against temporal desynchronization. 
One is frame dependent scheme, which resynchronizes video temporally according to the 
timing of frames. For example, Deguillaume embeds a template to temporally resynchro-
nize, which a detector can examine to determine the orientation and scale of the water-
mark [3]. Lin achieves the temporal synchronization by introducing redundancy in the 
structure of the embedded watermark [4]. But in practice, the timing of video frames is 
often changed while the video content is kept. In such case, the frame dependent schemes 
cannot resynchronize any more. So the robustness should be improved through content 
dependent way. This kind of schemes usually extracts video content features and embeds 
the watermark into them. Swanson segments the video into different scenes, and  
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performs temporal wavelet on each scene to get the wavelet feature frames (WFFs) [1]. 
But this kind of feature still depends on the timing of frames. 

In this paper, a content dependent video watermarking scheme is presented. In this 
scheme, the video is firstly segmented into shots and two-dimensional principal com-
ponent analysis (2DPCA) is used to extract the feature of each shot. Then the water-
mark is embedded into these features. Simulations show it is not only robust against 
temporal desynchronization, e.g., frame dropping, frame swapping, fps changing, etc, 
but robust to most of the common video processing/attacks, such as MPEG2 compres-
sion, filtering, frame resizing, noising, and so on. 

2   Two-Dimensional Principal Component Analysis (2DPCA) 

2DPCA is a novel method developed for feature extraction in the research of human 
face recognition [5]. It is based on 2D matrices, and the size of the covariance matrix 
using 2DPCA is much smaller than conventional PCA. So 2DPCA is easier to evaluate 
the covariance matrix accurately and less time is required to determine the correspond-
ing eigenvectors. 2DPCA is helpful for the video watermarking to reach realtime. 

Let A denotes an image with the size of nm× , and its m-dimensional projected 
feature F  can be gotten by: 

AXF =  (1) 

where X is an n-dimensional unitary column vector. Before the features are extracted by 
using 2DPCA, training images are needed to get the image covariance matrix tG by  

=
−−=

M

j
j

T
jt M 1

)()(
1

AAAAG  (2) 

where jA ),...,2,1( Mj = is jth training image with the size of nm× , and A is the aver-

age image. A set of optimal projection axes, dXX ,...,1 , are usually selected to pro-

ject A , which are the eigenvectors of tG corresponding to the first d largest eigenval-

ues. And the dimension is decreased to d . So the feature of A can be extracted by: 

dkkk ,...,2,1, == AXF  (3) 

where kX is the kth optimal projection vector. And the dm× matrix ],...,[ 1 dFFB =  is 

called the feature of A . 

3   2DPCA-Based Video Feature  

The video tomography method (VTM) is an efficient method for motion analysis of 
video [6].Video is a xyt 3D signal. Usually the spatial properties of motion in video 
can be gotten from xy tomography, and the temporal properties can be gotten from xt 
or yt tomography.  
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Fig. 1. Tomography of video is described. Based on the idea of VTM, in this paper, y is constant 
and xt tomography is analyzed by 2DPCA to get motion features of video. 

 
(a)                    (b)                   (c)                     (d)                    (e)                     (f) 

Fig. 2. The PFFs of the demo video are shown. In this video, a hand plays notes on a piano and 
there is only 5 keys played by each finger respectively. There is only one shot in this video. 
During feature extraction, the t dimension has been decreased to 6 to get principal vectors. (a) is 
the background feature of this video. And the other five PFFs are dynamic features, which 
describe the playing on the notes. These PFFs depend on the video content, so as long as the 
video content is not changed, these PFFs are invariable. 

We perform 2DPCA on the video in xt tomography to get the temporal features. 
Then a feature video is obtained, whose frames in xt tomography are the 2DPCA fea-
tures and frames in xy dimensions are called principal feature frames (PFFs) of the 
video in this paper. The feature frames have the same size with the frames in xy dimen-
sions of original video. Besides, since during the feature extraction, the dimension is 
reduced by the optimal projection, the mis-segmentation can be ignored, if the total 
energy of mis-segmented frames is less than that of the shot. 

4   Watermarking Scheme 

4.1   Shot Segmentation 

Shot segmentation is to divide the video temporally according to different scenes. It is 
well known that even if the video loses temporal synchronization, its content is still 
preserved. So, shot segmentation can help to improve the robustness of watermark 
against temporal desynchronization. Here, the global histogram comparison approach 
is selected as the demo [8]. The difference between two consecutive frames is:  

P

jHjH

iiQ

n

j
ii

=
+−

=+ 1
1 )()(

)1,(  
(4) 
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where )( jH i , nj ,,1= is the histogram value for the gray level j in the frame i , n is 

the total number of gray levels. P is the total number of the pixels in each frame. If the 
sum of histogram differences is greater than a threshold, a content changing is declared.  

4.2   Embedding 

In this paper, the obtained PFFs are looked on as images, where the watermark can be 
embedded by the Single Watermark Embedding (SWE) scheme [9]. 

In this scheme, ]1,,,[ 21 Nidddd iN ≤≤ℜ∈= +D and ],,,[ 21 Mkkk=K are 

used as two keys, and the watermark ],,,[ 21 Nwww=W is embedded into the host 

vector Y to form the watermarked one 'Y .Y , 'Y  and K  are split into N  subvectors 

of equal length NML /=  , whose the ith  subvector denoted as iY , '
iY and iK , re-

spectively. Its embedding algorithm is: 

iiii KYY α+='  (5) 

Here, the value iα  is determined by correlation among ii KY , , D and K . The 

details of watermark embedding and detection can be found in [9]. 

 

Fig. 3. The framework of the proposed watermarking scheme is described. In the proposed 
scheme, the original video is firstly divided into segments according to different scenes. And the 
PFFs are extracted from the obtained segments. And then the watermark is embedded into them. 

4.3   Detection 

During detection, the PFFs are extracted just as in embedding, and the watermark can 

be detected directly from these feature frames. '
iw denotes the extracted watermark. 

The score
=

−⋅⋅−⋅=
N

i
iiw ww

N
S

1

' )12()12(
1

is selected to evaluate the detection result. 

The maximum detection score of each segment is selected as the detection score of this 
segment. If the score is over a threshold, the segment is considered to be watermarked. 
As long as there is one watermarked segment, the whole video is watermarked. 
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5   Simulation 

The simulation video is a 272×352×73 advertisement video. Its frame rate is 25fps. It 
has three shots. The watermark is a binary image of the four Chinese characters of 
Shandong University. Its size is 32×32. The threshold for detection score is 0.7. 

       
(a)                        (b)                        (c) 

      
(d)                     (e)                    (f)                     (g)                      (h)                   (i) 

Fig. 4. Frames and PFFs of each segment respectively. (a)-(c) are the original frames in the 
three segments. (d)-(f) are corresponding background PFFs, and (g)-(i) are the dynamic ones. 

Fig. 5. Original watermark and detected ones after various attacks are shown. They are (a) 
original watermark, (b)from original video, (c) after 3×3 median filtering, (d) after frame shrink 
with factor 2, (e) after frame rotation with 0.5 degree, (f) after salt noising with density 0.02, (g) 
after Gaussian noising with mean 0 and variance 0.001, (h) after intra-video collusion in each 
video segment, (i) after frame swapping, (j) after frame dropping, (k) after fps changing from 
25fps to 24fps, and (l) after fps changing from 25fps to 30fps. 

Table 1. The comparison between PFF and WFF. In the comparison scheme, the watermark is 
embedded into the WFFs adopted in [1] by the SWE scheme. And all the above attacks are per-
formed. Compared with WFF, PFF has better stability under various attacks. It is this property of 
PFF that makes the watermark more robust. 

 (b) (c) (d) (e) (f) (g) 

PFF 0.0625 0.9258 0.9981 0.7754 0.7617 0.7578 

WFF -0.0625 0.9863 0.6230 -0.6152 -0.0625 -0.0625 

 (h) (i) (j) (k) (l)  

PFF 1 1 1 0.9883 0.9902  

WFF 0.9051 0.7676 0.9941 0.9590 0.9707  

6   Conclusion and Discussion 

In this paper, 2DPCA is used to get a novel temporal video feature, PFF, due to its supe-
riority in calculation efficiency. As long as the content of a video shot is not changed, its 

                                                                        
(a)         (b)        (c)        (d)        (e)        (f)        (g)        (h)         (i)        (j)         (k)        (l) 
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PFFs are invariable. The 2DPCA-based video watermarking scheme is robust to tempo-
ral desynchronization attacks, such as frame dropping, frame swapping, fps changing, 
etc. And it is also robust to MPEG2 compression, median filtering, Gaussian noising, 
resizing, frame averaging, intra-collusion, and so on. In addition, the selection of the 
approach of shot segmentation and the algorithm of embedding watermark into feature 
frames are independent of the proposed scheme. Different shot segmentation ap-
proaches and embedding algorithms can be chosen according to different videos and 
different applications. The realtime of this scheme depends on the number of shots in 
video and the duration of each shot. Less shot and longer duration of each shot result 
better realtime, and how to improve the realtime is the next research focus. 
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Abstract. The image encryption based on blind source separation (BSS) takes 
advantage of the underdetermined BSS problem to encrypt multiple confidential 
images. Its security can be further improved if the number of images to be  
simultaneously encrypted increases. However, the BSS decryption speed will 
correspondingly decrease since the computational load of the BSS algorithms 
usually has nonlinear relation with the number of the source signals. To solve 
the problem, this paper presents a fast decryption algorithm based on adaptive 
noise cancellation by using the knowledge of the key images, which are used  
in the BSS-based method and available at the receiving side. As a result, the 
number of the source signals for the fast BSS decryption is decreased in half, 
and the decryption time is considerably reduced. Both computer simulations 
and performance analyses demonstrate the efficiency of the proposed method. 

1   Introduction 

With the widespread use of the computer networks in our daily life, more and more 
image information has been transmitted over the Internet. Image security has become 
an important topic in the field of information security, especially in the fields of mili-
tary, economy, and diplomacy. Therefore, many image encryption techniques have 
been proposed so far [1], [2].  

Blind source separation (BSS) aims to recover a set of source signals from their 
observed mixtures without knowing the mixing coefficients. It has received consider-
able attention in recent years and has been successfully applied in many fields such as 
wireless communications and biomedical engineering [3], [4]. Its application for im-
age encryption, however, has been scarce [5], [6], [7]. Motivated by the fact that the 
security of many cryptosystems relies on the apparent intractability of the computa-
tional problems such as the integer factorization problem [8], we take advantage of 
the underdetermined BSS problem to propose a BSS-based image encrypt method [7], 
in which multiple confidential images are encrypted by masking them with the same 
size and the same number of independent key images. Since it approximately has the 
perfect key characteristics of the one-time pad cipher [8], which is unconditionally 
secure, the BSS-based method has very high level of security.  
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Because the multiple images are covered mutually while the key images mask 
them, the security of the BSS-based method can be further improved if the number of 
images to be simultaneously encrypted increases. However, the large number of im-
ages will be heavy burden for the BSS decryption since the computational load of the 
BSS algorithms usually has nonlinear relation (e.g., square, cubic, etc) with the num-
ber of the source signals. As a result, the speed of the BSS decryption will considera-
bly decrease. Obviously, a direct solution to this problem between the security and the 
decryption speed is to reduce the number of the source signals for the BSS decryption. 
In this paper, we propose such a fast decryption method by using the knowledge of 
the key images at the receiving side. Specifically, adaptive noise cancellation tech-
nique is employed to half reduce the number of the source signals for the BSS decryp-
tion, thus the decryption time of the BSS algorithms is considerably shortened. The 
efficiency of the proposed method is shown through both computer simulation results 
and performance analyses. 

2   BSS-Based Image Encryption 

The block diagram of the BSS-based image encryption is shown in Fig. 1. 

1( ), ..., ( )Ps t s t , t = 1, … , T, are P original images to be encrypted simultaneously 

where T is the size (data length) of each original image; 1( ), ..., ( )n nPs t s t  are P key 

images; I0 is the secret seed for generating the key images; 1( ), ..., ( )Px t x t  are P en-

crypted images for transmission; 1̂ ˆ( ), ..., ( )Ps t s t  are P decrypted images by BSS [7]. 

Mixing
Encryption

BSS
DecryptionsP (t)

channels1(t)

P key images
sn1(t),…, snP (t)

Secret Seed I0

x1(t),…, xP (t)

^

^

P                      P 

sP (t)

s1(t)
·
·
·

·
·
·

 

Fig. 1. Block diagram of BSS-based image encryption  

The central idea of the BSS-based encryption is to construct the underdetermined 
BSS problem in the encryption process, and then solve the problem in the decryption 
process by using the key images.  

2.1   Encryption 

The P key images 1( ), ..., ( )n nPs t s t  are first formed by pseudorandom values with 

uniform distribution, which are generated by a pseudorandom number generator ini-
tialized with the secret seed I0 (see Fig. 1). Then, a 2P P×  mixing matrix for encryp-
tion is constructed as follows [7]: 
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][ BBAe =  (1) 

where B  is a P P×  matrix of full rank, which are pseudo-randomly generated with 
uniform distribution between -1 and 1,  is a scalar value and 10≥ .  

The BSS-based method encrypts the P original images under the mixing matrix for 
encryption eA  according to the following BSS mixing equation: 

)()( 2 tt PeP sAx =  (2) 

where 2 1 1( ) [ ( ), ..., ( ), ( ), ..., ( )]T
P P n nPt s t s t s t s t=s , 1( ) [ ( ),..., ( )]T

P Pt x t x t=x includes the 

P encrypted images, in which the original images are well masked by the key images 
with much higher level of energy to achieve the security goal.  

Since there are 2P source images but P mixed images, the encryption process turns 
BSS into the difficult case of the underdetermined problem, in which the number of 
the mixed signals is less than that of the source signals. In such a case, the complete 
separation is out of the question [9]. The mixing matrix for encryption eA  in (1) has 

been shown inseparable by using the source inseparability theorem, i.e., Theorem 1 in 
[9]. As a result, the P original images cannot be recovered from the P encrypted im-
ages through BSS without the P key images [7]. 

2.2   Decryption 

At the receiving side, when the P encrypted images 1( ), ..., ( )Px t x t  are available, and 

the P key images 1( ), ..., ( )n nPs t s t  are regenerated with the secret seed I0, they are first 

combined to form 2P mixed images 1 1( ) [ ( ),..., ( ), ( ),..., ( )]T
d P n nPt x t x t s t s t=x , on which 

the BSS algorithm is then performed. Obviously, by using the P key images, the un-
derdetermined BSS problem in the encryption process becomes the simplest BSS in 
which the number of the mixed signals ( )d tx  is equal to that of the source sig-

nals 2 ( )P ts . That is, the equivalent mixing matrix for decryption dA  is a 2 2P P×  

square matrix of full rank: 

=
I0

BB
A

β
d

 
(3) 

where I  is a P P×  identity matrix, 0  is a P P×  zero matrix. Therefore, the P origi-
nal images can be fully recovered to give the P decrypted images 1̂ ˆ( ), ..., ( )Ps t s t  (see 

Fig. 1). 

3   Fast BSS Decryption 

The BSS decryption mentioned above, which is called the regular BSS decryption 
hereafter for distinction, is simple and straightforward, yet it is time-consuming when 
many original images are simultaneously encrypted to further enhance the security. 
The reason is that the computational load of the BSS algorithms usually has nonlinear 
relation (e.g., square, cubic, etc) with the number of the source signals. Therefore, to 
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decrease the number of the source signals for the BSS decryption is a direct solution 
to speeding up the decryption of multiple images. 

It is known that the P key images are available at the receiving side. If they can be 
canceled from the encrypted images, the number of the source signals for the BSS 
decryption will reduce in half. As a result, the fast BSS decryption is achieved. Con-
sider the P encrypted images 1( ), ..., ( )Px t x t as follows: 

Pitsatsatx
P

j njjPi

P

j jiji ,,1,)()()(
1 )(1

=+= = +=  
(4) 

From (4), it can be seen that the P key images ( )njs t can be subtracted from the P 

encrypted images ( )ix t by estimating P P×  mixing coefficients ( )i P ja + , 

1, ,i j P= = , the estimation values of which are denoted by ( )ˆ i P ja + .  Then, P new 

mixed signals for the fast BSS decryption are 

= +−= P

j njjPiii tsatxtx
1 )( )(ˆ)()(ˆ

 , Pi ,,1= .  (5) 

Consequently, the P new mixed signals ˆ ( )ix t  are approximately mixtures of the P 

original images ( )js t  as follows:  

=≈ P

j jiji tsatx
1

)()(ˆ
, Pi ,,1= . (6) 

Comparing the signals for the fast BSS decryption in (6) and those for the regular 
BSS decryption in (4), we can see that half number of the source signals is reduced. 
Hence, the computational load for the fast BSS decryption will considerably decrease, 
and the decryption is significantly speeded up. 

The optimum ( )ˆ i P ja +  can be estimated by using the method for adaptive noise can-

cellation as [10] 

.,,1,
)(

)()(
ˆ

1

2

1
)( Pji

ts
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T

t nji

jPi ===
=

=
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(7) 

It is noted that the estimation of ( )ˆ i P ja + may have small errors. Thus, the P new mixed 

signals ˆ ( )ix t  may have a little residual noise. Correspondingly, the performance of 

the recovered images by the fast BSS decryption may slightly degrade compared with 
that of the recovered images by the regular BSS decryption. However, owing to the 
characteristic of the human perception, a little degradation in the decrypted images is 
hard to identify. 

4   Computer Simulations and Performance Analyses 

To illustrate the efficiency of the proposed method, we carried out extensive computer 
simulations with nature images. Fig. 2 shows one example of encrypting two original 
images s1(t) and s2(t). They are “Lena” and “Girl” with 256 grey levels, the size of 
which is 256 256× , as shown in Fig. 2(a). In the experiments, the Comon’s algorithm 
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[11] is used for the BSS decryption. Other popular BSS algorithms suitable for sepa-
rating images can also be used [3], [4]. Fig. 2(b) shows two independent key images 
sn1(t) and sn2(t) generated with the secret seed I0.  

One example of mixing matrix for encryption eA  satisfying (1) is  

××
××

=
100.0503100.86360.05030.8636

100.6924100.1098-0.69240.1098-
eA

 
(8) 

where 10= , i.e., the mixing coefficients of the two key images sn1(t) and sn2(t) are 

considerably greater that those of the two original images s1(t) and s2(t). By using the 
encryption equation (2), two encrypted images x1(t) and x2(t), as shown in Fig. 2(c), 
are finally obtained, in which the two original images s1(t) and s2(t) have been well 
covered by the two key images sn1(t) and sn2(t) with much higher level of energy. 

At the receiving side, after the two encrypted images x1(t) and x2(t) are available, 
and the two key images sn1(t) and sn2(t) are regenerated, both the regular BSS decryp-
tion and the fast BSS decryption are performed for comparison. Fig. 3(a) shows two 
decrypted images 1̂( )s t and 2ˆ ( )s t by the regular BSS decryption, in which Comon’s 

algorithm is used to separate the mixtures 1 2 1 2( ) [ ( ), ( ), ( ), ( )]T
d n nt x t x t s t s t=x .  

For the fast BSS decryption, the four mixing coefficients 13 14 23ˆ ˆ ˆ, ,a a a , and 24â  in 

(5) are first estimated by using (7). They are –1.1000, 6.9198, 8.6357, and 0.5087, 
respectively. Compared with the real values shown in the last two columns of eA  in 

(8), these estimated values have only very small errors. By using (5), two new mixed 
signals 1̂( )x t and 2ˆ ( )x t  are then obtained, upon which the Comon’s algorithm is per-

formed to output two decrypted images 1̂( )s t and 2ˆ ( )s t , as shown in Fig. 3(b). From 

Fig. 3(a) and Fig. 3(b), it can be seen that the decrypted images by the two decryption 
methods are all of good quality. Owing to the characteristic of the human perception, 
the differences of the decrypted images and the original images are hard to identify, 
and the degradation in Fig. 3(b) is also hard to identify. 

To quantify the performance of the proposed algorithm, we mainly analyzed two 
aspects of performance: signal-to-noise ratio (SNR) index and the average decryption 
times. Specifically, the SNR index for the original images ( )is t , i=1,…,P, in the de-

crypted images is defined as follows: 

[ ]
[ ]
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ts
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= =
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(9) 

where W  is the de-mixing matrix obtained from the BSS decryption algorithm used. 
A  is the mixing matrix corresponding to the mixed signals for the BSS decryption. It 

is the same with (3) for the regular BSS decryption, but is ˆ[ ]= −A B B F  for the 

fast BSS decryption, where F̂  is a P P× matrix formed with ( )ˆ i P ja + , 1, ,i j P= = , 

in (5). ( )ijWA  denotes the ith row and the jth column of matrix WA . SNRi was 

computed for the two original images s1(t) and s2(t) in the two decrypted images 
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1̂ ( )s t and 2ˆ ( )s t  by the two decryption methods, respectively. Table 1 shows the results. 

We can find that the SNR indexes are all very high for both methods though SNRs of 
the fast BSS decryption are slightly smaller than those of the regular BSS decryption 
due to the small estimation errors of ( )ˆ i P ja + . 

 

          
    (a)                   (b)                   (c) 

Fig. 2. Example of encrypting two original images. (a) Two original images s1(t) and s2(t). (b) 
Two key images sn1(t) and sn2(t). (c) Two encrypted images x1(t) and x2(t). 

      

                                                     (a)                   (b) 

Fig. 3. Decrypted images by two decryption methods. (a) Two decrypted images 1̂( )s t and 2ˆ ( )s t  

by regular BSS decryption. (b) Two decrypted images 1̂( )s t and 2ˆ ( )s t  by fast BSS decryption. 

Besides, we compared the average times consumed by the two decryption methods.  
The running time of the BSS algorithm (e.g., Comon’s algorithm) contributes most of 
the decryption time, while the time for estimating ( )ˆ i P ja + is also included for the fast 

BSS decryption. Specifically, the time consumed by the regular BSS decryption is 
1.35s, whereas the time used by the fast BSS decryption is only 0.27s in this experi-
ment. That is to say, the fast BSS decryption is roughly five times faster than the 
regular BSS decryption when encrypting two original images simultaneously.  

To compare the running times for both regular and fast decryption methods as a 
function of the number of images encrypted, we also compute the average decryption 
times for both methods with different number of images (P=2,3,4,5) to be simultane-
ously encrypted. Table 2 shows the results. It can be seen that the decryption become 
slower with an increase of the images number P. But the fast BSS decryption is usu-
ally 2-3 times faster than the regular BSS decryption for different P. Therefore, the 
fast BSS decryption efficiently shortens the average decryption time by reducing the 
number of the source signals for the BSS algorithm in half. 

Table 1.  Comparison of SNRs (dB) of two original images s1(t) and s2(t) in two decrypted 
images 1̂( )s t and 2ˆ ( )s t  for two BSS decryption methods 

 Regular BSS decryption Fast BSS decryption 

s1(t) 72.32 71.46 
s2(t) 74.67 73.94 



324 Q.-H. Lin, F.-L. Yin, and H.-L. Liang 

 

Table 2.  Comparison of average times (second) for two BSS decryption methods with differ-
ent number of images to be simultaneously encrypted 

 Regular BSS decryption Fast BSS decryption 

P =2 1.35 0.27 
P =3 3.34 0.91 
P =4 4.85 1.71 
P =5 6.48 2.93 

5   Conclusion 

The BSS-based method is more suitable for encrypting multiple images simultane-
ously since the multiple images can mask mutually besides the key images cover 
them. But the decryption time will become considerably longer with an increase of 
the images number. To achieve much higher level of security while retaining the rapid 
decryption speed, this paper presents a fast BSS decryption algorithm by using the 
knowledge of the key images, which are subtracted from the encrypted images based 
on adaptive noise cancellation. As a result, the number of the source signals for the 
BSS decryption is decreased in half, and the proposed method is as least twice times 
faster than the regular decryption.  

The exact estimation of parameters ( )ˆ i P ja +  is very important for the proposed 

method to have satisfied quality of the recovered images. In fact, the ( )ˆ i P ja +  estima-

tion errors are very small when the P original images 1( ), ..., ( )Ps t s t  are independent

Therefore, a practical solution to further decreasing the estimation errors is to permute 
the pixel values of each original image randomly before encryption to give more in-
dependent images for encryption, and then to recover the original images after de-
cryption by restoring the original order of the pixel values for each decrypted image. 
In such a case, the proposed method can have both fast decryption speed and good 
image quality. 
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Abstract. A novel method for encryption based on a wavelet neural network 
(WNN) is presented. The WNN is trained by a heuristic algorithm and can gen-
erate a random sequence which is used for encrypting and decrypting. Further-
more, some simulated experiments, including key space analysis, key sensitiv-
ity test, statistical analysis, are performed to substantiate that our scheme can 
make cipher-text more confusion and diffusion and that the method can resist 
several attacks, effectively.  

1   Introduction 

Cryptography based on algebra has been researched for many years and people have 
proposed many excellent cryptographic algorithms, such as International Data En-
cryption Algorithm (IDEA), Data Encryption Standard (DES), and Advanced Encryp-
tion Standard (AES) [1]. In recent years, people pay much attention to study the be-
havior of chaotic systems, whose highly unpredictable property and sensitivity to 
initial conditions and system parameters are attractive features that have been applied 
to many fields. Chaotic systems and cryptography have some similarities. Shannon 
once said [2], “in a good mixing transformation, functions are complicated and in-
volving all the variables in a sensitive way and a small variation of anyone changes, 
the output changes considerably”. Despite a number of papers published in the field 
of chaos-based cryptography in the past decade, the impact is rather marginal compar-
ing with traditional cryptography. One of important factor is that these researches 
mainly concentrate on theory and these chaos-based cryptographic systems are low in 
efficiency because they are usually based on an iterated chaotic map which could only 
obtain an iterated value once a time. On the other hand, a neural network system is an 
information processing paradigm which is famous as a highly nonlinear dynamics 
system, a highly fast parallel system and is applied to many fields greatly [4], which 
enlightens us to use neural networks to generate an iterated sequence in a fast way 
after being trained and employ the sequence to our cipher scheme. 
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2   Chaotic Chebyshev Map 

The Chebyshev map of degree k with I=[-1,1] is defined as 

1(x) cos(kcos x)−τ =      (1) 

The Chebyshev map is an ergodic chaotic map with many perfect properties, such as 
absolutely continuous invariant (ACI) measure, equi-distributivity, symmetric prop-
erty. In this paper, we employ the following method to obtain a random binary se-
quence. Denote a floating value x in a binary representation as 

1 2 i ix 0.b (x)b (x) b (x) , x [0,1],b (x) {0,1}.= … … ∈ ∈  (2) 

The ith bit bi(x) can be expressed as 

i2 1
r 1

i i( r / 2 )r 1
b ( x ) ( 1) ( x )

− −

=
= − Θ  (3) 

Where t (x)Θ  is a threshold function which is defined as 

{t
0  x t(x) 1  x t

<Θ = ≥  (4) 

It can be proved that these random variables coming from { }n
i

n 0
b ( (x))

∞

=
τ  are inde-

pendent and identically distributed (i.i.d), which is discussed in detail in [6]. 

3   Our Model Using a Wavelet Neural Network 

3.1   The Wavelet Basis Neural Network 

Wavelet basis neural networks are based on wavelet transform, in which the wavelet 
basis functions are activation functions of the neurons, instead of common nonlinear 
activation functions and they can be also seen as the development of radial basis func-
tion neural networks. In this paper, we adopt three-layer structure for our wavelet 
neural network, namely an output layer, a hidden layer and an input layer, which 
however do not affect the performance in approximating. In addition we choose sig-
moid functions as activation functions of the output layer and wavelet basis functions 
as those of the hidden layer for the purpose that they have the stronger performance of 
approximating. Furthermore we use entropy function instead of energy function as 
error function for increasing the efficiency of convergence. The wavelet neural net-
work model has m values of input and n values of output, which can be denoted as: 

n m

i ij a ,b jk k
j 0 k 0

y ( t ) W V x (t)  (i =1,2,  n) 
= =

= ⋅ ⋅ ⋅σ ψ  (5) 
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Where , ( )a b t  is the wavelet basis function coming from the mother wavelet (t) 

and a and b are dilation and translation scale factors, respectively. The xk is the kth 
input value of the input layer, and yi is the ith output value of the output layer. The Wij 
is the weights of connection from output layer node i to hidden layer node j, and Vjk is 
the weights from hidden layer node j to input layer node k. The m is the number of the 
input layer node and n is the number of output layer node. 

3.2   The Heuristic Algorithm Based on Improved B-P for Training 

The standard B-P algorithm has some faults such as: encountering local minimum, 
slow convergence speed and converging instability. So in the paper, we propose a 
heuristic algorithm by introducing a momentum and a variable learning rate parameter 
as improved B-P algorithm, which can overcome these shortcomings to some extend. 
Moreover, we calculate the error (entropy) function after inputting a group of samples 
(each sample contains m values) and it can be defined as: 

p n k k k k
i i i i

k 1i 1
E [ ln y (1 d ) ln(1 y )]

= =
= − + − −d  (6) 

where yi
k  is the ith truth output value of the kth sample and di

k is the ith expect output 
value of the kth sample. In addition we introduce a momentum parameter  and alter 
the weights and scale coefficients of the wavelet neural network like this: 

ij ij ij
ij

E
W (t) W (t 1) W (t 1)

W

∂= − − + ∆ −
∂

η µ  (7) 

jk jk jk
jk

E
V ( t) V ( t 1) V ( t 1)

V

∂= − − + ∆ −
∂

η µ  (8) 

j j j
j

E
a ( t ) a ( t 1) a ( t 1)

a

∂= − − + ∆ −
∂

η µ  (9) 

j j j
j

E
b (t) b (t 1) b (t 1)

b

∂= − − + ∆ −
∂

η µ  (10) 

Where  is the variable learning rate parameter and the algorithm description of alter-
ing  is as follows. 

(a) Assume an initialized learning rate parameter 0  
(b) If after an iteration, the error function increases over a bound (usually 1%—5%) , 
cancel the current updates of weights and scale coefficients; the learning rate parame-
ter multiplies a real number t (0<t<1) and at the same time the momentum parameter 

 is set to zero. 
(c) If the error function decreases, accept current updates; the learning rate parameter 

 multiplies t (t>1) and if  was set to zero, recover it to the initial value. 
(d) If the error function increases in the range of being accepted, accept the current 
updates and keep the learning rate parameter. 
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We use chaotic sequences to train the neural network. Firstly, generate a large 
number of chaotic sequences by the Chebyshev map and then divide these sequences 
into R groups. Each group has P samples. The training algorithm is as follows. 

(a) Initiate V, W and let r=1, t=1. 
(b) Input a sample. 
(c) Calculate the output of each layer. r=r+1, If r<P go to (b). 
(d) Calculate E and alter weights and scale coefficients, r=1,t=t+1, If t<R, go to (b). 
(e) If E>Emin , t =1,go to (b) else stop. 

When the training of the neural network has been accomplished, the real or pseudo 
Chebyshev chaotic sequence can be acquired from it in a fast speed, and we can use 
formula (3) to generate random sequences. 

4   The Scheme of Encryption and Decryption 

4.1   The Design of Algorithm 

We adopt stream cipher system and the encrypting and decrypting scheme is illus-
trated in figure1. 

 
 
 
 
 

 
 
 
 
 
 
 

Fig. 1. Encryption and decryption scheme 

Where the keys are the input initiate values of the neural network and the “Generator 
of chaotic sequence” is our wavelet neural network model and the “generator of ran-
dom sequence” employs the way (3) to obtain random sequences. 

4.2   Experiment of the Encryption System 

In our experiment we choose 

2(t) cos(1.75t) exp( t / 2)= −ψ  (11) 

as the wavelet basis function. Choose x=0.400 as the initiate iterating value and gen-
erate m initiate input values. We test the algorithm by VC++ 6.0 and input an image 
plaintext. The result of encryption is graphically shown in figure 2, 3.  

⊕

Encryption Keys    

Generator of chaotic sequence

Plaintext 

Decryption keys

Generator of chaotic sequence 

Plaintext

Generator of random sequence Generator of random sequence 

⊕
E(P) Cipher-text D(C)
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Fig. 2. Image plaintext                                         Fig. 3. Image cipher-text 

4.3   Security Analysis  

A good encryption scheme should resist several kinds of known attacks [1].Some 
security analyses have been performed on the proposed encryption scheme, including 
key space analysis, key sensitivity test, statistical analysis, cipher-text only attack, 
known-plaintext attack, and chosen-plaintext attack. 

4.3.1   Key Space and Key Sensitivity Analysis 
We can provide a large range of key set because the chaotic system is very sensitive 
to the initiate conditions and system parameters and a slight change of key, the se-
quence of iteration will become great different. In addition, the key distributing in the 
key space is uniform owing to the ergodic property of the chaotic system. 

4.3.2   Statistical Analysis 
Shannon once said [2], “It is possible to solve many kinds of ciphers by statistical 
analysis”. So in this paper, the gray-scale distribution of the image for the plaintext 
and cipher-text are tested respectively. They are graphically shown in figure 4 and 
figure 5. 

  

Fig. 4. Histogram of original Image Fig. 5. Histogram of Encrypted Image 
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From above, it can be realized that the histogram of the ciphered image is fairly 
uniform and is significantly different from that of the original image. The analysis 
shows that our scheme can effectively resist the attacker using statistic analysis. 

5   Conclusion 

In this paper, a new cryptographic scheme based on wavelet neural networks is pre-
sented, in which we make use of the advantage of  properties of chaotic systems and 
neural networks, respectively and overcome some shortcoming in chaos-based cryp-
tography to some extend. In addition, the results of numerical analysis show that our 
method can resist manifold attacks effectively. 
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Abstract. How to design an efficient and security keyed hash function is always 
the point in modern cryptography researches. In this paper, A better chaos 
sequence is generated by RBF neural network through training the known 
chaotic sequence generated by a piecewise nonlinear map then the sequence is 
used to construct keyed hash function. One advantage of the algorithm is that the 
hidden-mapping model of neural network makes it difficult to get the direct 
mapping function of the ordinary chaos hash algorithm. Simulation results show 
that the keyed hash function based on the neural network has good one-way, 
weak collision, better security property and it can be realized easily. 

1   Introduction 

Hash Function compresses a string of arbitrary length to a string of fixed length. In 
cryptography, hash functions are typically used for digital signatures to authenticate the 
message being sent so that the recipient can verify that the message is authentic and that it 
came from the right person. The requirements for a cryptographic hash function are [1]: 

 Given a message m and a hash function H , it should be easy and fast to compute 
the hash )(mHh = . 

 Given h , it is hard to compute m such that )(mHh = (property of one way). 

 Given m , it is hard to find another message 'm such that )()( mHmH =′  (property 

of collision free). 

In recent years, there has been an increased interest in hash algorithm based on 
chaotic map [2-5], but under the finite precision in practical application conditions, the 
chaotic sequences have drawbacks of short period and strong correlation. Hence, it is 
necessary to research a new hash approach with strong security. In this paper, by 
investigating the nonlinear and parallel computing properties of neural network and 
integrating chaos with them, a hash scheme based on chaotic neural network is 
proposed. Firstly, A better chaotic sequence is generated by the neural network through 
training the known chaotic sequence generated by a piecewise nonlinear. Then the 
sequence is used to construct keyed hash function. The scheme can securely, efficiently 
complete hash in this combined mode. It is practicable and reliable, with high potential 
to be adopted for Ecommerce. 
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2   RBFNN Training the Known Chaotic Sequences  

2.1   RBFNN  

We consider multiple inputs single output system without loss of generality. A 
structure of RBF(Fig.1)comprises three layers. The hidden layer possesses an array of 
neurons, referred to as the computing nodes. Each hidden node in the network has two 
parameters called a center vector ],,[C 21 iniii ccc=  and a width iσ associated with it. 

The activation function of the hidden nodes is Gaussian function in general. The output 
of each hidden node depends on the radial distance between the input 

vector T
nxxxX ],[ 21= and the center vector iC . The response of the ith hidden node 

to the network input is expressed as:  

)2exp()( 2σinni CxX −−=Φ  (1) 

Where • denotes the Euclidean norm. The response of each hidden node is scaled by 

its connecting weights iϖ to the output node and then summed to produce the overall 

network output. The overall network output is expressed as: 

= Φ+== h

i iiin XwbXfy
10n )()(  (2) 

Where h is the number of hidden nodes in the network 0b is the bias term for the output 

node. The leaning process of RBF involves allocation of new hidden node as well as 
adaptation of network parameters. The network begins with no hidden node. As 
input-output ),( nn yX data are received during training, some of them are used to 

generate new hidden nodes. 

2.2   Selection Sample District 

A piecewise nonlinear map ),1,0(],1,0[,: NiIIIIf ii ==→ and denote the sub- 

interval of[0,1] as well as the length of this region(Fig.2), which can be presented [6,7]:  

∈−
=

∈−
−

−−+
−

=

+
++

+

)1,5.0(if)5.0(

5.0if0

),[if)()(
1

)(

1
2

11

1

kk

k

iikik
ii

i
iki

ii

k

xxF

x

IIxax
II

a
axa

II

xF
 

(3) 
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We find such map F(.) has the following interesting properties: 

i). The iterating system )0()(1 ≥=+ kxFx kk is chaotic; 

ii). The sequence ∞
=1}{ kkx is ergodcity in [0,1] as well as with a uniform probability 

distribution function .1)( =xf  

iii). The sequence ∞
=1}{ kkx with a –like auto-correlation function: 

0,
1

lim)(

1
2

1 ≥=
=

= +

∞→
r

x

xx

J
rR

J

k k

J

k rkk

j
F  (5) 

Proof. i) For ),[ 1+∈ ii IIx and Ni ≤≤0 , 
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By noting the F(x) is even-symmetric map, then 1)(' >xF  holds for all ]1,0[∈x , that 

is, the Lyapunov exponent: 

0)(log
1

lim
1

'
2 >= ∏

=∞→

J

k
k

J
xF

J
λ  (6) 

According to the definition of chaotic system [HBL], a positive Lyapunov exponent 
means the iterating system is chaotic, so property 1) holds. 

ii) As the same as (i), when ),[ 1+∈ ii IIx  and Ni ≤≤0  
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Note that F(x) is even-symmetric map, we can obtain +∞<
2''' )(/)( xFxF  for all 

]1,0[∈x . According to above theory, ]1,0[),1)(()()( 1 ∈+−= + xxaIIyfxfP iiiir  

where Pr is the Frobenius-Perron operator of map f(x) defined as [kohda] 

−=
]),0([1 )()(

xFr dxxf
dy

d
xfP  (8) 

where )21)(( 11 xaIaIaIIIy iiiiiiiii −++−+= ++ . 

According to the Eq.(3), f(x)=1 is the unique solution of )()( xfPxf r= , so 

property 2) holds. 
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iii) By the same ensemble average technique [kohda], we rewrite the auto- 
correlation function as 

=
1

0

2

1

0

)(

)()(
)(

dxxfx

dxxfxxF
r

r

Fρ  (9) 

When 0=r , xxFr =)( , 1)( =rFρ ; when r>0, x is a odd and xxFr =)( is even with 

respect to the center 5.0=x , then 0)( =rFρ , so property ii) holds. 

  

Fig. 1. RBFNN Fig. 2. Piecewise nonlinear map 

2.3   The Process of RBFNN Training  

The structure of RBFNN training the known chaotic sequence generated by the 
piecewise nonlinear is shown in Fig. 3(CS-RBFNN). In order to predict )1( +nx  by 

time serial )()2(),1( nxxx , we take )(),1( nxknx +−  as input of RBFNN, and the 

output of RBFNN is )1(ˆ +nx ( predictable value). Fig. 3 is the process of RBFNN 

training. 

 

Fig. 3. The structure of CS-RBFNN 

The RBFNN initial input is )()2(),1( nxxx  which generated by the piecewise 

nonlinear, the chaotic sequences )(ˆ),2(ˆ),1(ˆ mnxnxnx +++ is the RBFNN output by 

the RBFNN training, So we can induce how to predict )(ˆ knx + using )()2(),1( nxxx , 

where 1≥k . In this paper, we adopt recursion to solve the above problem, 
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Fig. 4. The relation between input and output of RBFNN 

each time predict one step only, that is )(ˆ knx + , k=1, then the feedback of )(ˆ knx +  

will predict next step. By this means we can obtain all chaotic sequences, Fig. 4 is the 
relation between input and output of RBFNN. 

3   Realization of Hash Function 

Combining RBFNN and chaotic maps to construction hash function is show in Fig. 5, it 
conclude three steps. 

(a) Suppose message M is binary sequences, and the length of hash value is 
N ),2,1,*128( == iiN , 3,2,1, == kkNM , if M isn’t satisfied with 

3,2,1, == kkNM , it will be connected some random sequences to content the 

above equation. Then divide message M into N bits separate portion, that is 

kMMMM ,,, 21= , denoted N
iiii MMMM 21= . 

(b) Select random sequences N  as the initial vector 0H , and compute 10 MH ⊕ . 

(c) Taken the initial value )0(x of the piecewise nonlinear map and RBFNN 

parameter as hash system private key, CS-RBFF train chaotic sequence and obtain 
N bits random sequence. Using N bits random sequences encrypt 10 MH ⊕ , the N 

bits ciphertext 1H is hash value of message 1M , compute 21 MH ⊕ , encrypt 

21 MH ⊕  by CS-RBFNN, the N bits ciphertext 2H  is hash value of message 21MM . 

Repeat the process until all message being encrypt, finally kH  is hash value of 

message M . 

 

Fig. 5. Hash algorithm structure 
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4   Performance Analysis 

4.1   One-Way 

One-way property means that it only allows a digest to be created from the original, yet 
the inverse is very hard [8]. In order to describe this characteristic explicitly, we 
compress the below plaintext by our scheme. 

Plaintext 
Cryptographist the science of overt secret writing (cryptography), of its authorized 
decryption (cryptanalysis), and of the rules which are in turn intended to make that 
unauthorized decryption more difficult (encryption security). 

For distinguishing plaintext from hash valve, we employ two dimensions graph 
express the result, in Fig.6 the ASCII code of plaintext distribute over small zone, after 
compressed by our scheme, in Fig .7 the HEX code of hash value decentralize among 
large zone uniformly. So our scheme has good one-way property. 

4.2   Collision Resistance 

Collision resistance is the difficulty of finding two different inputs hashing to the same 
[10]. Each neuron in a layer is connected to all in the next layer, this inherent structure 
expedites the avalanche effect; furthermore, piecewise nonlinear map is sensitivity to 
initial value, these ensure that even a single bit change in input will definitely result in 
great changes in the output. 

4.3   Auto-correlation and Cross-Correlation Function with Least Different Keys 

Repeated plaintext such as “QQ……” is digested and the corresponding 
auto-correlation function is analyzed. It is a  function and has no repeated period. In 
Fig.8, for the sensitivity of chaos, least different keys will result in the great changes in 
the output of RBFNN, which will totally change the hash value. 

4.4   Efficiency 

The length of hash value is changeable, so system needn’t be restarted for the fixed 
problem [9], which greatly reduces communication and computation load, furthermore, 

 

  

Fig. 6. ASCII distribution of plaintext Fig. 7. HEX distribution of hash value 
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Fig. 8. Cross-correlation function 

our scheme is not involved in any time-consuming modular exponential computing so 
the efficiency of the whole scheme is boosted much more. 

5   Conclusions 

In this paper, we investigate the nonlinear and parallel computing properties of neural 
network and integrate chaos with them, propose a hash scheme by RBFNN and 
piecewise nonlinear map, the scheme can securely and efficiently complete hash. It is 
practicable, flexible and reliable with high potential to be adopted for E-commerce and 
E-government. 
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Abstract. In self and non-self discrimination (SNSD) model, it is very impor-
tant to generate a desirable detector set since it decides the performance and 
scale of the SNSD model based task. By using the famous principle of negative 
selection in natural immune system, a novel generating algorithm of detector, 
multiple-point bit mutation method, is proposed in this paper. It utilizes random 
multiple-point mutation to look for non-self detectors in a large range in the 
whole space of detectors, such that we can obtain a required detector set in a 
reasonable computation time. This paper describes the work procedure of the 
proposed detector generating algorithm. We tested the algorithm by using many 
datasets and compared it with the Exhaustive Detector Generating Algorithm in 
details. The experimental results show that the proposed algorithm outperforms 
the Exhaustive Detector Generating Algorithm both in computational complexi-
ties and detection performance. 

1   Introduction 

Biological immune system can protect the body against harmful diseases and infections 
by recognizing and discriminating non-self from self, which ability plays very impor-
tant adjustment functions in the whole lifetime of biological creatures. Recently, many 
algorithms and architectures are proposed [1]-[5] in many engineering fields based on 
natural immune principles. The prevalent model of the immune system is Self and Non 
Self discrimination (SNSD) which has been used for the last 50 years in immune sys-
tem community.  This SNSD model uses the idea that the immune system functions by 
making a distinction between bodies native to the system, and foreign bodies. Many 
computer researchers use it as a metaphor to develop a number of artificial immune 
algorithm and systems for intrusion motoring and detection, resource change detection, 
pattern recognition as well as computation of complex problems. Among them, the 
negative selection algorithm (NSA) was proposed in [2] as a detector generating algo-
rithm by simulating the negative selection process of T cells generating in thymus. 
However, the generation of detector is a vital computation burden in NSA and attracts 
a lot of researchers to explore an efficient and useful method or algorithm for it. In this 
research environment, this paper studies the detector-generating algorithm and pro-
poses a detector generating algorithms based on SNSD model and negative selection 
principles from the perspective of optimizing detector generation. The procedure of the 
proposed algorithm is presented in details and thoroughly compared with the famous 
Exhaustive Detector Generating Algorithm (EDGA). 
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2   Current Algorithms of Detector Generation  

As we know that, for biological immune system, T cells with essentially random re-
ceptors are generated in thymus and their generation and maturation undergo a nega-
tive selection process. Before they are released to the rest of body, those T-cells that 
match self are deleted. This process is called as negative selection process.  According 
to this principle, a number of detector generating algorithms are created in artificial 
immune systems (AIS) and practical applications. For example, in 1994, Forrest, et 
al., proposed so-called negative selection algorithm (NSA) inspired by this negative 
selection principle [2] and applied it to intrusion detection and change detection. NSA 
primarily consists of two stages of censoring and monitoring. The censoring phase 
caters for the generation of change-detectors. Subsequently, the system being pro-
tected is monitored for changes using the detector set generated in the censoring 
stage. In the censoring phase, the generation of change detectors needs a large of 
computational amount which limits the use of NSA in practical application. Since 
then, a number of detector-generating algorithms with different matching rules ap-
plied for ‘self’ and ‘non-self’ matching methods are proposed and tested for promot-
ing the application of NSA. For binary code of the detector, there are mainly three 
kinds of matching rules: perfect matching, r-contiguous bits matching and Hamming 
distance matching [2]. Exhaustive detector generating algorithm (EDGA) is suitable 
for all of the three matching rules and is used to repeat the negative selection process 
till the number of detectors meets a presetting requirement or candidate set is  
vanished. However, negative selection algorithm with mutation [5] has different 
evaluating rules in the negative selection process from EDGA. With r-contiguous bits 
matching rule, the related algorithms mainly include Liner Time Detector Generating 
Algorithm [4] and Greedy Detectors Generating Algorithm [5]. 

3   Growth Algorithms 

The major difference between growth algorithm and NSA is the generating method of 
candidate detectors. For NSA, each detector candidate in EDGA is randomly selected 
from whole candidate space. Thus, after the number of detector candidate space Nr0 is 
determined, EDGA randomly selects Nr0 detectors to construct the detector candidate 
set R0. Then, the algorithm generates detector set R through negative selection proc-
ess. On the other hand, growth algorithm does not need to maintain a huge detector 
candidate set R0. It directly generates the detector set R by utilizing detector mutation 
or growth in whole shape space and combining with negative selection process. Its 
flow chart is shown in Fig.1. 

Growth Algorithm 

Step 1. Generate self set S with its number Ns. 
Step 2. Generate one detector generating seed which is randomly selected from the 

whole shape space. 
Step 3. Match the new detector candidate with S. 
Step 4. Experience a negative selection process. If the candidate is not matched with 

S, then a new one is generated and added into R. 
Step 5. If the stop criterion is met, then exit. 
Step 6. Mutate the candidate and going to step3. 
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Fig. 1. Flow chart of detector generation growth algorithm  

3   Multiple Point Bit Mutation Method 

As the name indicates, the proposed method is somewhat similar to the bit mutation 
mechanism of Genetic Algorithm (GA). But this algorithm mutates multiple bits of 
detector candidate simultaneously, not only one bit. If we let the string length be l and 
the maximum number of mutation bits be Nm (Nm =m), then, at one time, the mutated 
bits of detector candidate is less than or equal to m.  

Multiple-Point Bit Mutation Algorithm 

Step 1. Set the maximum number of mutation bits Nm. 
Step 2. Input detector DetectorM to be mutated. 

 

Fig. 2. Experimental results of Detection rate Pc versus Nr0 and when Ns is constant, where  
Ns =8, Nr0 increases from 1 to 604, size of test set is 256, and 1000 runs. And also curves of  
Nr versus Nr0. 
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Fig. 3. Experimental result comparisons of EDGA to BMGDGA when Nr0 =256 and Ns 
changing from 1 to 256 

Step 3. Generate mutation seed MutationBits (its length is same as detector): Nm bits 
of MutationBits are randomly generated at range of 1 and l and set to 1, and 
others are set to zero. 

Step 4. Detector mutation: an exclusive OR operation performed on the correspond-
ing bits of arrays DetectorM and MutationBits. 

Once the proposed multiple-point bit mutation methods is applied to the detector 
mutation part of the growth algorithm in Fig.1, we can obtain the detector generating 
algorithm just called multiple-point bit mutation detector generation algorithm 
(BMDGA, for short).  

4   Experiments 

We set two kinds of experiments. One chooses random dataset with string length 8, 
16 and 24 bits, respectively. Another experiment is to detect the changes of static 
files.  

4.1   Random Dataset Experiments 

4.1.1   8-Bit Dataset Experiments 

 

Fig. 4. Experimental results of detection rate Pc versus mutation number Nm, where Ns, Nr0 are 
constants  
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4.2.2   16-Bit and 24-Bit Dataset Experiments 

Table 1. Computational complexity comparison for 16-bit dataset 

Algorithm Parameters setting 
Computational 
time (ms) 

Note 

EDGA 0rN =65536 SN =2048 730  

0rN =65536 SN =2048 mN =8 594.5 10 runs  
BMGDGA 

0rN =65536 SN =2048 mN =4 585 10 runs 

Table 2. Computational complexity comparison for 24-bit dataset 

Algorithm Parameters setting Detection rate 
Computational 
time (ms) 

EDGA SN =2048, 0rN =16384� tN =16384 0.1081542968 183.7 

mN =1 0.1094360351 128.11 

mN =16 0.1115112304 151.86 BMGDGA 

SN =2048 

0rN =16384 

tN =16384 mN =24 0.1052246093 188.44 

Notice that our experimental platform is Intel Pentium 993M CPU, 256M memory 
and Windows Me.According to above experimental results, we can notice that the 
detection rate Pc of BMGDGA is not lower than EDGA’s under all circumstances, 
and when mN =l/2, the detection rate reaches the best. Its computational complexity is 

also superior to EDGA’s, with almost same memory space. So the overall perform-
ance of proposed BMGDGA is better than EDGA. 

4.2   Change Detection of Static Files 

We conduct two experiments with the algorithm to validate their detection abilities 
for the change of static files, and compare to EDGA. First of all, we compare two 
different files by using the algorithm. We select two files of ‘FTP.exe’ and ‘Ping.exe’ 
and define ‘Ping.exe’ as self (S). The experimental results of anomaly number are 
listed in the first sub-column of Anomaly number column of Table 3. Secondly, it is 
used to detect anomaly detection of the file infected by a virus, where we define a 
benign file “dbeng50.exe” as protected file and detect its changing when infected by 
“Worm Concept” virus. The experimental results of anomaly number are listed in the 
second sub-column of Anomaly number column of Table 3. Experimental results are 
all compared to EDGA and listed in Table 3 for convenience. 

It can be seen from the experimental results that we can obtain the same results as 
random dataset experiments. To BMGDGA, when mN =1, the quality of detector set 

generated by this algorithm is worst. When mN =l/2~ l, the performance of BMGDGA 
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Table 3. Results of anomaly numbers for file comparison (first sub-column of last column), and 
anomaly detection (second sub-column of last column) 

Algorithms Parameters setting Anomaly number 

EDGA Detector length l =16bits 3775.2 596.9 

mN =1 3389.5 537 

mN =10 3724.8 561.7 BMGDGA 
Detector 
length 

l =16bits 
mN =16 3709.6 606 

is almost same to EDGA. It turns out from our experiments that it is possible to detect 
the changes of static files with these two algorithms. 

5   Conclusions 

This paper proposes a novel detector-generating algorithm on the basis of negative 
selection principle of natural immune system. Extensive experimental results show 
that the proposed algorithm outperforms EDGA in both detection performance and 
computational complexity. 
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Abstract. The characteristics of erotic images are analyzed in this paper and a 
novel algorithm for erotic images recognition is proposed. The algorithm first ob-
tains the mask images of the recognized image by skin color detecting and texture 
analyzing, and then locates the possible position of human trunk in mask image 
according to the established model of trunk, based on which the characteristics of 
erotic images are extracted. Furthermore, the SVM classifier is used to recognize 
the erotic images based on those extracted characteristics. The experimental re-
sults show that the recognition accuracy rate of the proposed algorithm is higher 
than other algorithms and the proposed algorithm is efficient and effective.  

1   Introduction 

Increasingly network eroticism affects people’s normal life seriously, especially to the 
growth of teenagers, and brings lots of society and moral problem. How to recognize 
and eliminate network eroticism has been one of hot problems in network information 
security field and the content-based erotic image recognition has received intensive 
attention. 

Some excellent works were carried out on recognition of erotic images [1][2][3]. 
Fleck makes use of the computer vision and image recognition technique to recognize 
erotic images, which made the beneficial exploring in erotic image recognition, but 
the approach is of lower recognition accuracy and higher time complexity [1]. Duan 
adopts the proportion of skin color pixels in images as criterion, blending various 
methods of classification to recognize erotic images, which is simple, but cannot 
handle complicated situation [2]. Fan makes use of the characteristics of the skin color 
mask of images to recognize erotic images, which cannot distinguish whether the 
mask is limb or trunk clearly and could lead to misclassification [3].  

A novel algorithm is proposed to recognize erotic images in this paper. By estab-
lishing the model of human trunk, the characteristics of erotic images are extracted 
and support vector machine classifier is used to recognize them. 
                                                           
* Corresponding author. 
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2   Characteristic Analysis of Erotic Images 

The recognition of erotic images belongs to the scope of the content-based image 
filtering, but also has the special feature. Different from other image contents recogni-
tion problems, such as face detection [4], fingerprint recognition [5] etc., the back-
ground of erotic images is more complex.  

According to statistics, the area of naked skin in erotic images will usually exceed 
10% of whole image area. So it is necessary to make out whether there is large quan-
tity naked skin region in images, which is the basis of recognition. 

The skin color is a very valid feature for naked skin detection, which is a kind of 
important vision information attribute. The color feature stabilizes very much, not 
sensitive to the rotation, moving, dimensions variety, even pose changing. Further-
more, the computing of the color feature is simple. We can quickly expel other color 
background by making use of the skin color information, zooming out the searching 
scope. 

Moreover, by texture analyzing, the region whose color is close with skin color can 
be removed effectively, and identify the skin color region more accurately. The sim-
ple color space YCrCb, which does not need complex computing [6], is used for skin 
color detection, and IRgBy model used for texture analysis in this paper.  

Through skin color detection and texture analysis, the mask image is obtained.  
How to extract the characteristics of mask images is the key problem of erotic images 
recognition.  

3   The Model of Human Trunk  

The skin color detection can recognize the skin region in the image, but that is not 
enough for erotic images recognition. Because the marked characteristic of erotic 
images is naked trunk, but usually the face and limb of human is naked, taking them 
for human trunk will cause false identification. So how to locate the trunk and make 
sure whether it is naked is the basis of erotic images recognition.  

Because the pose of human trunk in the image is usually unknown, we wish to lo-
cate its possible position based on a model. According to the physiological feature of 
human trunk, the trunk can be predigested as two fold lines whose meeting point is 
near the center of waist. As shown in Fig. 1, O  is the center of human waist, and the 
fold lines, OC and OD , can represent the approximate position and orientation of the 
trunk. 

In erotic images, the region of naked trunk usually occupies the most part of naked 
skin area, so we can suppose that the center of waist should be near the center of 
whole naked area. If the naked trunk exists in the image, we can consider it is near the 
center of waist.  

Assuming the height and width of the image are x and y , and yx ≥ ; the number 
of skin color connected regions is i , and indexed by i,2,1 ; the length and width of 
the tangent rectangle of connected regions are immm ,,, 21 and innn ,,, 21   
respectively.  
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Fig. 1. The simplified representation of trunk Fig. 2. The model of human trunk 

Firstly, we get the center O  of skin color region, and then create 2×k  rectangles 
whose width and length are a  and b  by rotating around the point O , usually 3≥k , 
as shown in Fig. 2. Here a  and b are defined as follows, 

)),,,max(),,,,max(max( 2121 ii nnnmmmb λ= , and η/ba =  

Where 1≥λ and η is an integer, usually 3≥η . The value of λ  and η  could be de-
termined during experiments with experiences. After the above preprocessing, the 
algorithm of locating trunk is given as follow, 

Setp1: Two adjacent rectangles are regarded as one group, and kRtRtRt 221 ,,,  are 

divided into k  groups, i.e. kiRtRtGp iii ≤≤= − 1},,{ 212  

Setp2: Calculate the proportion of skin color pixels in each group kGpGpGp ,,, 21 , 

and get the proportion sequence krrr ,,, 21 ; 

Step3: Suppose that ir  and jr  are the two largest value in the sequence, and iGp and 

jGp  are not adjacent, i.e. 1≠− ji ; if 1=− ji , then select the thirdly larger 

value to instead the little of ir  and jr , until the condition is satisfied. 

Step4: If the ir  and jr  are greater than the threshold M , we can consider that the 

naked trunk exists in the image, and the image is most likely to be erotic, and 
more processing is needed.  

By using the established model, we can estimate preliminary that whether the naked 
trunk exists in images or not. If the naked trunk exists, further work is necessary to 
extract more complex classification characteristics. Then the following characteristics 
are extracted, 

(1) The proportion of skin color pixels in whole image, ra ; (2) The proportion of skin 
color pixels in iGp  and jGp , rb ; the proportion of skin color pixels in iGp  and jGp  

to that in the whole image, rc . (3) The proportion of skin color pixel in the circular 
region with the center of o  and radius of b , rd . (4) The proportion of the largest 
length and width of connected regions to that of the image, re and rf , 
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(5) The angle ϕ  between iGp  and jGp , which is also an important classification 

attributes, because there is an obvious difference about it between the erotic images 
and normal images.  

Then the recognition of erotic images is converted to a problem of classifying seven-
dimension vector T],,,,,,[ ϕrfrerdrcrbraR = .  

4   Recognition of Erotic Images Based on SVM 

4.1   Support Vector Machine 

Support Vector Machine is a kind of statistical learning theory, which is based on 
structural risk minimization, proposed by Vapnik [7]. If the classification problem is 
nonlinear separable, the data set will be mapped to a higher dimension space with 
nonlinear mapping method (kernel function), and the date set will turn to linear sepa-
rable. The problem of classifying seven-dimension vector R  is nonlinear. The nonlin-
ear SVM can be expressed as, 

−= bRRKyRf iii ),()( α  (3) 

where, )(Rf  is the output of SVM, iα  is weight, iR  is training sample, R is the 

classified samples, }1,1{−∈iy  is the target value for each training sample,  ),( RRK i  

is kernel function, and b  is error factor.  
With the method of nonlinear mapping, the classification problem can be trans-

formed to a quadratic programming problem in higher dimension space as following, 
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where, C  is a constant, greater than zero served as penalty factor. The classification 
results are decided with the value of )(Rf  in formula (3).  

4.2   Training of SVM Classifier 

The computation complexity and memory requirement of training SVM are huge and 
some algorithms are proposed to solve the training problem of SVM, such as decom-
position algorithm [8], sequential minimal optimization (SMO) algorithm [9] etc. In 
this paper, we will apply SMO to train SVM. 
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There are two important parameters of SVM based on radial basis kernel function, 
the radial basis function parameter δ , and the penalty factor C  in formula (4). δ  
denotes the effect area of radial basis function. Punishment factor C  reflects the 
penalty strength to those wrong classified results. Currently, the kernel function and 
relevant parameters only can be selected with experiences, without the guide of the-
ory. In this paper, we will provide a group of testing samples, and decide the value of 
parameters according to analyzing the rule of the changing from the parameters and 
the practical data.  

For the sake of a good classification effect, we need a set of samples not only 
enough in number but apt in distribution. It is easier to get the positive images, i.e. 
erotic images. Conversely, the representative negative samples are in various forms 
and difficult to be defined. If we choose samples randomly, the amounts of positive 
and negative samples may be badly unbalanced, which will make the derived SVM be 
too complex to use.  

This paper adopts a method that gradually appends negative samples, which are 
classified wrongly, to resolve the above problem. By training repeatedly, two groups 
of samples are confirmed: one group is erotic images, the quantity is 2961; the  
other group is normal images, the quantity is 3573, where, 2132 images contain nor-
mal human body, 875 images contain animal, others contain scenery. All images are 
multicolor. 

5   Experimental Results and Analysis 

The experimental results are given in this section. In order to compare the perform-
ance of different algorithms, a comparison experiment, the method based on thresh-
old, is implemented on the same sample set.  

Through testing repeatedly, the parameters of SVM are confirmed, 1.2=δ  and 
120=C . Select 295 erotic images and 213 normal images as samples to be recognized. 

The accurate recognition rate (ARR), false negative rate (FNR), false positive rate 
(FPR) and classification error rate (CER) of different methods are shown in table 1. 

Table 1. The performance of two methods 

 ARR (%) FNR(%) FPR (%) CER (%) 
Threshold 71.18 28.82 23.36 29.33 

SVM 90.17 9.83 7.32 10.63 

According to the analysis of the above results, we can conclude that: 

(1) The classification vector extracted by the model of trunk preferably reflects the 
difference between erotic images and normal images. The performance of the meth-
ods based on the proposed trunk model is better than that of the method based on 
threshold. 
(2) The model of trunk is very effective, which help to extract the characteristics of 
erotic images greatly and all of the processing for the algorithm can be finished in 
once scan of original image, which does not increase too much payload of system. 
The shortage of the trunk model lies on the confirmation of the center of trunk, which 
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is effectively, but may lead to the wrong selection of trunk sometime, especially in 
some most complex images. 

6   Conclusions 

The characteristics of erotic images are analyzed in this paper and a novel algorithm 
for erotic images recognition is proposed. The algorithm first obtains the mask images 
of the image, and then locates the possible position of human trunk in mask image 
according to the established trunk model, based on which the characteristics of erotic 
images are extracted. Furthermore, the SVM classifier is used to recognize the erotic 
images. Experiments are implemented to manifest the performance of the proposed 
algorithm and experimental results show that the recognition accuracy rate of the 
proposed algorithm is higher than that of the other algorithm and the proposed algo-
rithm is effective.  
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Abstract. In this paper, we present a unified framework for sensor validation, 
which is an extremely important module in the engine health management 
system. Our approach consists of several key ideas. First, we applied nonlinear 
minor component analysis (NLMCA) to capture the analytical redundancy 
between sensors. The obtained NLMCA model is data driven, does not require 
faulty data, and only utilizes sensor measurements during normal operations. 
Second, practical fault detection and isolation indices based on Squared 
Weighted Residuals (SWR) are employed to detect and classify the sensor 
failures. The SWR yields more accurate and robust detection and isolation 
results as compared to the conventional Squared Prediction Error (SPE). Third, 
an accurate fault size estimation method based on reverse scanning of the 
residuals is proposed. Extensive simulations based on a nonlinear prototype 
non-augmented turbofan engine model have been performed to validate the 
excellent performance of our approach. 

1   Introduction 

While FDI provides significant potential in improving safety and performance of 
future advanced jet engines, clearly the success of this method is highly dependent 
upon the accuracy of the sensor signals used to drive FDI approaches. The approaches 
to sensor fault detection/isolation are usually categorized into two types: model-based 
and data-driven. Model-driven approaches are preferable when a physical model of 
the system is available [1 and 2]. However, in many applications, physical models 
may not be available or may be inaccurate, especially for systems with complex 
nonlinear dynamics. Data-driven approaches do not require physical models and 
therefore do not have the limits aroused from the model-based approach. Recent 
research advances in data-driven FDI and fault accommodation methods, for example, 
Fuzzy Logic inference, Neural Networks (NN), Case-Base Reasoning (CBR) [3]. 
However, all these methods require thorough information about system behaviors in 
different fault modes for fault diagnostics. In practice, such data are not always 
available. Therefore, data-driven approaches are usually criticized due to this strict 
requirement. 

In this paper, a data-driven sensor fault detection and isolation (FDI) scheme is 
presented. This novel data-driven approach is based on Nonlinear Minor Component 
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Analysis (NLMCA) and is designed for nonlinear system FDI. Compared with other 
sensor FDI methods, the proposed approach does not require a physical model and 
only needs training data in normal conditions that is usually easily accessible. This 
property distinguishes our approach from many other data-driven approaches that 
require faulty data in training. Meanwhile, a reverse scan method is used to 
reconstruct the faulty signal. Finally, extensive simulations were performed to 
illustrate the effectiveness of the proposed scheme with a nonlinear engine model 
from NASA. 

2   FDI Based on Nonlinear Minor Component Analysis 
Architecture 

The Nonlinear Minor Component Analysis (NLMCA) based Fault Detection and 
Isolation (FDI) approach is developed for the sensor validation of nonlinear dynamic 
systems. The architecture of NLMCA for sensor validation is shown in Fig. 1. This 
architecture contains three main modules: detection, isolation, and size estimation. 

The fault detection module is used for detecting sensor faults and it is based on the 
NLMCA method and Squared Weighted Residual (SWR) generation. After a fault is 
detected, the fault isolation estimator is activated. The fault isolation estimator 
contains a bank of m NLMCA structure, where m is the number of sensors. With the 
fault isolated, a reverse scan method is used to estimate the degradation status, i.e., the 
fault size of the faulty sensor. 
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Fig. 1. NLMCA for sensor fault detection/isolation architecture 

2.1   Fault Detection Scheme 

2.1.1   Nonlinear Minor Component Analysis 
The fault detection scheme is based on Nonlinear Minor Component Analysis 
(NLMCA) technique. Various Neural Network (NN) methods have been developed 
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for performing the NLPCA [5, 6, and 7]. NLMCA can be performed using the same 
structure as NLPCA. The first principal component can be extracted using a NN 
structure in Fig. 2. The cost function is defined in the following equation. 

2211 ||||||||
'

XXeJ −==  

If the cost function is minimized, then u can be regarded as the first principal 
component. To obtain the second principal component and other principal 
components for nonlinear systems, we can feed the residual e1 into the same NLPCA 
structure.  Also, the nonlinear minor components can be extracted based on the 
nonlinear principal components: MC1 = PCn-k+1, MC2 = PCn-k+2, …, MCk = PCn. The 
overall structure of NLMCA is shown in Fig. 3. 

 

Fig. 2. NLPCA structure [4] 
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Fig. 3. NLMCA Architecture 

2.1.2   NLMCA for Sensor Fault Detection 
Usually, a so-called Square Predicted Error (SPE) is used to indicate the presence of a 
fault. The SPE is defined as  

eed T
SPE=  

where e is extracted from the minor components. In our approach, instead of using 
SPE, Squared Weighted Residual (SWR) ([8]), is used as the fault detection index in  

our approach. The SWR is given by 1T
SWR sd e R e−= , where Rs is derived from 

training data, Rs = E(e*eT).  It has been proved that the revised index is more sensitive 
to faults and more robust to noises. The normal dynamics is captured in the minor 
component space, and therefore any abnormally increase in the SWR indicates an 
abnormal situation. Based on this feature, the approach of NLMCA to sensor fault 
detection is accordingly developed. 
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2.2   Fault Isolation Scheme 

After a fault is detected, the fault isolation estimator is activated. To isolate sensor 
fault, a bank of NLMCA structures is built, as shown in  Fig. 5. Each NLMCA 
structure (NLMCAS) is used to monitor one sensor only and uses training data from 
all the other sensors. Assuming that the original NLMCAS is modeling the sensors 
S={S1, S2, …, Sm} and a fault, bias or drift, occurs on sensor Si, then the minor 
components will be detected to be larger than predefined thresholds. If we use a 
subset of sensors S, Si={S1, …, Si-1, Si+1, …, Sm} to build NLMCAS, it is easy to see 
that the residual will remain small.  Meanwhile, all the other isolation NLMCAS will 
most likely produce a high SWR since they are affected by sensor Si.  
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Fig. 5. Fault isolation logic 

2.3   Fault Size Estimation 

After a fault is isolated, it is critical to estimate the fault size and reconstruct the faulty 
sensor outputs. We use a reverse scan method to reconstruct the faulty sensor signals. 
We substitute the faulty sensor measurement with a value selected from a certain 
range, for example, ±p% of the measurement value of the faulty sensor, and calculate 
the SWR for each substituted sensor measurements. The sensor value with the 
minimum SWR is assumed to be the “true” value of the faulty sensor.  

3   Simulation Results 

This sensor validation approach was validated and verified using a nonlinear NASA 
engine model. The nonlinear engine model is a prototype non-augmented turbofan 
engine model [9]. The Table 1 shows the sensors in the engine model. 
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Table 1. Sensor list ([9]) 

ID 1 2 3 4 5 6 7 8 9 10 
Sensor 
Name 

  T2 P2 NL NH T27 P27 PS3 T3 PS5 T5 

To generate baseline training data, a thorough simulation is run by varying the four 
set-point inputs:  

– Altitude: an ambient input (from sea level to 70,000 feet).  
– Mach number: from 0 to 0.65.  
– DTamb: difference in ambient temperature from that of a standard day. (in deg F)   
– PLA: N1 demand. It is compared to the feedback N1 and this error is used to 

adjust the fuel demand. 

To illustrate our approach, a bias fault is first initiated on sensor T2 and the fault 
size is 3% of its nominal value. A white noise with a variance of 2% of the nominal 
value of each sensor is added in this model. The bias fault is initiated at time t = 90 
sec. The fault detection result is shown in Fig. 6.  

Clearly, by examining the fault detection index in Fig. 6, we can detect the fault 
soon after it is initiated.  Following the detection of a fault, the isolation logic is 
activated, and the fault on sensor T2 is isolated according to the fault isolation indices. 
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Fig. 6. Fault detection/isolation results 
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Fig. 7. Fault size reconstruction 

As shown in Fig. 7, the fault size is accurately estimated based on the proposed 
fault size estimation technique.  
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4   Conclusion 

In this paper, the Nonlinear Minor Component Analysis (NLMCA) based FDI 
approach is presented. This approach is especially suitable when the model of a 
dynamic system is either unavailable or inaccurate, and when the system is non-linear 
(all real systems contain more or less nonlinearities). Our innovative approach 
requires only normal operational data for training. With this approach, fault detection 
and isolation is accomplished through a fault detection NLMCA model and a bank of 
fault isolation NLMCA models. Meanwhile, a reverse scan method is utilized for the 
fault size estimation purpose and simulation results with performance analysis are 
reported to illustrate the proposed approach. In the future, it is practical to perform 
diagnostic reasoning in transient periods.  
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Abstract. A neural network (NN) based fault detection and isolation (FDI) 
approach for unknown non-linear system is proposed to detect both actuator and 
sensor faults. An enhanced parallel (independent) NN model is trained to 
represent the process and used to generate residual. A mean-weight strategy is 
developed to overcome the un-modelled noise and disturbance problem. A signal 
pre-processor is also developed to convert the quantitative residual to qualitative 
form and applied to a NN fault classifier to isolate different faults. The developed 
techniques are demonstrated with a multi-variable non-linear tank process.  

1   Introduction 

The model-based approaches to FDI in automated processes have received 
considerable attention for the last two decades [1]-[2]. Since an accurate mathematical 
model is difficult and costly to develop for a complex non-linear dynamic system, 
NNs have been applied for this purpose [3]. Most of the NN-based FDI approaches 
for unknown, non-linear systems contain detection and isolation parts [4]-[5]. In their 
approaches, a series-parallel NN is implemented to perform one-step-ahead prediction 
of the system output, and another NN, known as fault classifier is trained to learn the 
fault patterns. Because series-parallel NN model uses the past process output with 
fault effect as input, it will be influenced by the actuator or sensor faults. Therefore it 
will lead that series-parallel NN follows the faulty system output. The residual 
generated by this series-parallel NN is small and sensitive to modelling error.  

In this paper, the proposed NN-based FDI scheme employ an enhanced parallel 
NN model. The parallel NN model contain two NNs, the first NN is trained by the 
series-parallel model method, then implemented as a parallel model.  

The difference between the parallel NN output and process output is used as 
residual to detect faults. For fault isolation, an information pre-processor is used to 
convert the quantitative residual to qualitative form. This qualitative information is 
then used to a NN, known as fault classifier, which is trained to learn the fault 
patterns, which could be obtained from the past fault records. The developed NN-
based FDI techniques are demonstrated in a multi-variable, non-linear tank process. 
The MLPN is used in this NN-based FDI simulation. 

2   NN-Based FDI Scheme 

An NN-based FDI scheme with an enhanced parallel NN model is proposed as shown 
in Fig.1. The parallel NN model is trained as a healthy model of the non-linear 
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process. The residual, e(t) is defined as the difference between parallel NN output, 
yNN(t) and process output, y(t) 

)()()( tytyte NN−=  (1) 

The residual vector, e(t) is used to generate fault alarm. Hence, if |e(t)|>δ then a 
fault is detected, where δ is a pre-specified threshold which is signed according to 
modelling error. This residual, e(t) is also used in an information pre-processor, which 
converts the quantitative of e(t) to qualitative form. The qualitative output of 
information pre-processor, q(t) is used to isolate the faults by a NN-based fault 
classifier. The reason for employing such qualitative information is the fault classifier 
will be trained faster and more easily.  
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Fig. 1. NN-based FDI scheme 

3   Enhanced Parallel NN Model Structure 

An NN model is trained in series-parallel mode as (2), 

)](),1(),(,),1([)( yuSPSP ntytyntutuNNty −−−−=  (2) 

where ySP(t) is the series-parallel NN output, u(t) and y(t) are the system input and 
output respectively. nu and ny  are the maximum time delay for u  and y respectively, 
which are determined by simulation experiment. After learning, this series-parallel 
NN is implemented as parallel NN, which has the following structure: 

)](,),1(),(,),1([)( yppuSPP ntytyntutuNNty −−−−=  (3) 

The series-parallel NN modelling error, eSP(t), and parallel NN modelling error, 
eP(t) are defined by: 

)()()( tytyte SPPS −=  (4) 

)()()( tytyte PP −=  (5) 

hence eq. (3) can be rewritten as 

)]()(,),1()1(),(,),1([)( ypypuSPP ntentytetyntutuNNty −−−−−−−−=  (6) 

The NNSP(.) is trained to track the non-linear system output trajectory, y(t) with 
input pattern in eq. (2). Hence, eP(t) is greater than eSP(t). In this scheme, another NN 
with the parallel NN output as an input is trained to track the non-linear system output 
trajectory, y(t).  
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)](),1([)( tytuNNty pERER −=  (7) 

The mean-weight strategy is an approach using the average of the outputs of three 
network models. Hence, the overall unmodelled noise and disturbances in the network 
model are reduced.  

3

)()()(
)( 321 tytyty

ty ERERER
mean

++
=  (8) 

where ymean(t) is the mean weight of the three NNER(.) output. yER1(t), yER2(t) and yER3(t) 
are the outputs of three NNER(.) respectively.    

4   FDI Applications to a Process 

The tank has two inlet flows with time varying flow rates f1(t) and f2(t). Both feeds 
contain dissolved material with constant concentrations c1 and c2 respectively. The 
outlet flow has a flow rate f(t), and concentration c(t). Assume that the tank is stirred 
well so that the concentration of the outgoing flow equals the concentration in the 
tank. The process can be mathematically described as: 

b

tv
ktftf

dt

tdv )(
)()(

)(
21 −+=  (9) 
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2
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1 tf
tv
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tf

tv

tcc

dt

tdc −+−=  (10) 

where v(t) and c(t) are the process outputs, f1(t) and f2(t) are the inputs of the process.  
Based on eqns. (9) and (10), a simulation model is developed. The physical 

parameters are k=0.02, c1=1M, c2=2 M, b=1m2. Input, u1(t) and u2(t) have amplitude 
in the interval [0, 0.02]. The sample time is chosen as one second.  

In this paper, four faults were simulated on f1(t), f2(t), v(t) and c(t) of the process to 
evaluate the NN-based FDI scheme's performance. Consider that the process is 
mathematically described as, 

[ ])(),(
)(

)(
)( 21 tftfF

tc

tv
ty ==  (11) 

Two actuator faults are simulated as multiplicative faults with increasing rate p1(t) 
and p2(t). Two sensor faults are simulated as multiplicative faults with increasing rate 
p3(t) and p4(t). Then, when faults occur, the process sensor output, yf(t) with fault can 
be described as, 

)]()(),()([
)(

)(
)( 2211

4

3 tftptftpF
tp

tp
ty f =  

(12) 

If no fault occurs in the process, all fault parameters equal to one.  
In this study, the MLPN is implemented as the parallel NN model and parallel 

modelling error reducer. After the investigation, the best parallel NN and parallel 
modelling error reducer structures are found as below: 
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)]2(),1(),1([)( )2:10:6( −−−= tytytuNNty ppSPP  (13) 

)]1(),(),1([)( )2:10:6( −−= tytytuNNty ppAERAER  (14) 

Table 1 shows the sum-squared-error (SSE) of 4000 samples of testing data by the 
three enhanced parallel NNs with and without parallel modelling error reducer. It can 
be observed that the average model with parallel error reducer has the smallest SSE. 

Table 1. SSEs of three enhanced models 

 
Without 

error reducer
With 

error reducer 
SSE1 1.1205 0.95053 
SSE2 0.84876 0.51109 
SSE3 1.9926 1.8673 

SSEmean 0.70034 0.48445 

 
Consider the residual, e(t) in eq. (1) defined as T

cv tetete )]()([)( = . The difference 

between the enhanced parallel NN mean estimation and process output is used as a 
residual vector, e(t) to generate a fault alarm. 
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Fig. 2a. Residual of f1 fault 
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Fig. 2b. Residual of f2 fault 
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Fig. 2d. Residual of c fault 

Ideally, if |ev(t)|>0 or |ec(t)|>0  then fault is detected. However, the realistic 
situation is different due to the present of unmodelled noise or disturbance and other 
uncertain factors. Therefore, a threshold is used to avoid the setting of an incorrect 
alarm. In our study, a threshold of [0.055 0.0135] is used. Hence, if |ev(t)|>0.055 or 
|ec(t)|>0.0135 then a fault alarm is active. Fig.2 shows four faults with fault parameter 
1.2, 1.4, 0.8 and 0.6 are detected. Each fault occurs at sample interval [1000, 1499], 
[2000, 2499], [3000, 3499] and [4000, 4499] respectively.   

Table 2. Fault pattern of the tank process 

 qv qc  yFC1 yFC2 yFC3 yFC4

1 3  1 0 0 0 f1 
fault 3 1  1 0 0 0 

1 1  0 1 0 0 f2 
fault 3 3  0 1 0 0 

1 2  0 0 1 0 v 
fault 3 2  0 0 1 0 

2 1  0 0 0 1 c 
fault 2 3  0 0 0 1 
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4.5   Fault Isolation Results 

In the fault isolation, the residual vector, e(t) is converted to q(t) with qualitative 
form: more than zero, zero and less than zero. Here we use value 1, 2 and 3 to 
represent these grades. A threshold is applied due to the modelling error. Thus, the 
conversion can be described as  
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The qualitative, q(t) used to isolate the faults by a NN-based fault classifier. In this 
simulation, a MLPN is used as fault classifier. The fault classifier is designed and 
trained such that each output represents one fault when it is one. After the 
investigation, the best structure of the fault classifier is found as below: 

)]([)( )4:5:2( tqNNty FCFC =  (16) 

A fault pattern of the tank process is determined in Fig.2. Table 2 shows the fault 
pattern used in this application to train the NN classifier. After training, the classifier 
is used to isolate these four faults and the results are same as displayed in table 2. 

5   Conclusions 

An enhanced FDI scheme based on NN model and classifier is proposed in this paper. 
The reliability of the FDI scheme depends on the accuracy of the parallel NN model, 
and the past fault records of the process. The proposed parallel modelling error 
reducer is able to improve the accuracy process modelling with parallel MLPN, and 
the mean weight strategy is able to compensate the un-modelled noise by three 
models. Thus, combine the parallel modelling error reducer with the mean weight 
strategy is advantageous in improving parallel NN modelling, reducing the threshold 
of fault detection, and improves the accuracy of fault detection. 
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Abstract. In this work, a fault detection method is designed based on
neural networks. The proposed method is that a neural network is built
on-line for the normal mode, while other one is used to diagnose the
faults. The simulation shows the effectiveness of the proposed method.

1 Introduction

Recently, various methods have been developed for fault detection and diagnosis.
The application of statistical algorithms to associate patterns is found in [1]. In
[2], acoustic emission sensor and accelerometers are used to monitor progressive
stages. In [3], linear model is built to detect the tool wear and breakage. However,
due to the nonlinear nature of the industrial proess, linearized model is difficult to
apply. Neural networks (NNs) have been considered as general tools for modeling
unknown functions. In [4], a NN is used to approximate the unknown cutting
process by on-line learning and a nonlinear observer is designed based on the
built neural network model. Unforunately, the states are assumed to be known.
In this work, model-based process supervision with fault detection and diagnosis
is presented. There are two NNs used in the design. The first NN is to learn an
appropriate system’s characteristic when it is operating normally. The unknown
parameters (neural network weights) are obtained by update learning laws. The
model thus obtained is then used as a state observer to monitor the process.
Thereafter, a diagnosis technique is developed using the second NN to capture
the nonlinear characteristics of faults.

2 Problem Statements and Fault Detection

Consider the following nonlinear model

ẋ = Ax+ bf(x, u),
y = CTx,

(1)

with f(x, u) is unknown and smooth function. An observer that estimates states
in (1) is given by

˙̂x = Ax̂+ b[f̂(x̂, u)] +K(y − CT x̂) (2)
ŷ = CT x̂ (3)

J. Wang et al. (Eds.): ISNN 2006, LNCS 3973, pp. 364–369, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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where x̂ denotes the estimate of the state x, K = [k1, k2, ..., kn]T is the observer
gain vector. The function f̂(x̂, u) is estimate of f(x, u) in terms of x̂. Define the
state and output estimate errors as x̃ = x − x̂ and ỹ = y − ŷ. Thus, the error
dynamics is given by

˙̃x = (A−KCT )x̃ + b[f(x, u)− f̂(x̂, u)], (4)
ỹ = CT x̃. (5)

As the function f(x, u) is smooth, the following approximation holds on a com-
pact set (x, u) ∈ Ωxu:

f(x, u) = W ∗TΦ(x, u) + ε(x, u), (6)

with bounded function approximation error ε(x, u), i.e., ||ε(x, u)|| ≤ εM . The
magnitude of ε depends on the choices for basis function and node number.
Let Ŵ be estimates of the ideal W ∗ and the estimation errors are defined as
W̃ = W ∗ − Ŵ . Then,

f(x, u)− f̂(x̂, u) = W̃TΦ(x̂, u) + dxu + ε (7)

where dxu = W ∗T [Φ(x, u) − Φ(x̂, u)]. For the radial basis activation function,
every element of Φ(x, u) − Φ(x̂, u) is bounded. Thus,

|dxu| ≤ 2||W ∗||φm. (8)

NN observer design. The following adaptive observer is given by

˙̂x = Ax̂+ b[ŴTΦ(x̂, u)] +K(y − CT x̂)
ŷ = CT x̂

(9)

Considering (9), the error equation (4) becomes

˙̃x = Āx̃+ b[W̃TΦ(x̂, u) + dxu + ε], (10)

where Ā = A − KCT . Consider the nonlinear system described by (1), the
observer (9), and the following weight adaptation laws:

˙̂
W = k2

0 ỹFΦ(x̂, u)− kwF (Ŵ −W0), (11)

where k0 > 0, F > 0, kw > 0 and W0 are designed by users. We are now in a
position to state the main result of the work.

Assumption 1. H(s) = CT (sI − Ā)−1b with Ā being a Hurwitz matrix that is
SPR.

Theorem 1. Consider the nonlinear system described by (1), the observer (9),
and the weight adatation laws (11). If Assumption 1 holds, x0 ∈ Ωx0, then all
the signals are bounded and the state estimate x̂ still remains in the compact
set Ωx̂ = {x̂| ||x− x̂|| ≤Mε, x ∈ Ωx}.
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In Theorem 1, it is supposed that the output error equation is SPR, which is
restrictive assumption. In the following analysis, the SPR imposed on the output
error equation is relaxed in part. The estimation error e is given by

e = H(s)[W̃TΦ(x̂, u) + dxu + ε] (12)

where H(s) is realized by (A−KCT , b, C). It is quite difficult to satisfy the SPR
condition for H(s). To reduce the constraint, we introduce a transfer function
L(s) which is chosen so that H(s)L(s) is SPR, and L−1(s) is stable transfer
function. The output estimation equation is re-written as

e = H(s)L(s)[W̃T Φ̂(x̂, u) + d̂xu + ε̂] (13)

where Φ̂ = L−1(s)Φ(x̂, u), d̂xu = L−1(s)dxu, ε̂ = L−1(s)ε. This error dynamics is
only for analysis purpose. We will show later that only the NN basis function is
filtered by L−1(s). The error equation (13) may be written as a state equation
described by

˙̃z = Acz̃ + bc[W̃T Φ̂(x̂, u) + d̂xu + ε̂] (14)
e = CT

c z̃ (15)

where (Ac, bc, Cc) is a minimal state representation of H(s)L(s) with Cc =
[1, 0, ..., 0]T . The following theorem is given to establish the stability under the
proposed design.

Theorem 2. Consider the nonlinear system described by (1), the observer (9),
and the weight adatation laws provided by

˙̂
W = k2

0 ỹF Φ̂(x̂, u)− kwF (Ŵ −W0), (16)

If x0 ∈ Ωx0, then all the signals are bounded and the state estimate x̂ still
remains in the compact set Ωx̂ = {x̂| ||x − x̂|| ≤ Mε, x ∈ Ωx}. In addition,
arbitrarily small error of ||e|| may be achieved by selecting a large k0.

Model-based fault detection. After the NN is trained based on a normally
working system, the NN can be used as a state observer. Subsequently, the
adaptive learning law can be switched off and the NN parameters are fixed.
From (10), we have

x̃ = eĀtx̃(0) +
∫ t

0
eĀ(t−τ)b[W̃TΦ(x̂, u) + dxu + ε]dτ (17)

Thus, the residual e = y − CT x̂ is given by

||e|| ≤‖ C ‖‖ x̃ ‖≤ µe−πtεx0||C||+ µ||b||(ζw + g)
π

(1− e−πt)||C|| (18)

This implies that the upper bound for e can be chosen as � = µεx0||C|| +
µ||b||(ζw+g)

π ||C||. The fault detection problem is to generate a robust residual
signal � that satisfies

||e|| ≤ � if no fault, (19)
||e|| > � if fault occurs. (20)
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3 Fault Diagnosis with Parameter Estimation

We begin by introducing abrupt fault and incipient fault. Then, another neural
network is used as the approximator to estimate these faults with the proposed
learning algorithm. Consider the system (1) with a fault function described by

ẋ = Ax+ b[f(x, u) + I(t− T )ζ(x, u)],
y = CTx,

(21)

with

I(t− T ) =
{

0 t < T

1− e−θ(t−T ) t ≥ T
(22)

The term ζ(x, u) ∈ Rn is a vector which represents the fault in the system,
I(t−T ) ∈ R represents the time profile of the fault, θ > 0 is an unknown constant
that represents the rate at which the fault in states and actuators evolves and
T is the time of occurrence of the fault.

When the nonlinear function ζ(x, u) is unknown, the fault function β(t−T )ζ is
not available.As the function ζ(x, u) is smooth, the following approximationholds:

ζ(x, u) = Ξ∗TΦ(x, u) + ξ, (23)

with bounded function approximation error ξ satisfying |ξ| ≤ ξM and the ideal
weight Ξ∗ defined as:

Ξ∗ := argminΞ∈Ωv{ sup
(x,u)∈Ωxu

|ΞTΦ(x, u)− ζ(x, u)|}, (24)

The magnitude of εz depends on the choice of the basis function and the
number of nodes. We consider an estimated model of the form

˙̂x = Ax̂ + b[ŴTΦ(x̂, u)] +K(y − CT x̂) + bζ̂(x̂, u; Ξ̂)
ŷ = CT x̂

}
(25)

where ζ̂ is a NN and Ξ̂ represents the weights of the network. ζ̂ is given by
ζ̂(x̂, u) = Ξ̂TΦ(x̂, u), where the weights Ξ̂ is provided by the on-line tuning al-
gorithm. The construction of an appropriate estimation model is a key step in
designing the fault diagnosis scheme. The output of the above nonlinear esti-
mation model is used to adaptively handle system failures. From (21), we can
obtain

I(t− T )ζ(x, u)− ζ̂(x̂, u) = Ξ̃TΦ(x̂, u) + I(t− T )ξ + zxu (26)

where Ξ̃ = I(t − T )Ξ∗ − Ξ̂, and zxu = I(t − T )Ξ∗T [Φ(x, u) − Φ(x̂, u)]. Note
that Ξ∗ is constant vector, Φ(x, u)−Φ(x̂, u) is bounded and I(t−T ) is bouned,
therefore, ||zxu|| ≤ ||Ξ∗||φm.

Based on the estimation model (25), we present an adaptive algorithm for
tuning the weights of the neural network. We start by computing the error
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equation from the measured vector and its estimate. Using (21) and (25), the
following error dynamics is obtained

˙̃x = (A−KCT )x̃+b[f(x, u)−ŴTΦ(x̂, u)+I(t−T )ζ(x, u)−Ξ̂TΦ(x̂, u)]. (27)
e = y − CT x̂ (28)

Based on the error dynamics given by the above equation, we propose the fol-
lowing adaptive laws for the weights of the neural network:

˙̂
Ξ = ΥΦ(x̂, u)D[e]− η||D[e]||Ξ̂ (29)

where Υ = ΥT is a positive definite adaptation matrix and D[.] is the dead-zone
operator, defined as

D[e] =
{

0l if||e|| ≤ �
e otherwise (30)

where 0l is an l-dimensional vector of zeros. We now examine the stability prop-
erties of the designed fault diagnosis algorithm. The stability involves the bound-
edness of all the signals in the fault detection system.

Theorem 3. In presence of faults, the nonlinear fault diagnosis algorithm de-
scribed by (25) and (29) can ensure that e(t), x̃ and Ξ̃ are uniformly bounded.

If the SPR condition is not satisfied in Theorem 3, the proposed algorithm has
to be modified. Let us analyze the output error equation.

e = H(s)[W̃TΦ(x̂, u) + dxu + ε+ Ξ̃Φ(x̂, u) + zxu + I(t− T )ξ] (31)

where H(s) is realized by (A−KCT , b, C). Similar to Theorem 2, we introduce
a transfer function L(s) which is chosen so that H(s)L(s) is SPR. The output
estimation equation is re-written as

e = H(s)L(s)[W̃T Φ̂(x̂, u) + d̂xu + ε̂+ Ξ̃Φ̂(x̂, u) + ẑxu + I(t− T )ξ̂] (32)

where Φ̂ = L−1(s)Φ(x̂, u), d̂xu = L−1(s)dxu, ε̂ = L−1(s)ε, ẑxu = L−1(s)zxu, ξ̂ =
L−1(s)ξ. This error dynamics is only for analysis purpose. We will show later
that only the NN basis function is filtered by L−1(s). The state equation (31) is
given by

˙̃z = Acz̃ + bc[W̃T Φ̂(x̂, u) + d̂xu + ε̂+ Ξ̃Φ̂(x̂, u) + ẑxu + I(t− T )ξ̂] (33)
e = CT

c z̃ (34)

where (Ac, bc, Cc) is a minimal state representation of H(s)L(s) with Cc =
[1, 0, ..., 0]T . The following theorem is given to establish the stability under the
proposed design.

Theorem 4. In presence of faults, the nonlinear fault diagnosis algorithm de-
scribed by the observer (25) and adaptive law provided by

˙̂
Ξ = Υ Φ̂(x̂, u)D[e]− η||D[e]||Ξ̂ (35)

can achieve that e(t), x̃ and Ξ̃ are uniformly bounded.
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4 Simulation Example

Consider the following second order nonlinear system

ẋ =
[

0 0
1 0

]
x+

[
3
1

]
[u− 7x1sin

2(x1)] (36)

y = [0 1]x (37)

The observer control gain is chosen as K = [100, 20]T such that the SPR con-
dition is satisfied. The total number of the NN nodes is 20. Figure 1 presents the
simulation results for the designed NN observer, where the solid line represents
the actual response and the dashed line represents the estimated response. Thus,
the established observer can be used as a monitor to detect the fault. Assume that
the system after 4s has a fault in the form of I(t−4)ζ(x) = (1−e−0.6(t−4))0.2x2

2.
Thus, we trigger the second NN to estimate the fault function. Figure 1 also
shows the time histories of the fault function and the second NN outputs. It can
be observed that the second NN remains zero prior to the fault and changes to
a certain value as the occurrence of the fault.

Fig. 1. Observer performance using NN
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Abstract. Because the relationship between frequency symptoms and fault 
causes are different, this study uses fuzzy neural network (FNN) with versatile 
membership functions to diagnose multiple faults in rotary machinery. Accord-
ing to the frequency symptom values for each fault causes, three kinds of mem-
bership functions are used. Besides, the structure of the FNN is large which 
spend much training time. Thus, when the matrix between frequency symptoms 
and fault causes can decoupled, the relational matrix decomposed into several 
sub-matrixes and the structure of the FNN can also divided into several  
sub-networks. In this study, two above-mention approaches are combined to  
diagnose multiple faults and compared with neural network (NN), FNN with 
single/versatile membership functions in two actual cases. 

1   Introduction 

The definition of the rotary machinery diagnosis is using vibration signals to distin-
guish faults by expert knowledge or experiments when the machine broke down. 
Recently, NN is widely used to solve these problems. Li [1] extracted frequency 
symptoms to diagnose faults by using NN for motor bearing system. Kuo [2] col-
lected vibration symptoms of the power spectrum density for network inputs from 
ship propulsive system and classifying faults by using NN. It is better convenient then 
traditional method and has high diagnosis ability for faults. However, the diagnosis 
result is not exact by using NN when the weak characteristic signals in multiple faults. 

Fuzzy reasoning is capable of dealing with imprecise information when NN is ca-
pable of learning form samples. FNN combines the advantages with fuzzy reasoning 
and NN. Goode [3] used membership function to represent each of the inputs for 
bearing fault detection by using FNN. Wu [4] extracted the frequency symptoms from 
the steam turbines, and applied FNN to infer faults. Tang [5] separated the symptoms 
including the temperature, pressure and combustion airflow, respectively, into three 
levels by utilizing membership functions and faults detection by using FNN. 
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The shortcomings of NN were improved by FNN with single membership function. 
Due to the different degree of relationship of inputs for each fault, it could not get ideal 
results by using single membership function of FNN. Thus, this study proposes versa-
tile membership functions for different inputs of FNN. Besides, the structure of FNN is 
large which spend much time to train. This study proposed the sub-network approach 
to reduce the structure of FNN and saving much training time. Combining above-
mention approaches can improve the certainty for multiple faults by using FNN. 

2   Fuzzy Neural Network 

The frame of the FNN retains the structure of the NN and increases the fuzzy layer 
between input and hidden layer. The derivation formula is detailed in Freeman and 
Skapura [6]. In this study, the input layer of FNN has 14 neurons corresponding to the 
14 frequency symptoms and Table 1 (the explanation is listed in Appendix 1) shows 
the sets of frequency samples for 11 faults. The output layer has 11 neurons associ-
ated with the 11 faults. The training output samples are listed in Table 2. The first row 
corresponds to the fault type, and the (i+1)th row corresponds to the ith fault, 
i=1,2…,11. The fuzzy layer has 42 neurons arranged in 14 groups corresponding to 
the 14 frequency symptoms with each group containing 3 neurons.  

2.1   Sub-networks/Sub-matrixes  

The structure of FNN is so large that spend much training time. In order to saving the 
training time, the frame of the FNN was divided into three sub-networks including 
rotor, rolling bearing and electricity sub-networks as shown in Fig.1. And the training 
samples were divided followed as sub-matrixes. When the fault is not relative to the 
frequency symptom, the coefficient define zero. Therefore, the non-zero coefficients 
can concentrate into three sub-matrixes by rearrangement. The first matrix is rotor 
module including input neurons from S1 to S8 (Table 1) and output neurons from O1 
to O5 (Table 2). The second matrix is rolling bearing module including input neurons 
from S2, S9 to S11 and output neurons from O1, O6 to O8. The third matrix is elec-
tricity module including input neurons from S2, S12 to S14 and output neurons from 
O1, O9 to O11. Consequently, this method can reduce the training time for dealing 
with non-relationship between frequency symptoms and faults.  

3   Case Studies 

The traditional FNN only use single membership function. But the degree of relation-
ship of inputs is different for each fault. For example, the relation is different between 
S1 and S2 for unbalance fault. Therefore, the diagnosis results are not always satisfac-
tory, even for multiple faults.  

In this study, three kinds of membership functions were used and were showed in 
Fig.2. The input neurons (s1, s2, s4 and s8) belong to high saturation function and the 
membership function can be expressed by Eq. (1) and showed in Fig.2 (a). The input 
neurons (s3, s5, s6 and s7) belong to medium saturation function and the membership 
function can be expressed by Eq. (2) and showed in Fig.2 (b). The input neurons (s9 
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to s14) belong to low saturation function and the membership function can be  
expressed by Eq. (3) and showed in Fig.2 (c). 
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HML y,y,y are low, medium, high level, respectively. The value x  is the coefficient 

of frequency symptom. The measured frequency symptoms set transform to fuzzy 
frequency symptoms set by membership function and obtain faults by computing with 
the FNN when faults diagnosing. Each of the output neuron represents a kind of fault 
and the output value represents the degree of certainty for corresponding fault. If the 
value is closed to 1, which represent the possibility of the fault is high. 

This study uses versatile membership function and sub-networks separation to im-
prove shortcomings of the traditional FNN and prove the DVFNN has good diagnosis 
usability for multiple. In this study, the abbreviated VFNN means FNN with using 
versatile membership function. The abbreviated DVFNN means FNN with using 
versatile membership function and sub-networks separation. 

Case 1 is the induction motor that using fluid-film bearing. In Fig.3, it shows vibra-
tion frequency diagram and the rotating frequency is over twice then certain frequency 
(38Hz). Therefore, this case have oil whirl and unbalance by artificial diagnosing. The 
diagnosis results by using NN and FNN are listed in Table3 and the major fault is 
unbalance. But the degree of certainty of the oil whirl is low and is different with arti-
ficial diagnosis. The major reasons are unbalance and oil whirl by using VFNN and 
DVFNN. The degree of certainty of oil whirl fault is close to 1 so that the possibility 
for oil whirl is determined. The results are better than using NN and FNN. 

Case 2 is the induction motor that using ball bearing. In Fig.4, it shows vibration 
frequency diagram. The vibration distributes over 60Hz, 2760Hz and 3600Hz. It’s 
sure that have inner race damage and broken rotor bars, even has the misalignment by 
actual investigation. The diagnosis results by using NN and FNN are listed in Table4. 
The network output value of unbalance and broken rotor bars is closed to 1 and 0.9, 
respectively. And all of the others output values are not over 0.4 and it can not obtain 
accurate diagnosis result even by using FNN. Although, the network output value of 
the inner race defect rise to 0.623 by using VFNN, the result was not satisfied with the 
artificial diagnosis. In Fig.4, the twice rotary speed frequency is appeared beside the 
rotary speed frequency, broken rotor bars frequency and inner race defect frequency. In 
Table 4, the major reasons are unbalance, misalignment, inner race defect and broken 
rotor bars by using DVFNN. This method not only rise the degree of certainty for faults 
but also has more fault for misalignment than other methods. The results are accurate 
better than the foregoing methods and conform to artificial diagnosis. 
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4   Conclusions 

In this study, diagnosis utilizing DVFNN for multiple faults in two cases can obtain 
satisfied results by comparing with NN, FNN and VFNN. These results infer some 
conclusions and following as: 

1. Although VFNN can improve the shortcomings of FNN and rise the degree of cer-
tainty, the diagnosis results are still not the same with artificial reasoning. For the 
complex faults or the weak characteristic signals, using DVFNN can get better accu-
rate results then using NN, FNN and VFNN. Consequently, this study proposes 
DVFNN is superior then the others method in complex rotating machinery system. 

2. The DVFNN divides relation matrix into three modules according to different 
characteristic between frequency symptoms and faults. This method not only im-
proves the difficulty for defining samples but saves the training times effectively. 
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Appendix 1: Symbols for Frequency Symptoms and Fault Causes 

1S ~ 8S : 0.5, 1, 1.5, 2, 2.5, 3, 4 and below 0.5X rotary frequency, respectively. 

9S ~ 11S : The defect frequency of inner race, outer race and ball spin, respectively. 

12S : Two times of power supply frequency.    13S : The defect frequency of broken rotor bar. 

14S : Two times of the power supply frequency ±  (n/3) times of the power supply frequency (n=0,1,2) 

1O : Unbalance 2O : Misalignment 3O : Looseness 4O : Oil whirl 

5O : Oil whip 6O : Inner race defect 7O : Outer race defect 8O : Ball spin defect 

9O : Air gap eccentricity 10O : Broken rotor bar 11O : Phasing problem 
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Table 1. Relational matrix [7] 

Symptoms
Faults 1S  2S  3S  4S  5S  6S  7S  8S  9S  10S 11S 12S  13S  14S  

1O  0 
1 0 0 0 0 0 0 0 0 0 0 0 0 

2O  0 1 0 1 0 0.4 0.1 0 0 0 0 0 0 0 

3O  0.3 1 0.2 1 0.2 0.6 0.6 0 0 0 0 0 0 0 

4O  1 1 0 0.2 0 0 0 0 0 0 0 0 0 0 

5O  0 1 0 0.2 0 0 0 1 0 0 0 0 0 0 

6O  0 1 0 0 0 0 0 0 1 0 0 0 0 0 

7O  0 1 0 0 0 0 0 0 0 1 0 0 0 0 

8O  0 1 0 0 0 0 0 0 0 0 1 0 0 0 

9O  0 1 0 0 0 0 0 0 0 0 0 1 0 0 

10O  0 1 0 0 0 0 0 0 0 0 0 1 1 0 

11O  0 1 0 0 0 0 0 0 0 0 0 1 0 1 

Table 2. The training output samples 

Output 
Faults No. 1O  2O  3O 4O 5O 6O 7O 8O 9O 10O 11O  

1 1 0 0 0 0 0 0 0 0 0 0 
2 1 1 0 0 0 0 0 0 0 0 0 
3 1 0 1 0 0 0 0 0 0 0 0 
4 1 0 0 1 0 0 0 0 0 0 0 
5 1 0 0 0 1 0 0 0 0 0 0 
6 1 0 0 0 0 1 0 0 0 0 0 

7 1 0 0 0 0 0 1 0 0 0 0 

8 1 0 0 0 0 0 0 1 0 0 0 
9 1 0 0 0 0 0 0 0 1 0 0 

10 1 0 0 0 0 0 0 0 0 1 0 
11 1 0 0 0 0 0 0 0 0 0 1 

 
 

Table 3. Diagnosis result (the degree of certainty) 

Faults 
method 1O  2O  3O  4O  5O  6O  7O  8O  9O  10O  11O  

NN 0.998 0.001 0.003 0.169 0.006 0.008 0.007 0.006 0.021 0.004 0.003 
FNN 0.999 0.002 0.016 0.108 0.010 0.017 0.007 0.010 0.008 0.004 0.005 

VFNN 0.998 0.002 0.020 0.959 0.007 0.006 0.007 0.005 0.001 0.006 0.004 
DVFNN 0.996 0.001 0.018 0.953 0.006 0.010 0.010 0.010 0.027 0.006 0.008 
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Table 4. Diagnosis result (the degree of certainty) 

faults 
method 1O  2O  3O  4O  5O  6O  7O  8O  9O  10O  11O  

NN 0.996 0.193 0.001 0 0.002 0.083 0.002 0.004 0.027 0.878 0.001 
FNN 0.997 0.310 0.007 0.001 0.001 0.367 0 0.007 0.029 0.903 0.004 

VFNN 0.998 0.208 0.010 0.003 0.019 0.623 0.001 0.001 0.008 0.876 0.002 
DVFNN 0.997 0.729 0.005 0.012 0.017 0.908 0.004 0.051 0.009 0.987 0.005 

 

Fig. 1. The sub-networks structure of DVFNN 

 

(a) 

 

(b) 

 

(c) 

Fig. 2. Membership functions. (a) Membership function for s1, s2, s4 and s8. (b) Membership 
function for s3, s5, s6 and s7. (c) Membership function for s9 to s14. 
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Abstract. Maximizing the productivity in semiconductor manufactur-
ing, early detection of process and/or equipment abnormality. Since most
of the key processes in semiconductor production are performed under
extremely high vacuum condition, no other action can be taken unless
the undergoing process is terminated. In this paper, time series based
neural networks have been employed to assist the decision for determin-
ing potential process fault in real-time. Principal component analysis
(PCA) for the dimensionality reduction of the data is first performed to
handle smoothly in real-time environment. According to the PCA, 11
system parameters were selected, and each of them were then classified
using modeled and tested in time series. Successful detection on different
types of process shift (or fault) was achieved with 0% false alarm.

1 Introduction

Issues of previous semiconductor manufacturing was mainly focused on the de-
velopment of smaller and better performing microelectronics devices for support-
ing other engineering technology; however, it started to turn its concentration
to making chips with lower manufacturing cost while maintaining what they
have established in term of device performances. One way to reduce manufac-
turing cost in high volume manufacturing industry is minimizing process fault
or at least detection of faulty process before the following processes are per-
formed. The key success is maintaining stringent process control. When unreli-
able equipment leads operating conditions to vary beyond an acceptable level,
overall product quality is jeopardized. Thus, timely and accurate fault detection
is highly desirable for minimizing manufacturing cost [1].

RIE is a plasma etching process that involves chemical reactions and me-
chanical collisions of molecules in vacuum chamber. Due to the complexity of
the plasma process, fault detection and classification (FDC) as a preliminary
of advanced process control (APC) remains a challenge. In this study, neural
networks are employed as a tool for the time series modeling of various process
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parameters and further utilized as a method for FDC using tool data. RIE tool
data acquired from a production line consists of more than what we can handle
in real time fashion. Utilizing principal component analysis, some significantly
varying parameters were driven, and they were continuously used for process
modeling and fault detection.

2 Fault Detection in Advanced Process Control

The identification of process excursions has traditionally been addressed by sta-
tistical process control (SPC) techniques, in which statistically established con-
trol limits define an acceptable process variation range, and process behavior
beyond these limits is defined as out of control. Such shifts require that inves-
tigation and corrective action be undertaken to remove the source of variability
[2]. Since classical SPC has the drawback of being incapable of detecting such
shifts until the completion of process step in question, real-time SPC for plasma
etching has been proposed [3].

To alleviate some of the limitations inherent in SPC, advanced process control
(APC) techniques have been undertaken in the semiconductor industry. APC
includes both model based process control and FDC [4]. FDC has been rigorously
applied to plasma etching, utilizing tool state data [5]. and optical emission
spectroscopy (OES) data as an in-situ metrology [6]. In each of these cases,
principal component analysis (PCA) has been employed for the reduction of
data dimensionality. Model-based PCA has also been applied to FDC in NMOS
fabrication [7].

2.1 Data Acquisition

The experimental etch runs consisted of 10 baseline (nominal) runs, 3 unper-
turbed (acceptable) control runs, and 7 perturbed (unacceptable) runs. The
perturbed runs were recorded under conditions where the chamber hardware
or calibration constants were intentionally adjusted. At no time was the recipe
adjusted, and none of the perturbations were sufficient to create a recipe fault.

In order to demonstrate the proposed fault detection approach, data streams
from 59 system variables have simultaneously been collected at 10 Hz. Each
individual run consisted of 11 different steps, including an initial stabilization
step and a final de-chuck step.

Table 1. Description of 10 baseline runs, 3 control runs, and 7 perturbed runs

No Selected parameters No Selected parameters
5 Pressure 21 RF probe current
7 Throttle valve percentage open 22 RF probe phase
14 Source RF match: source reading 51 RF probe peak to peak voltage
18 Source RF match: bias series 52 RF probe DC bias
19 Source RF match: bias shut 57 E-chuck voltage
20 RF probe voltage
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2.2 Principal Component Analysis

A primary challenge in this study was accounting for the voluminous multivari-
ate tool data to establish relationships between the acquired data and the etch
process state. To alleviate this concern, principal component analysis (PCA)
was used as a tool to reduce the dimensionality of the data set. PCA is a well-
established statistical technique that has been previously used for this purpose
[8, 9].

Consider a vector x that consists of p random variables. Let Σ be the co-
variance matrix of x. Then, for k = 1, 2,, r, the kth principal component (PC)
is given by tk= uT

k x, Where uk is an eigenvector of Σ corresponding to its
kth largest eigenvalue, and T represents the transpose operation. Dimensionality
reduction through PCA is achieved by transforming the data to a new set of
coordinates (i.e., the selected eigenvectors), which are uncorrelated and ordered
such that the first few retain most of the variation present in the original data
set. Generally, if the eigenvalues are ordered from largest to smallest, then the
first few PCs will account for most of the variation in the original vector x.

3 Experiment

To enhance the performance of the proposed fault detection system, SOM first
classified the input data into several groups depending on the number of steps in
the baseline runs. Consequently, back-propagation neural network was employed
to learn the baseline run which is represented in the form of time series.

Among the 10 baseline runs which are known for good process, empirically
chosen one baseline run was used for the modeling of each parameter. Once
neural network models for 11 different parameters were established, acceptable
control limits for individual parameters were established. As an example of con-
structing process control limits of the Pressure, the Pressure data from the rest
of 9 baseline runs were fed into the Pressure model as they are tested, and the
maximum and minimum of the output were recorded. In this manner, the rest
of parameters were repeated in the same fashion.

It seems that the testing the established network with the data from the same
type of baseline runs, but these control limits will includes random variability
of the etching process. Even though all the baseline runs can be regarded as the
same, actually they are not the identical, but they all acceptable for the base-
line. The difficulty of fault detection and classification of RIE comes from the
avoidable random variability associated with chemical and mechanical process of
molecules inside the chamber. In SPC, control limits can be calculated utilizing
±3σ (standard deviation) criteria and it has been widely used in semiconductor
manufacturing over the past decades. The process control limits presented in
this paper seems rather empirical than statistical way, but this approach may
useful for the following cases, which are prevail semiconductor process. At the
transition point, great amount of sudden peaks of responses are very usual due
to transition of tool parametric value. However, empirically established control
limits are rather smoothing the peaks at the step to step transition which were
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Fig. 1. Comparison between statistically established ±3σ process control limits and
empirically found baseline process model. UCL and LCL denote upper control limits
for process control limits, and UML and LML stands for upper model limits and lower
model limits.

known for disadvantage of neural networks. Right after the transition, there are
generally large amount of innate random variability exist until the parametric
values approach to the desired level. In this case, neural network would incorpo-
rate the random variability and showed empirically outperforming result than
statistical way even though the full proof version of this is still remained as a
future work.

4 Result

Once appropriate control limits of all 11 parameters were successfully estab-
lished, the remaining 10 experimental runs were further tested for fault detec-
tion of reactive ion etching. The testing was performed on the run-to-run basis
rather than in real time, and the simulation results are presented in this section.
Fig. 1 show two types of control limits established by statistical ±3σ approach
and neural time series model respectively. As it is depicted in Fig. 1, statistically
established control limits are wider than empirical model limits, which can be
translated that statistical limit can increase the chance of missed alarm. On the
other hands, empirical control limits is rather provide tighter control limit, thus
it may increase the false alarm. However, the Type I can be reduced by multiply-
ing appropriately weighting factor so as to modify the control limits depending
on the process engineer.

As it is pointed out earlier, empirical model limits are meaningful for peaks
at the step to step interface. In this type of work, very high peaks at the step to
step interface is inevitable, thus they have been either neglect or major factor
for false alarm. Detailed model verification result is provided in Table 2. In the
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Table 2. Description of 10 baseline runs, 3 control runs, and 7 perturbed runs

Parameters 1 2 3 4 5 6 7 8 9 10
Pressure © © © © © © © © ©
Throttle valve open © © © © © © © ©
RF source reading © © © © © © © © ©
RF bias series © © © © © TypeII ©
RF bias shut © © © TypeII TypeII © ©
RF probe voltage © © © © © © ©
RF probe current © © © © © © © ©
RF probe phase © © © © © © ©
RF probe voltage © © © © © © ©
RF probe DC bias © © © © © © ©
E-chuck voltage © © © © © © © © © ©

table, runs without fault is presented with open circle (©: normal), and runs
with fault with closed circle(

⊕
: fault). All of © and

⊕
represents the correction

action, in other words, the fault detector classified normal operations as normal
and fault operations as faults. Other than symbols, ”TypeII” shows missed alarm
in quality control. Type I error (or false alarm) is a type of error that the fault
detector detected fault even though there was no fault. Type II error (or missed
alarm) is induced by not detecting faults when there exist faults. In this exercise,
no evidence of a fault in the three controlled runs (1, 7, and 9) was found, which
indicates zero false alarms. For the runs with 4, 5, and 8, Type II errors were
found; however, only run number 4 is accounted for actual missed alarm since
the rest of runs were already found to be fault in other parameters.

Tracking the experimental condition simulating the fault scenario, run number
4 and 5 are only ±0.1% of mass flow controller fault. Considering the fact that
about %5 of system fluctuation is innate to normal equipment operation, only
±0.1% of fault can be regarded as no fault, and the missed alarm generated in
those runs are not very surprising.

5 Conclusion

Considering productivity in high volume semiconductor manufacturing, detec-
tion of abnormal process is a crucial to minimize the cost from scrap. To show
the potential of neural networks for efficient fault detector for fault detection and
classification (FDC) module in advanced process control (APC). Reactive Ion
Etching (RIE) tool data acquired from a production line consist of 59 variables,
and each of them collected 10 data points per second. Process model limits, rep-
resented by upper/lower model limits, were proposed, and fault detection on RIE
tool parameters were performed according to the proposed process model lim-
its. According to the 10 testing runs, 0% of false alarm was achieved, and there
were only one experimental run that contribute to missed alarm. Currently, re-
fining of process model with more evident faulty data is under development, and
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multivariate modeling is also valuable to improve the performance of the fault
detector.
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Abstract. After finishing the design of the sound reproduction system,
it is necessary and important to evaluate how much each component
of the sound reproduction system affects the final quality of audio. In
this paper, we present an intelligent diagnostics for sound reproduction
system. It is based on PEAQ(ITU-R BS. 1387) and artificial neural net-
works. This method makes it possible to consider the human preferences
for various genres of music which differ from nation to nation and culture
to culture.

1 Introduction

Sound reproduction system generally consists of source(e.g., CD player), ampli-
fier system, and loudspeakers. It is necessary and important to audio engineers to
know how much each component of the system affects the final quality of sound.
The reason is that the final sound quality is determined by the contribution of
each component [1].

There are two ways to evaluate the quality of sound reproduction system.
One way is a subjective assessment in which listeners subjectively evaluate the
sound quality of a system. The other way is an objective assessment in which
the sound quality is evaluated from the measured data.

It is well known that there are various kinds of subjective listening test meth-
ods and associated standards in existence. Single-stimulus, pair-comparison,
ABX, and triple stimulus with hidden reference - have been widely used and
still popular in subjective assessment [2][3]. However, none of them are infallible.
Therefore, a new methodology called MUSHRA (MUlti Stimulus with Hidden
Reference and hidden Anchor) is seriously considered as an alternative [4].

However, Human ears surpass any other measurement system in ability. How-
ever, the subjective evaluation by human ear has some disadvantages. For ex-
ample, the results of evaluation change according to listener’s feeling from day
to day. And listeners can lose their keen sense of hearing with growing age. In
addition, listening testers are required considerable amount of training for re-
liable test results. If it is possible to assess loudspeakers with fidelity from the
measured data by computational method, then we can save both time and cost.

J. Wang et al. (Eds.): ISNN 2006, LNCS 3973, pp. 382–389, 2006.
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In the late of 1990s, a new perceptual measurement called PEAQ(Perceptual
Evaluation of Audio Quality) in ITU-R is presented for objective measurement
of perceived audio quality(BS. 1387) [5]. PEAQ is based on generally accepted
psychoacoustic principles. It includes measures of nonlinear distortions, linear
distortions, harmonic structure, distance to masked threshold, and changes in
modulation. These variables are mapped to a single measure of audio quality by
a neural network [6].

In this paper, we present an intelligent diagnostics for sound reproduction
system by the use of PEAQ. Single-layer perceptrons are used to reflect the
consumers’ preferences for various genres of music which differ from nation to
nation and culture to culture.

In Section 2, we will explain the PEAQ(ITU-R BS.1387) and in Section 3,
propose an intelligent diagnostics for sound reproduction system. In Section 4,
the results and analysis of our experiment are present and in Section 5 are present
our conclusions.

2 ITU-R: Perceptual Evaluation of Audio Quality
(PEAQ)

From 1994 to 1996, ITU-R evaluated several existing methods for objective mea-
surement of perceived audio quality. These methods were called DIX, NMR,
OASE, PAQM, PERCEVAL, POM, and Toolbox. The conclusion by the ITU-R
committee that none of the existing perceptual measurement methods was suffi-
ciently reliable for an international standard led to the cooperative development
of PEAQ. PEAQ is a new perceptual measurement scheme, jointly developed by
all parties that were involved in the development of measurement methods and
combines features of all these methods [5][6]. PEAQ includes ear models based
on the fast Fourier transform (FFT) as well as on a filter bank. The model output
values are partly on the masked threshold concept and partly on a comparison
of internal representations. In addition, it also yields output values based on a
comparison of linear spectra not processed by an ear model. The model outputs
the partial loudness of nonlinear distortions, the partial loudness of linear dis-
tortions (signal components lost due to an unbalanced frequency response), a
noise to mask ratio, measures of alterations of temporal envelopes, a measure of
harmonics in the error signal, a probability of error detection, and the proportion
of signal frames containing audible distortions.

Selected output values are mapped to a single quality indicator by an artificial
neural network with one hidden layer.

The model consists of two versions: one is intended for applications that re-
quire high processing speed (that is, low computational complexity) and is called
the basic version of PEAQ. The other version is intended for applications re-
quiring the highest achievable accuracy and is called the advanced version. Both
versions generate many of the same types of MOVs, but the advanced version
takes advantage of the increased temporal resolution of the filter bank ear model.
Fig. 1 shows a schematic of the overall model.
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Peripheral Ear Model
(FFT basedor Filterbankbased)

Input signals(Reference and Test)

Plaback
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(Artificial Neural Network)

Objective Difference Grade

Fig. 1. Block diagram of measurement scheme

The Advanced Version uses both the filter bank-based ear model and the
FFT-based ear model. It uses the Model Output Variables RmsModDiffA, Rms
NoiseLoudAsymA, AvgLinDistA, SegmentalNMRB, and EHSB. These five Model
Output Variables are mapped to a single quality index using a neural network
with five nodes in the hidden layer. The parameters of the mapping are given in
Table 1.

Table 1. Model output variables used in the advanced version

MOV Purpose

RmsNoiseLoudAsymA Loudness of the distortion
RmsModDiffA Changes in modulation (related to roughness)
AvgLinDistA Linear distortions (frequency response etc.)
Segmental NMRB Noise-to-mask ratio
EHSB Harmonic structure of the error

3 Proposed Intelligent Diagnostics for Sound
Reproduction System

3.1 Model for Sound Reproduction System

Sound reproduction system generally consists of source equipment, amplifier,
and loudspeaker. Fig. 2 shows the block diagram of sound reproduction system.
Continuous electrical signal x(t) from source equipment(e.g., CD player) grows
up after passing through the amplifier. The amplified electrical signal y(t) is
converted to an acoustic signal z(t) by loudspeaker.
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Fig. 2. Sound reproduction system model

In this paper, we assume that the purpose of sound reproduction system is
to reproduce the small electrical signal x(t) to the acoustic signal z(t) without
any distortion. Signals x(t), y(t), and z(t) should be sampled and quantized to
measure the performance of each component - amplifier, loudspeaker - in digital
domain.

3.2 The Basic Idea of the Proposed Method

The basic concept for making objective measurements with PEAQ is illustrated
in Fig. 3 below. The output of PEAQ is ODG(Objective Difference Grade) which
means how much the test signal stest[n] resembles the reference signal sref [n].
Fig. 4 describes the basic idea of the proposed method. In this figure, ODGx,y

means how much the input signal x[n] of the amplifier resembles the output
signal y[n] of the amplifier, that is, how much the amplifier degrades the input
signal x[n]. That is,

SQAmplifier = ODGx,y (1)

PEAQ
sref[n]

ODG
s

test
[n]

Fig. 3. The basic concept of PEAQ

PEAQ
x[n]

y[n]

ODGx,y

PEAQ
z[n]

+

ODGx,z

SQAmplifier
-

+
SQLoudspeaker

SQOverall

Fig. 4. The basic idea of the proposed method
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When we test the performance of the loudspeaker, ODGx,z − ODGx,y is more
meaningful than ODGy,z only. It is because ODGx,z−ODGx,y means how much
the original signal x[n] is degraded by passing through the loudspeaker only.
That is,

SQLoudspeaker = ODGx,z −ODGx,y. (2)

3.3 Proposed Intelligent Diagnostics for Sound Reproduction
System

It is not desirable to assess the sound reproduction system by means of only
single sound source like in Fig. 4. It is because the intelligent diagnostics should
evaluate the sound quality under various consumer favorite genres of music.

Fig. 5 describes the block diagram of the proposed method. The first ODGs
are calculated from the xi[n], yi[n], and zi[n]. After that, the sound quality
of each component is evaluated by passing the ODGs through the second-stage
artificial neural networks. These neural networks will be explained in Section 3.4.

3.4 The Second-Stage Artificial Neural Networks

Artificial neural network in Fig. 5 consists of single-layer perceptron as in Fig. 6.
The synaptic weight wi of this perceptron represents the people’s preference
for the i-th sound source. These preferences are determined by the statisti-
cal research like enquête. They differ from nation to nation and culture to
culture.

4 Experimental Results

In this experiment, there were six sound sources. Each sound source has its
unique perceptual dimensions. Table 2 is the match-up list of the sound source
and the perceptual dimensions. In this experiment, we assume that the relation-
ship between input x(t) and output y(t) of the amplifier system is

y(t) = tanh(3.5x(t)) (3)

and the loudspeaker system is LTI(Linear Time-Invariant) system with following
impulse response.

h(t) = δ(t) − 0.2δ(t− 1) (4)

ODGs and MOVs between x(t) and y(t) are summarized in Table 3. In the same
way, those for x(t) and z(t) are summarized in Table 4. Fig. 7 shows the sound
quality of each component.

It is shown that the amplifier and the loudspeaker degrade the sound quality
by percentages of 88 and 87, respectively. Eventually, the overall system degrades
the original sound source by a percentage of 80.
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Table 2. Model output variables used in the advanced version

No. Sound source Perceptual dimension

1 Spanish Harlem Transparency, Diffuseness, Fullness
2 Dunk Shot Extraneous sounds, Fullness, Sharpness
3 Enter Sandman Brightness, Fullness, Sharpness
4 Drum Depth, Diffuseness, Brightness
5 Zarathustra Dynamic Balance, Depth, Brightness
6 Viola fora de moda Transparency, Extraneous sounds, Diffuseness

Table 3. ODGs and MOVs between x(t) and y(t)

No. NLA RModDiff ALD SNMR EHS ODG

1 1.25049 98.0865 0.29362 -16.541 0.413336 -0.536812
2 0.69694 92.6141 0.31791 -16.168 0.199392 -0.376001
3 1.52799 119.189 1.68246 -15.504 0.210566 -0.854159
4 0.90336 28.5959 0.34827 -19.794 0.212564 -0.008974
5 0.41706 56.7729 0.68792 -22.769 0.187879 -0.109033
6 0.33292 41.2663 0.15278 -19.790 0.253626 -0.052436

Table 4. ODGs and MOVs between x(t) and z(t)

No. NLA RModDiff ALD SNMR EHS ODG

1 1.27058 103.825 0.14585 -11.613 0.536768 -1.13534
2 0.73337 100.819 0.17762 -11.885 0.248275 -0.73305
3 1.55321 125.549 1.25814 -12.279 0.293215 -1.17486
4 0.94303 34.6778 0.29819 -12.437 0.072916 -0.24344
5 0.43521 66.1287 0.57509 -16.018 0.289308 -0.24627
6 0.35007 47.8384 0.06706 -12.412 0.338554 -0.35491

Sound Quality

76%

78%

80%

82%

84%

86%

88%

90%

Amplifier Loudspeaker Overall system

Fig. 7. Sound quality of each component
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5 Conclusions

In this paper, an intelligent diagnostics for sound reproduction system is pre-
sented. This method evaluates how much each component of the system affects
the final quality of audio. And artificial neural networks with single-layer per-
ceptron are used to consider the human preferences for various genres of music.
In addition, we can save both time and cost with this method, because we do
not need any subjective assessment by human.
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Abstract. Based on traditional Active Support Vector Machine (ASVM), the 
learning method of Probabilistic Active SVM (ProASVM) is introduced to 
detect fault of bearings. Compared with the general SVM, the active learning 
methods can effectively reduce the number of samples on the condition of 
keeping the classification accuracy. ASVM actively selects data points closest 
to the current separation hyperplane, while ProASVM selects the points 
according to the probability of the sample point as a support vector. The two 
methods are applied to classify the practical vibration signal of bearings and the 
results show that ProASVM is a better algorithm of classification than ASVM. 

1   Introduction 

In recent years, support vector machine (SVM) [1] has demonstrated excellent perfor-
mance in a variety of fields, such as handwriting recognition, face detection, gene 
classifications and image classification.  

SVM use a convex quadratic optimization (QP) algorithm to find unique globally 
optimal separation hyperplane. The separation hyperplane can be represented by a 
small subset of training data lying on the margin. These samples, known as support 
vectors, contain the relevant information of the classification. The other samples can 
be removed from the training samples, and the same results can be got through 
recalculating the separation hyperplane. This makes active learning of SVM become 
in practice. As we know, obtaining classification labels is difficult and expensive in 
fault diagnosis of bearings, while large quantities of unlabeled samples are readily 
available. Because the quantity of labeled samples is relatively small, they cannot 
describe the whole samples distribution well. Active learning of SVM is a good 
solution for this condition, because active learning of SVM not only takes advantage 
of the labeled samples but also the unlabeled samples. 

In active learning, instead of learning from “random samples”, the learner has the 
ability to select training samples [2]. Active learning is an iterative process in form. 
First, the learner selects some samples according to prior knowledge or randomly 
does, and labels them as the initial training set. The training set must contain different 
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classes. Second, a learner trains a classifier based on current labeled samples. Then 
based on the current state of the classifier, the learner selects some of the “most 
informative” samples from the unlabeled ones and labels them, so that a new 
classifier can be trained based on the selected samples and the former samples. 
Obviously, this greatly accelerates the learning compared to random sampling. 
Finally, the learner selects some of the “most informative” samples again, repeats the 
above processes until all samples have been labeled or the classifier has already 
satisfied a certain target.  

This paper is organized as fellows: in section 2 we briefly review the theory of 
SVM, which provides a fundamental for this paper. In section 3 we describe two 
active learning methods of SVM: Active SVM and Probabilistic Active SVM. The 
two methods are applied to fault diagnosis of bearings and the results are provided in 
section 4. We finally end this paper by conclusions in section 5. 

2   Support Vector Machines 

In this section, we briefly review the SVMs in binary classification problems. Let the 
training set 1 1 2 2{( , ), ( , ), ..., ( , )}

m m
D x y x y x y= , with each input m

ix R∈ , and the output 

label { 1, 1}
i

y ∈ − + . The SVM first maps x  to ( )z xφ= from the input space to the 

feature space. Usually, the dimensionality of the feature space is very high. Consider 
the case that the data is linearly separable in feature space, there exists a vector w  
and a scalar b  such that  

( ) 1, ( )
i iy bw xφ + ≥  (1) 

for all the training set, where , ( )w xφ represents the inner product of w  

and ( )xφ .Then the SVM constructs a hyperplane ( , ( ) )w x bφ + , so that the 

separation between the positive and negative data is maximized. The hyperplane 
defined above can be interpreted as a decision boundary, therefore the sign of  

( ) , ( )f x w x bφ= +  (2) 

gives the predicted label of input x . 
In many practical situations, a linear separating hyperplane does not exist. To allow 

for possibilities of violating Eq. (1), slack variables 0iξ ≥  are introduced to get 

( , ( ) ) 1 , 1, ,i i iy w x b i mφ ξ+ ≥ − =  (3) 

The support vector approach for minimizing the generalization error consists of the 
following: 

Minimize 
1

( , ) ,
m

p i

i

w Cw wφ ξ ξ
=

= + , subject to constraints 0iξ ≥  and (3) (4) 
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Here, pC  is a regularization parameter controlling the tradeoff between model 

complexities and training error, in order to ensure good generalization performance. 
As the dimension of feature space are very high, it is very difficult to obtain w or 

( )xφ  explicitly. For this approach being practical, the kernel function, as a key 

characteristic of the SVM, has been introduced. This provides a way of dealing with 
the curse of dimensionality. An inner product in feature space has an equivalent 
kernel in input space, ( , ') ( ), ( ')K x x x xφ φ= , provided certain conditions satisfied. 

3   Active Learning of SVM 

The key of active learning is how to select the “most informative” samples. For linear 
support vectors machine, when the unlabeled samples within the margin are selected, 
the separation hyperplane of the classifier changes most possibly. And the data 
outside of the margin have very little influence on the classifier. So one of the typical 
active learning methods, called ASVM, picks up the unlabeled samples lying closest 
to the current separation hyperplane [3] and does not consider the underlying 
distribution of unlabeled data. However, the current separation hyperplane itself may 
be far from the optimal hyperplane. As a result, the selected samples are less likely to 
be the actual support vectors. So a better method has been put forward, which is 
called as ProASVM. It selects the points according to the probability of sample x  as 
a support vector [2]. 

3.1   Probabilistic Active SVM (ProASVM) 

In this algorithm [2], the “most informative” samples are selected according to a 
probability. The probability is defined as fellows:  

( , ( ) ) 1

1 otherwise.

c y w x b
i i

c
p

r

φ + ≤

−
= (5) 

Here c  is a confidence factor, which denotes how close the current separating 
hyperplane ,w b  is to the optimal one.  y is the label of x . 

The meaning of rP  is as follows: when c  is high, the current hyperplane is close 

to the optimal one, data points with margin value less than 1 are highly likely to be 
the actual SVs. When the value c  is low, the probability of selecting a point lying 
within the margin decreases, and a high probability value (1 )c− is then assigned to a 

point having high margin value. The method to estimate the confidence factor c  is 
following. 

{ }1 2, , ,t nS s s s=  is the support vector set obtained after tth iteration, and 

1 2 2{ , , , }mB x x x=  denotes the samples whose class labels are unknown. For every 

i ts S∈ , k points in B nearest to is are computed. Among the k  nearest points, let ik +  

points and ik − points respectively have labels “+1” and labels “-1”. The confidence 

factor c  is then defined as 
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2
min( , ).

1

n
c k k

i ink i

+ −=
=

 
(6) 

The maximum value of the confidence factor c  is 1 when ik + = ik − , ∀ i=1,… ,n., 

and the minimum value is zero when min 0( , )i ik k+ − =  ∀ i=1,…,n .The first case 

denotes that all the support vectors lie near the class boundaries and the set 

{ }1 2, , ,t nS s s s= is close to the actual support vector set. And the second case 

implies that the set of tS consists only of interior points and is far from the actual 

support vector set. Thus, the confidence factor c  measures the degree of tS  close to 

the actual support vector set.  
The basic work of ProASVM is finished, and the algorithm is following. Let 

{ }1 2, , , mX x x x=  denote the entire training set for active SVM. ( )SV E  denotes the 

set of support vectors of the set E obtained using SVM. { }1 2S , , ,t ns s s= is the 

support vector set obtained after tth iteration, and ,t tw b  is the corresponding 

separating hyperplane. tD  is a sample set actively selected in tth iteration and consists 

of m points. c  is the confidence factor. 

Initial step: Randomly select an initial training set 0D  from the training set X . 

1 2 2{ , , , }mB x x x=  denote the unselected data for which class labels are unknown. 

Set 0t =  and 0S = 0( )SV D .  

While stopping criterion is no satisfied:  
Dt =0. 
While cardinality (Dt) m: 
Randomly select a sample x B, let y be the label of x. 

If + ≤( , ) 1ty w x b : 

Select x with probability c. Set Dt= Dt x.    
Else  
Select x with probability1- c. Set Dt= Dt x. 

End if 
End while 
St=SV(St Dt); t=t+1. 

End while 

The set TS , where T  is the iteration at which the algorithm terminates, contains 

the final SV  set. 

Stopping criterions: Among the m points actively queried at each step t, let mt points 
have margin greater than unity ( ( , ) 1)ty w x b+ > . Learning is stopped if (c*m1/m) 
exceeds a threshold ht. The threshold, 0<ht<1, depends on the performance of 
classification. 
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4   Applications of Active Learning in Bearings Fault Diagnosis  

The two methods mentioned above have been successfully applied to the fault 
diagnosis of bearings. Figure 1 shows the vibration signals of bearings [4], and 
operating frequency of the bearings is about 29.2Hz. Signal sampling frequency is 
12KHz; the data sample includes 1024 points. The normal and fault samples are 
treated as training and testing samples for active learning.  
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Fig. 1. The waveform of data samples in time domain  

There are 210 samples in the training set X . When we classify the X  by means of 
the general SVM, we must spend much time to label all the samples as training set. 
The execution time of the general SVM is 81.2 seconds, and classification accuracy is 
96%. All the programs run on a computer with a 600 MHz Intel Pentium  
Processor. 

Table 1. comparison of the two active learning algorithms, ker=’rbf’, Cp=100 

Initial data Algorithm Classification  
Accuracy (%) 

Execution 
time (Sec) 

ASVM 83  184.4 RandomX1 
ProASVM  92  138.7 
ASVM 70 173.9 RandomX2 
ProASVM 91 135.8 
ASVM 85 177.2 RandomX3 
ProASVM 94  115.8 
ASVM 90 174 RandomX4 
ProASVM 92  110.9 
ASVM 82 177.4 Average 
ProASVM 92.25 122.2 
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In order to compare the performances of the two active learning, we carry out four 
times of experiments, and the results are presented in table 1. For every experiment, 
we randomly select 30 samples from X  as initial training set and label them. Class 
labels of the remaining points are unknown. 

Tab.1 shows the comparison of the two active learning algorithms in terms of 
classification accuracy and execution time. The classification accuracy of ProASVM 
ranges between 91% and 94%, while that of ASVM changes greatly from 70% and 
90%. On average, the former 92.25% is higher than the latter 82%. And the execution 
time of ASVM varies acutely from 173.9 to 184.4 seconds and that of ProASVM is 
from 110.9 to 138.7 seconds. Tab.1 also shows that the algorithm of ProASVM has 
less dependence on initial training set than ASVM.  

5   Conclusions  

Generally, the performance of Probabilistic Active SVM (ProASVM) is better than 
that of traditional Active SVM(ASVM). Initial training set influences the result of 
ASVM greatly. Therefore, in practical application, if the initial training set is not 
proper, classification accuracy will be lower and execution time will be longer; On 
the other hand, ProASVM not only selects the points close to the separation 
hyperplane, but also some other points far from the separation hyperplane. Thus, even 
if the initial separation hyperplane is improper, the separation hyperplane can be 
corrected by the later points. So, in practical applications such as bearings fault 
diagnosis, the ProASVM outperforms than ASVM. 
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Abstract. While conventional approaches to diagnostics focus on de-
tecting and identifying situations or behaviors which have previously
been known to occur or can be anticipated, anomaly detection focuses
on detecting and quantifying deviations away from learned “normal” be-
havior. A new anomaly detection scheme based on Growing Structure
Multiple Model System(GSMMS) is utilized in this paper to detect and
quantify the effects of slowly evolving anomalies on the crankshaft dy-
namics in a internal combustion engine. The Voronoi sets defined by
the reference vectors of the growing Self-Organizing Networks(SONs),
on which the GSMMS is based, naturally form a partition of the sys-
tem operation space. Regionalization of system operation space using
SONs makes it possible to model the system dynamics locally using sim-
ple models. In addition, the residual errors can be analyzed locally to
accommodate unequally distributed residual errors in different regions.

1 Introduction

Anomaly detection can be described as identification for abnormal system be-
havior that has not been observed before. The anomaly detection is analogous
to one of the important functionalities of the immune system in human body.
Before taking any actions to eliminate the foreign invaders, the immune system
first has to correctly identify anything harmful that is not “self”, even though
the virus or bacteria have never been encountered by the immune system. This
capability of being able to identify non-self is vital for the survival of living
organisms since the types of infections are very diverse and unpredictable.

While conventional approaches to diagnostics focus on detecting and identify-
ing situations or behaviors which have previously been known to occur or can be
anticipated, anomaly detection focuses on detecting and quantifying deviations
away from learned “normal” behavior. Identifying “non-self” and quantifying
the dissimilarity require an accurate definition of normal behavior. For anomaly
detection, constructing a profile representing normal behavior is essential for the
success of the anomaly detection system. Once an accurate model is obtained,

J. Wang et al. (Eds.): ISNN 2006, LNCS 3973, pp. 396–405, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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the discrepancies between the model and the real system then can be utilized to
sense and quantify the deviations.

This report is organized as follows: In Sect. 2, some background about the
GSMMS will be provided; Detailed information of the modeling and simulation
of crankshaft dynamics based on first principle will be given in Sect. 3; A model
is constructed in Sect. 4 using GSMMS for the purpose of anomaly detection
and fault diagnosis; In Sect. 5, a region dependent decision making scheme is
utilized to detect the friction changes based on the model obtained in Sect. 4.
Section 6 gives the conclusions and future work.

2 Background

Instead of using global modeling approaches, such as neural networks, an al-
ternative for modeling nonlinear dynamic system is the “divide-and-conquer”
approach, which divides the whole system operation space into sub-regions and
model the local dynamics individually within a small sub-region. The heuristics
is that the modeling task for a small sub-region of the system behavior becomes
much easier to deal with than modeling the system as a whole. By dividing
the operational space into small regions, the multiple local model system can
provide, although limited in general, transparency about the physical processes.

1

BMU

fitting error
Region with highest

Newly added node

0

3
2

Fig. 1. Overview of the training procedure for growing structure multiple model system

GSMMS combines the advantages of the growing SONs [1][2] with efficient
linear model parameter estimation algorithms [3] into an integrated framework
for modeling and identification of general nonlinear dynamic systems. GSMMS
can be implemented on-line to learn the structural parameters and the local
model parameters simultaneously. Figure 1 shows the overview of the train-
ing procedure for GSMMS. We start from relatively small number of nodes (or
equivalently local models) and then gradually add nodes to the ordered network
where the fitting error is high. The training procedure will stop once the stop-
ping criteria are satisfied. In this way, the number of nodes can be determined
in a automatic fashion.
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The updating procedure for the local model parameters consists of follow-
ing steps. First we have to identify the Best Matching Unit(BMU) and update
the local model associated with it. Then the local models associated with the
neighbors of the BMU will also be updated and the updating rates are deter-
mined by their memberships with respect to the BMU. In general, the values of
the memberships are inversely proportional to the shortest distance between the
neighboring nodes and the BMU on the networks. The further away the node
from the BMU, the smaller the updating rate. Figure 1 also shows schemati-
cally how to determine the membership of a node with respect to the BMU. The
shortest distance between the neighboring nodes and the BMU can be calculated
efficiently using Breath-first algorithm from the adjacency matrix [4].

Moreover, a nonlinearity measure is proposed in [5], which is based on the
fitting errors from the local models, to adjust the location of each region by
modifying the learning rate in the standard weight vector updating formula [6] of
the SONs. Each Voronoi set defined by the weight vectors of the resulting SONs
essentially forms a system operational region. Introduction of the nonlinearity
measure has the effect of moving weight vectors in the network towards the region
where the system nonlinearity is high. For more detailed information about the
GSMMS, please refer to [5] and references therein.

System

GSMMS

Decision

Making

y

yye ˆ

ŷ

u

operationofregion:m

Fig. 2. Overview of region dependent decision making scheme

The resulting model is able to provide additional information about the system
expected operational region. By expected operational region, we mean the region
where the system is supposed to operate when the system is operating normally.
The model is operating in a way that is similar to the operation of a hybrid sys-
tem, in the sense that the system switches between discrete states (regions) and
within each discrete state a local dynamic model generates continuous dynamics.
The discrete state switchings underlying the apparently continuous dynamics are
completely driven by system input history. This additional information about
the discrete state operation thus leads to the natural solution to the problem of
anomaly detection: region dependent decision making scheme. Figure 2 depicts
the paradigm of the proposed region dependent decision making scheme. In-
stead of analyzing the residuals from all different regions, this region dependent
decision making scheme compares the residual errors locally within each opera-
tional region defined by the multiple model system. The advantages of this newly
proposed decision making scheme will be further discussed in detail in Sect. 5.
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3 Simulation of Crankshaft Dynamics Based on First
Principle Model

A first principle model of the crankshaft dynamics in a internal combustion
engine is constructed in this section and serves as a real system for later testing
the performance the proposed anomaly detection algorithms. We will formulate
the first principle model in crankshaft angle domain instead of time domain as
in [7].

Figure 3 shows the two-mass model for oscillating and rotating masses of
piston and crankshaft motion at one cylinder. Following the conventions in [8],
the mass of the connecting rod mrod is separated into two portions: an oscillating
portion mrod

losc
l and a rotational portion mrod

lrot
l , where losc and lrot are defined

by the location of the center of gravity of the connecting rod as shown in Fig. 3.
Then the equivalent oscillating mass for the crankshaft-piston combination at
each cylinder is

mosc = mpiston +mrod
losc
l

. (1)

where mpiston is the mass of the piston assembly including the mass of piston,
wrist pin, piston rings etc. For aN cylinder engine, the total equivalent rotational
mass for the crankshaft-piston combination is

mrot =
Jcs

r2
+Nmrod

lrot
l

. (2)

under assumption that the crankshaft is infinitely stiff. Jcs is the moment of
inertia of the crankshaft only.

The torque balance equation that relates the torques applied and the angular
acceleration of the crankshaft in the crankshaft angle domain is given as [7]:

Jα̈ = Ti(α) + Tr(α) + Tl(α) + Tfp(α) . (3)

where α = α(t) is the crankshaft angle. J = mrotr
2 is the equivalent moment of

inertia which takes into account the effects of all the rotating parts of crankshaft

s

l

r

TDC

(Top dead center)

losc

r

lrot

mosc

mrot

CoG

mpiston

mrod

Fig. 3. Two-mass model for oscillating and rotating masses of piston and crankshaft
motion at one cylinder
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and the rods connecting to the crankshaft, where r is the crankshaft radius.
Ti(α) is the indicated torque generated by the combustion air pressures, Tr(α) is
the reciprocating torque, Tfp(α) represents the energy losses due to friction and
pumping and Tl(α) is the load torque consists of wind resistance etc.

The piston stroke s = s(α), as shown in Fig. 3, is a function of crankshaft
angle α and is completely determined by engine geometry. The individual torques
in (3) can then be modeled as functions of piston stroke s and its derivatives
with respect to crankshaft angle α as in [8] [7]. We list them here merely for the
sake of completeness. For a N -cylinder engine, the indicated torque is the total
torque generated by the combustion air pressures from all cylinders

Ti(α) =
N∑

j=1

(pj(α)− p0)Ap
dsj(α)
dα

. (4)

where pj(α) is the the air pressure in the combustion chamber of jth cylinder,
p0 is the ambient pressure, Ap is the area of the piston head and sj(α) = s(α−
(j − 1)4π

N ) is the piston stroke of jth cylinder.
The reciprocating inertia torque Tr(α) describes the effects of oscillating mass

mosc from all cylinders of the engine

Tr(α) = −mosc

 N∑
j=1

(
dsj(α)
dα

)2

α̈+
N∑

j=1

dsj(α)
dα

d2sj(α)
dα2 α̇2

 . (5)

The load torque Tl is viewed as an external input to the system in our simulation,
which, in general, is proportional to the square of the vehicle speed plus some
fluctuations.
Tfp(α) represents the energy loss due to cylinder friction, bearing friction,

pumping etc. The friction torque due to cylinder friction Tcf is given by the
Coulomb law as in [8]

Tcf = cf

N∑
j=1

(
dsj(α)
dα

)2

α̇ . (6)

where the cf is the viscous damping coefficient. The rest of Tfp due to bear-
ing friction and pumping are lumped into a single term Tbfp, which is mod-
eled as a quadratic term with respect to angular velocity α̇ and external load
torque Tl.

We are interested in detecting and quantifying anomalies not only during the
steady-state operations but also during engine routine operations. In order to
simulate the transient behavior of engine, the firing pressure pj(α) are partially
modulated with a firing strength waveform which is considered to be proportional
to the air mass inhaled into the cylinder during the intake stroke. Fig. 3 shows the
in-cylinder pressure and the corresponding engine speed for a 8-cylinder engine
under constant ignition angle. Three cycles are simulated.
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Fig. 4. Simulation results for a 8-cylinder engine. Total three cycles are simulated. The
firing strength and the load torque can be viewed as inputs and the engine speed is the
resulting output. The ignition angle is kept constant.

4 Modeling Crankshaft Dynamics Using GSMMS

The goal in this paper is to detect and quantifying the slowly evolving anomalies
caused by parameter degradations. In particular, we are interested in assessing
the system performance degradations caused by increases in the value of viscous
damping coefficient cf in (6). The changes in cf could be the result of engine
oil degradations. The first principle model created in Sect. 3 is used as a real
system and an input-output model will be created using GSMMS to mimic its
behavior. Then the residual errors between the first principle model and the
GSMMS model are utilized to detect any performance deviations of the first
principle model, which is depicted in Fig. 2.

A set of training data is first collected from the simulation of the first principle
model. From each combustion cycle, which is corresponding to two revolutions
of the crankshaft, eight samples are collected. This is equivalent to the sampling
period of 4π

N in the crankshaft angle domain. The vector x, based on which the
system operation space is partitioned, has the following form

x = [A(α), A(α − 4π
N

), . . . , A(α−N
4π
N

), Tl(α), Tl(α − 4π
N

), . . . ,

Tl(α− N

2
4π
N

), α̇(α), α̇(α− 4π
N

), α̇2(α), α̇2(α− 4π
N

)]T . (7)

where A(α) is the firing strength and T denotes the matrix transpose. Then
within each region, a local model with the following form

ˆ̇α(α+
4π
N

) = θT
mx + bm . (8)

is used to describe the evolutions of the system dynamics, where θm is the coef-
ficient vector of the local model for the mth region and bm is the corresponding
bias term. Note that considerable multiplicative noises have been added to the
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output. A multiple model system with twenty five regions is then constructed
using the normal training data based on a batch training algorithm similar with
the sequential training algorithm proposed in [5]. Note that the elements in the
vector x have been properly normalized before training.
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Fig. 5. Comparison of the outputs of the first principle model and the trained GSMMS
model

Figure 5(a) compares the outputs of the first principle model and the trained
GSMMS model when the viscous damping coefficient cf is set to its nominal
value. The GSMMS model can roughly capture the transient behavior of the
crankshaft dynamics despite the existence of multiplicative noises. Figure 5(b)
also shows the resulting residual errors when cf is increased by twenty percent.
Comparing with Fig. 5(a), the increases in magnitudes of the residual errors
are clearly visible at the low engine speed. Once the GSMMS model is obtained
from normal training data, the residual errors can then be utilized to detect and
quantifying performance deviations or anomalies as illustrated in Fig. 2.

5 Assessment of Friction Induced Degradation

Interpretation of the residual errors between the outputs of the model and real
system is not a trivial task. It is quite common in practice that the learned model
is not perfect and there are always regions that the model can not approximate
well compared with other regions. This is either due to the incomplete training
data set or the inherent limitations of the learning algorithms. Consequently,
the magnitudes of the modeling errors may vary at different operational regions.
We can observe this from Fig. 5(a), where at low engine speed the magnitudes
of the residual errors are substantially smaller than those at high engine speed.
As a result, surges in residual errors could merely be the results of shifting from
one operational region to another and not necessarily indicate anomalies.

A region dependent decision making scheme is proposed in [5] to overcome
this problem and to improve the detection accuracy. The schematic overview
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of the newly proposed approach is also shown in Fig. 2, where the residual
errors are analyzed region by region. Figure 6 shows the error distributions in
different regions under different values of viscous damping coefficient cf . We can
observe that as cf shifts away from its nominal value cf = 0.0175 Ns/mm the
error distributions also shift away from the its corresponding distributions that
represent normal behavior.
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Fig. 6. Error distributions in selected nine adjacent regions. Solid line: cf =
0.0175 Ns/mm, which is the nominal value; Dashed line: cf = 0.01925 Ns/mm; Dash-
dotted line: cf = 0.021 Ns/mm; Dotted line: cf = 0.02275 Ns/mm.

If only detection of anomalies is of interest, Exponentially Weighted Moving
Average (EWMA) control charts [10] can be employed to perform this task by
detecting off limit residual errors. Due to the fact that the distributions of the
residual errors are region dependent, which can be observed from Fig. 6, it is
advantageous to construct the EWMA control chart individually for each of the
regions. Since the goal is to detect any anomalous system behaviors, the statistics
of the residual errors during normal operations are used to construct the EWMA
control charts within each region. By varying the exponential forgetting factor,
we can also adjust the memory length and investigate the performance of the
anomaly detection systems at given mean time to detection1. The mean time to
detection can be varied by changing the values of the forgetting factor used in
constructing EWMA control chart [10].

After constructing the EWMA control charts, we can then use them to detect
anomalies. Essentially, the EWMA control chart in each region forms an anomaly
detector, which is responsible for detecting anomalous behaviors once the system
visits that region. Receiver Operating Characteristic(ROC) curves [9] are utilized
in this paper to evaluate the performance of anomaly detection. Figure 7 shows
the ROC curves for detecting 10% increase in the viscous damping coefficients

1 Since the crankshaft dynamics are expressed in crankshaft angle domain, the mean
time to detection here is referred as number of rotations.
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Fig. 7. Receiver operating characteristic curves from selected nine adjacent regions,
which are the same with those shown in Fig. 6. The ROC curves are plotted against
the amount of data used (N samples per revolution).

cf at different given mean time to detection. The nine regions selected in Fig. 7
are the same with those selected in Fig. 6. We can observe that the performance
the anomaly detectors in all nine regions keeps improving as more samples are
utilized. Almost perfect detection can be achieved from all different regions when
data length reaches about 1000 revolutions. Similarly observations have also been
made for detecting 20% and 30% increases in cf and the mean time to detection
is substantially much shorter for achieving similar detection accuracy.

We have observed that as cf shifts away from its nominal value the error dis-
tributions also shift away from the its corresponding distributions that represent
normal behavior. As a result, the overlaps become smaller as the severity of the
anomaly increases. Therefore, one way to quantify the severity of the anomaly
is to evaluate the overlaps between the current error distributions with error
distributions representing the normal operation as what has been done in [5].

6 Conclusions and Future Work

Growing Structure Multiple Model System(GSMMS) coupled with region depen-
dent decision making scheme are utilized in this paper to detect and quantify the
effect of friction changes on the dynamics of crankshaft in internal combustion
engines. GSMMS combines the advantage of growing SONs with efficient lin-
ear parameter estimation algorithms into a integrated framework for modeling
general nonlinear dynamic systems. The Voronoi sets defined by SONs natu-
rally partition the full system operation space into small regions where system
dynamics can be modeled locally using substantially simpler local models. The
growing mechanism employed by GSMMS, which is based on growing SONs, is
able to determine the number of regions automatically.

Based on the information about system operational regions provided by the re-
sulting multiple model system, one can analyze the residual errors locally within
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each region. As a result, the anomaly detection system is able to tolerate un-
equally distributed residual errors in different operational regions, which is com-
mon in practice for most of the nonlinear modeling techniques.

The preliminary results are encouraging. Several potential practical applica-
tions can be extended from this paper, such as oil quality assessment, bearing
fault detection and vehicle maintenance quality evaluation. The application of
the proposed anomaly detection approach on more complex dynamic system is
currently under investigation.
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Abstract. For the fault diagnosis of three-phase induction motors, we set up an 
experimental unit and then develop a diagnosis algorithm based on pattern rec-
ognition. The experimental unit consists of induction motor drive and data  
acquisition module to obtain the fault signals. As the first step for diagnosis pro-
cedure, preprocessing is performed to make the acquired current simplified and 
normalized. To simplify the input data, three-phase currents are transformed 
into the magnitude of Concordia vector. As the next step, feature extraction is per-
formed by kernel PCA. Finally, we used the linear classifier based on two types 
of distance measures. To show the effectiveness, the proposed fault diagnostic 
system has been intensively tested with the various data acquired under the dif-
ferent electrical and mechanical faults with varying load. 

1   Introduction 

Induction motors play a very important role in the safe and efficient operation of 
industrial plants and processes. So, it is essential ingredient to prevent the abrupt 
break-down of them. The unexpected fault of motor causes many troubles such as the 
pause of overall process machinery as well as motors. Therefore, the advance tech-
nique, for example, fault monitoring or fault detection has become essential to effec-
tively operate the process. In recent years, the fault detection and diagnosis of induc-
tion motors have been gaining more interests in the filed of highly reliable systems. 
For reliable fault diagnosis, it is extremely required in detecting and classifying the 
fault elements. There are some detection methods to identify the motor faults. Among 
the detection methods, the mainly used approaches are vibration monitoring and mo-
tor current signature analysis (MCSA). The vibration method is based on detecting 
vibration signal when motors happen to fault. This method, however, has some prob-
lems such as selection of reliable sensors and position attached on induction motors. 

For fault detection method using MCSA, the stator current is detected by current 
transducers and sampled by the acquisition board. Here, sensing unit is easily con-
structed by using the current transformer comparing with vibration approach. Many 
results have clearly demonstrated that MCSA is a powerful technique for monitoring 
the health of three-phase induction motors [1-4]. Mark Fenger [1] discussed the  
effectiveness of MCSA to analyze different faulty modes of induction motors. From 
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this, we know that many diagnosis techniques are based on spectrum analyzer. This 
method, however, can’t effectively detect the various faults of motor when the ac-
quired signal has the harmonic frequency produced by electrical device. On the other 
hand, Hamid Nejjari [2] and Fatiha Zidani [3] only use the Concordia’s vector to 
perform the diagnosis process based on artificial neural networks and fuzzy logic, 
respectively. Recently, LDA based diagnosis system was presented [5]. 

To perform rapid diagnostic procedure, we extract patterns from Concordia’s vec-
tors rather than spectrums, and propose a diagnosis algorithm based on statistical 
pattern recognition, such as the kernel PCA and LDA. To show the effectiveness, the 
proposed fault diagnosis system has been intensively tested with the various data 
acquired under the different electrical and mechanical faults with varying load. 

2   Analysis of Current Signals 

In three-phase induction motors, current signals are measured between line to line 
rather than line to neutral point. Therefore, the measured current has no homo-polar 
component. A two-dimensional representation can then be used to describe three-
phase induction motor phenomena. A suitable 2-D representation is based on the 
current Concordia vector [3].  

The current Concordia vector components ( cba iii ,, ) are a function of mains phase 

variables ( βα ii , ) as 
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In ideal conditions, three-phase currents lead to a Concordia vector with the fol-
lowing components 
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Where I  and sω  denote the maximum current value and angular frequency, respec-

tively. The trajectories of the Concordia vectors are circular pattern centered at the 
origin of the coordinates as shown in Fig. 1(b).  

To progress diagnostic works, it is reasonable to use the one-dimensional data than 
two-dimensional data in sense of numerical simplicity. In this paper, therefore, the 
two-dimensional Concordia vector is converted into its one-dimensional signal in 
disregarded of phase property as follows.  

22
βα iiimag +=  (3) 

Fig. 1(c) shows the current waveform transformed by Eq (3). As seen in this figure, 
the current signal is displayed as line pattern with dc value under ideal conditions. By 
using this simple current waveform, we make it possible to detect abnormal condition 
by monitoring the variations of acquired patterns. 
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(a)                              (b)                              (c) 

Fig. 1. Current Pattern for ideal conditions. (a) original 3-phase current, (b) Concordia pattern 
(2-dim.), (c) magnitude pattern (1-dim.). 

3   Diagnosis Method 

The proposed fault diagnosis system for induction motors is illustrated in Fig. 2. It is 
shown that the system contains three-modules as preprocessing, feature extraction and 
classification parts. 

 

Fig. 2. The proposed fault diagnosis system 

To make reasonable data for feature extractions, the preprocessing part performs 
the following steps. First, one periodic signal represented in three-phase currents by 
zero-crossing points is extracted. And then, the split frame signals are transformed 
into the magnitude of Concordia currents described by Eq. (2) and (3). Finally, we 
perform the normalization of the magnitude pattern and select the representative sam-
ple from many training data by using the clustering technique. Here, the number of 
representative sample is proportional to the dimension of projection matrix produced 
through the stage of feature extraction.  

In this paper, we use the clustering technique of fuzzy c-means (FCM). FCM is a 
data clustering technique herein each data point belongs to a cluster to some degree 
that is specified by a membership grade. This technique was originally introduced by 
Jim Bezdek [6] as an improvement on earlier clustering methods. It provides a 
method that shows how to group data points that populate some multidimensional 
space into a specific number of different clusters.  

Feature extraction is calculated by Kernel PCA. The basic idea of feature extrac-
tion is used on kernel PCA and LDA to map the input data into a feature space. Ker-
nel PCA can be derived using the known fact that PCA can be carried out on the dot 
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product matrix instead of the covariance matrix [7]. Let N
i

M
i Rx 1}{ =∈ denotes a set of 

data. Kernel PCA first maps the data into a feature space F by a func-

tion FRM →Φ : , and then performs standard PCA on the mapped data. Defining the 
data matrix X by )]()()([ 21 NxxxX ΦΦΦ= , the covariance matrix C in F becomes 
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We assume that the mapped data are centered as 0)(/1 1 =ΦΣ⋅ i
N xN . We can find 

the eigenvalues and eigenvectors of C via solving the eigenvalues problem 

Kuu =λ  (5) 

The NN × matrix K is the dot product matrix defined by XXNK T⋅= /1 where 
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Let 
pλλ ≥≥  be the nonzero eigenvalues of K  ( MPNP ≤≤ , ) and Puu ,,1  

the corresponding eigen-vectors. Then C  has the same eigenvalues and there is a 

one-to-one correspondence between the nonzero eigen-vectors }{ hu  of K  and the 

nonzero eigenvectors }{ hv  of :C  hhh uXv α= , where hα  is a constant for normaliza-

tion. If both of the eigenvectors have unit length, Nh
h λα 1= . We assume Nv h

h λ1=  

so that 1=hα . 
For test data x , its hth principal component hy can be computed using kernel func-

tion as 
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Then the Φ image of x can be reconstructed from its projections onto the first 
H ( P≤ ) principal components in F by using a projection operator HP  

=
=Φ

H

h

h
hH vyxP

1

)(  (8) 

Commonly used kernels include polynomial, Gaussian and sigmoid kernel as  

dyxyxk ),(),( = (polynomial) (9) 

−
= 22

exp),(
σ

yx
yxk  (Gaussian)  

( )Θ+= ),(tanh),( yxyxk κ  (sigmoid)  

The kernel PCA allows us to obtain the features with high order correlation be-
tween the input data samples. In nature, the kernel projection of data sample onto the 
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kernel principal component might undermine the nonlinear spatial structure of input 
data. Namely, the inherent nonlinear structure inside input data is reflected with most 
merit in the principal component subspace. 

To extract feature, we uses LDA as well as a kernel PCA so as to examine the dis-
criminative ability of kernel principal components. In brief, LDA calculate the optimal 
projection matrix to maximize the ratio of the determinant of the between-class matrix 
of the projected samples to the determinant of the within-class scatter matrix of the 
projected samples. The detail descriptions are given in [8]. 

After obtaining the feature vectors, the classification or diagnosis is achieved by 
finding the minimum distance between the coefficients of test patterns and training 
patterns. Here, the distance is calculated for two cases; 1-norm distance  and 2-norm 
(Euclidean) distance. 

4   Experimental Result 

The experiment equipment is composed of induction motor drive system, data acqui-
sition board and PC. The current signal is saved on the MATLAB by a data acquisi-
tion board. Fig. 3 shows a block diagram of our fault diagnosis system and Fig. 4 
shows experimental setup consisted of a three-phase induction motor connected the 
system with varying load and a PC-based data acquisition system. To obtain the vari-
ous fault data, we construct the brake equipment in motor drive system. Table 1 pre-
sents the brief specification of each structural element. 

To demonstrate the effectiveness of the proposed kernel PCA-based diagnosis 
technology, we acquired the fault signal under the unbalance condition among the 3-
phase current. In order to simulate the electrical faults in the induction motor, poten-
tial transformer equipped through input sources. The signal is extracted under differ-
ent load conditions from 0 to 0.12 kg·m in case of three simulated electrical faults as 
shown in the top of Table 2.  

We considered the fault conditions of mechanical defects as well as electrical prob-
lems. The mechanical faults are simulated by the mechanical looseness of a 
 

 

Fig. 3. Block diagram of the fault diagnosis system 



 Fault Diagnosis for Induction Machines Using Kernel PCA 411 

screw used for fixation in the machine. When the screw is firmly fixed and the three 
phase currents are symmetrical, the induction machine is effectively operated in the 
normal condition. On the other hand, when the screw is loosened, abnormal current 
with harmonic frequency is produced because of abnormal vibration [9]. This current 
is measured through current sensors in experimental unit. Three types of looseness are 
considered: two left, two right and all of four screws to fix a motor. The bottom in 
Table 2 also shows different conditions related mechanical faults. 

Table 1. Specification of the system 

Comp. Spec. 

Induction motor 
0.4 kW(1/2 HP), 220 V, 60 Hz 
4p, 1700 rpm, Efficient: 65% 

Current sensor Rating current: ±10 A, Output: ±4 V 
Data acquisition 500 Ks/s, 16 bit, 4 channel 
Load equipment Brake system of eddy current type 

PC Pentium 4 2.0 GHz 

Table 2. Different conditions for data acquisition 

Fault Condition Load 

Health No faulty condition 

1% unbalance for a phase 

2% unbalance for a phase Electrical 
Faults  

3% unbalance for a phase 

Looseness of two left screws 

Looseness of two right screwsMechanical 
Faults 

Looseness of all screws 

1. No load 
2. 0.04 kg·m
3. 0.08 kg·m
4. 0.12 kg·m

 
All diagnosis processes are executed on the offline with the MATLAB. The fault 

signal is obtained under the various fault condition as seen in Table 2. Here, the num-
ber of motor condition is 7 including health, 3-electrical faults and 3-mechanical 
faults. Also, we obtained the fault signal by varying the three types of load condition 
for each motor condition. With the time interval, we acquired the data three times per 
each condition. So, we obtained 84 current signal [7(fault conditions) X 4(load condi-
tions) X 3(experiments)]. The each signal detected and selected per each periodic 
unit. And then feature extraction is performed by using the selected periodic signal. 
Among the many periodic signals, we select the sample by choosing the first 5-
periodic signal for each acquired data. Finally, we obtained 420 samples (84X5).  

After acquiring the sample data, features are obtained by PCA, kernel PCA and 
LDA. Fault diagnosis is performed by comparing the test features with training fea-
tures. To be accurate diagnosis, it is very important to determine the training set. In 
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Fig. 4. Classification rate according to the number of cluster for test data (the dimension of 
features is 45) 
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Fig. 5. Testing performance for kernel PCA+LDA, use of polynomial kernel, (x,y)3 

Table 3. Testing performance for each fault [%] 

Fault H E1 E2 E3 M1 M2 M3 
KPCA+LDA 90.1 95.9 100 96.3 90.1 95.6 94.0
PCA+LDA 78.4 94.1 95.5 95.5 80.2 84.1 84.2

LDA 64.3 96.1 100 97.6 74.2 86.2 86.3

this paper, we construct the training features by FCM clustering algorithm. Fig. 4 
shows the classification rate according to the number of cluster. As seen in Fig. 4, 
classification shows best performance when the number of cluster is equal to 10. 

Fig. 5 shows classification results according to feature reduction methods as LDA, 
PCA + LDA and kernel PCA + LDA. As seen in Fig. 6, the kernel PCA+LDA shows 
best performance. More specifically, total classification rates are equal to 81.0%, 
90.1% and 94.0% for LDA, PCA+LDA and kernel PCA+LDA. Table 3 presents  
classification results for each fault in detail. As seen in Table 3, classification shows 
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the better performance by using the electrical faults (E1-E3) rather than mechanical 
faults (M1-M3).  

5   Conclusion Remarks 

In this paper, we proposed an advanced fault diagnosis system based on kernel PCA 
and LDA. To be more accurate diagnosis system, the proposed system consisted of 
preprocessing, formation of training and test features, and classifier modules. In pre-
processing module, the acquired 3-phase fault current was transformed into Concordia 
vector space with 2-dimension. And training and test features were obtained by fea-
ture extraction methods. In particular, we used the FCM clustering technique to get 
the proper training set from the samples. Finally, classifier was designed by two types 
of distance measure. To show the effectiveness, we acquired the various fault condi-
tion under load variation for a 0.5 Hp squirrel-cage induction motor. From experimen-
tal test, we obtained classification rate about 95%, which is satisfactory and promising 
for an industrial application of the statistically pattern recognition based on kernel 
PCA and LDA.  
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Abstract. This paper applies two ANN methods RBF and SOFM on fault 
diagnosis for two-shaft aero-engines. Two-shaft aero-engines are complex 
rotating machines which have many components and high rotating speed. First 
we presented both the principles and advantages of RBF and SOFM neural 
networks. Second we described the fundamentals of two-shaft aero-engines 
vibration fault diagnosis, and then obtained the standard fault samples (training 
samples) and simulation samples (testing samples). Third we applied the two 
ANN methods to perform diagnosing. The accurate diagnostic results have 
proved the effectiveness of the RBF and SOFM methods for vibration fault 
diagnosis of two-shaft aero-engines. Finally, the relative advantages and 
disadvantages of the two ANN methods are contrasted, and suggestions can be 
obtained on when one might use one of the two methods. 

1   Introduction 

Artificial Neural Networks (ANNs) have proven effective in solving problems in a 
wide variety of areas, such as image processing, speech recognition and automation 
control [1]. We describe here the application of ANNs to the fault diagnosis of two-
shaft aero-engines. The two-shaft aero-engine is one kind of rotating machinery that 
has many components and is highly complex. Although the nonlinear model-based 
method is popularly used in the industry, it is hard to build a reasonably accurate 
model. Another potential disadvantage is that model-based method can only identify 
faults that have been modeled already and might misclassify a novel abnormal 
situation [2]. ANNs appear to be reasonable alternatives to traditional method because 
of their ability to learn complex nonlinear functions. By means of continuously 
learning from the training samples (history data), a neural network renews its weights 
and, therefore, memorizes the correct responses. So ANN does not require the 
detailed knowledge about the system for establishing its model and is able to 
overcome the shortcomings of model-based techniques [3]. 

This paper presents two ANN methods, Radial Basis Function (RBF) and Self-
Organizing Feature Map (SOFM) neural networks, on two-shaft aero-engines fault 
diagnosis. Both of them have powerful advantages compared with the most popularly 
used Back-Propagation neural network (BPNN). RBF network has the advantages of 
fast learning, high accuracy and strong self-adapting ability. While the SOFM 
network has the most distinct feature that training is an unsupervised process. It also 



 Application of RBF and SOFM Neural Networks on Vibration Fault Diagnosis 415 

has some advantages such as simple structural algorithm, fast learning and lateral 
association, etc. We applied the two ANN methods on fault data sets and the 
experiment results verified their nice prospect of applying to complex rotating 
machinery. At the end of this paper, we compared them in different ways. 

2   Principles of RBF and SOFM Neural Networks 

2.1   RBF Neural Network 

The Radial Basis Function network has a multiplayer feed forward structure. The 
hidden layer is made up of a radial basis function. The character is that its response 
decreases monotonically with distance from center point [3]. The structure of the 
radial basis function network is illustrated in Fig.1. 

  

Fig. 1. Structure of RBF Neural Network Fig. 2. SOFM Neural Network 

X is the input, y is the output. The hidden layer is connected with output layer by 
weights λ . RBF neural networks are modeled by the following relation, 

0
1

( - )
n

i i i
i

y P x c Pλ φ λ
=

= + . (1) 

Where ( )i xφ  denotes the RBF, 

2
( ) e x p

2
i

i i

x x
x xφ

σ
−

− = . (2) 

ix  is the center of the Gaussian Function and σ  is the Standard Deviation. ix , σ  

and λ  are the parameters of the model. The RBF network has a universal 
approximation capability and theoretically, it can approximate any nonlinear function 
with sufficient neurons in the hidden layer [4]. 

2.2   SOFM Neural Network 

Compared with the most popularly used model BPNN, SOFM has a structure more 
similar to humanity biology. The most distinct feature is that the training is an 
unsupervised process [5]. The structure of the model is shown in Fig. 2. 

Such model is made up of two layers input and output: Every input neuron 
connects with the output ones by connection weighting vectors. The number of the 
input nodes is determined according to the dimensions of the input vectors and the 
input nodes receive input values. The output layer is a plane, which is made up of 
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neurons arrayed in a certain way (square or hexagon, etc). The learning of the Self-
organizing Feature Map neural network is different from that of RBF, because of self-
organizing. That is to say, it is not necessary to give any prospective output before the 
learning process [5]. The training procedures (or algorithms) are available in 
reference [6]. 

3   Fundamental of Two-Shaft Aero-engines Fault Diagnosis 

The two-shaft aero-engine’s structure is highly complex. It has two compressors– 
high and low pressure compressors, and similarly has two turbines. The high pressure 
rotor drives high-pressure compressor and turbine, while the low pressure rotor drives 
the low-pressure ones. We described high-pressure rotor as HPR, low- pressure rotor 
as LPR, high-pressure compressor as HPC, and low-pressure compressor as LPC.  
According to field expert’s experience and theoretical research outcomes, Table 1 
shows the vibration faults classification of two-shaft aero-engines. The table includes 
typical nineteen faults numbered F0 to F18. Unbalance is the most common cause of 
aero-engines vibration as the result of non-uniform mass distribution. 

Table 1. Faults classification of two-shaft aero-engines 

Faults No. Faults Name Faults No. Faults Name 
F0 normal F10 HPR axial rubbing 
F1 LPC unbalance F11 LPR clearance vibration 
F2 HPC unbalance F12 HPR clearance vibration 
F3 LPR misalignment F13 LPR bearing rigidities (vertical 

and horizontal) differ greatly 
F4 HPR misalignment F14 HPR bearing rigidities (vertical 

and horizontal) differ greatly 
F5 LPR bent shaft F15 LPR crack 
F6 HPR bent shaft F16 HPR crack 
F7 LPR shaft-seal rubbing F17 LPC surging 
F8 HPR shaft-seal rubbing F18 HPC surging 
F9 LPR axial rubbing   

Nowadays spectrum analysis is well proven as a practical and powerful tool for 
fault diagnosis of rotating machinery because it results from a great deal of 
engineering experience. However, it is a difficult work to find the best relationship of 
faults and spectrum data because state of rotating machinery is complex, and 
influenced by numerous of process parameters [7]. Table 2 shows the spectrum 
symptoms and process parameters description. 

Now we get the standard fault samples for a two-shaft aero-engine which is 
described by a symptom-fault relationship matrix. The matrix includes typical 
nineteen faults with seventeen spectrum symptoms and three process parameters. The 
data in each category are the percentages of possibilities based on experience. For 
example, with an initial unbalance of LPC, F1, there is a 90% probability it will 
appear at running frequency (s6 and 5% possibility it will appear at twice running 
frequency (s10) and other higher multiples. 
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Table 2. Spectrum and procecess description 

Spectrum Description Spectrum Description 
s1 0~0.5X1 s11 2X1~2X2 
s2 0.5X1 s12 2X2 
s3 0.5X1~0.5X2 s13 2X2~3X1 
s4 0.5X2 s14 3X1 
s5 0.5X2~X1 s15 3X1~3X2 
s6 X1 s16 3X2 
s7 X1~X2 s17 >3X2 
s8 X2 US unsteady vibration 
s9 X2~2X1 VER vertical vibration 
s10 2X1 LEV level vibration 

4   Applications of Two ANN Methods on Fault Diagnosis 

In section 3 we get standard fault samples nineteen standard fault samples (F0-F18). 
In order to prove the practicability of this method, we provide seven testing samples 
(simulation fault samples) T0 T6, which are simulated from F0, F1, F6, F11, F16, 
F18 and F9. Now we have both the training samples and testing samples to continue 
our research. 

4.1   Application of RBF 

We construct the RBF network according to the symptom-fault relationship matrix 
and the principle of RBF. Because the matrix has nineteen standard faults, the number 
of input nodes is nineteen. Accordingly the hidden and output layers have nineteen 
nodes, too. Other than input the standard training samples, we also need to input the 
prospective output. The prospective output is a 19×19 unit matrix “A”, and “Aii=1” 
means the “i”th fault has strictly occurred. Now we input the training samples and 
prospective output, construct the network, and diagnose the testing samples using the 
RBF neural network. Table 3 showed the part of the diagnostic output results. 

Table 3. Part of the diagnosis output by RBF network 

Output nodes Test 
samples F0 F1 F2 F3 F4 F5 F6 F7 F8 F9 
T0 0.94 0 0 0 0.06 0 0 0 0 0 
T1 0 0.94 0 0 0.05 0 0 0 0 0 
T2 0 0 0 0 0.05 0 0.95 0 0 0 
T3 0 0 0 0 0.06 0 0 0 0 0 

The actual output is also a matrix. We defined if the value of Aij is larger than 0.8, 
then the “i”th test sample is diagnosed as the “j”th fault. For example, A11=0.94>0.8, 
then T0 is diagnosed as F0 (normal). Similarly we can get the other conclusions. 
T1 F1 (LPC unbalance); T2 F6 (HPR bent shaft); T3 F11 (LPR clearance 
vibration); T4 F16 (shaft-seal rubbing); T5 F18 (HPC surging); T6 F9 (LPR 
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axial rubbing). This accurate classification results has verified the practicability of the 
RBF network method. 

4.2   Application of SOFM 

The number of output nodes will affect the diagnostic result of SOFM directly [5]. In 
order to get the best result by least time consuming, we select the number of output 
nodes as 289 (17×17). We input the training samples and diagnose the testing samples 
by SOFM neural network. The training result is shown in Fig. 3. As is shown in Fig.3, 
the training samples have been fully distinguished (classified). The output input seven 
simulation samples mapping is shown in Fig. 4. 

 

Fig. 3. Training result by SOFM Fig. 4. Diagnostic result by SOFM 

Comparing Fig.3 and Fig.4, we find T0 is in the same position on the network as 
F0, and then T0 is diagnosed as F0. We may also get the other accurate results. 

4.3   Comparison of RBF and SOFM 

Although both of the two ANN methods performed satisfactorily for the chosen case 
study, they have their own advantages and disadvantages. In our experiment, the time 
consuming of RBF for case study is 0.593s, while SOFM is18.875s. In order to 
 

Table 4. Comparison of RBF and SOFM neural networks 

Criterion RBF Neural Network SOFM Neural Network 
Structure Multiple layers with 

hidden layer 
Two layers without hidden 
layer 

Algorithm Prospective output needed Prospective output no needed 
Convergence Speed faster than BPNN and 

SOFM neural networks 
faster than BPNN but slower 
than RBF neural networks 

Robustness to noise Better than BPNN but 
less than SOFM networks 

Better than both BPNN and 
RBF networks 

Rang of application Good Good 
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compare the robustness of the two methods, we add noise to the simulation fault 
samples and performed diagnosing again. We also concern on the comparisons of the 
structures, algorithms and application ranges of the two ANN methods. A summary of 
the comparison is provided in Table 4. 

5   Conclusions 

In this paper, two artificial neural network methods Radial Basis Function (RBF) 
and Self Organizing Feature Mapping (SOFM) have been proposed to diagnose 
vibration faults of two-shaft aero-engines. First we presented both the principles and 
advantages of RBF and SOFM neural networks. These two ANN methods are able to 
overcome the shortcomings of model-based method. Second we described the 
fundamentals of vibration fault diagnosis. The standard fault samples are symptom-
fault matrix including nineteen faults, each is characterized by twenty symptoms. 
Third we applied RBF and SOFM methods to perform diagnosing. We take the 
symptom-fault matrix as training samples and provide seven simulation fault samples 
to be diagnosed. The accurate diagnostic results have fully verified the practicability 
of the two ANN methods for two-shaft aero-engines. Finally, we compared RBF and 
SOFM networks in structure, algorithm, convergence speed, robustness and so on. 
The suggestions can be obtained on when one might use one of the two methods. 
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Abstract. Operating the nuclear power generations safely is not easy way be-
cause nuclear power generations are very complicated systems. In the main 
control room of the nuclear power generations, about 4000 numbers of alarms 
and monitoring devices are equipped to handle the signals corresponding to op-
erating equipments. Thus, operators have to deal with massive information and 
to analyze the situation immediately. In this paper, the fault diagnosis system is 
designed using 2-steps neural networks. This diagnosis method is based on the 
pattern of the principal variables which could represent the type and severity of 
faults. 

1   Introduction 

The nuclear power generation was introduced in the middle of 1950’s and has been 
continuously expanded until now. Recently, 440 nuclear power generations are charg-
ing 16% of total electric power production in the world [1]. However, the nuclear 
power generation is a large-scaled and complex system that firstly requires stability of 
the plant. Therefore, it is very difficult and complicated to control and manage the 
power generation. To control the system, there are about 4,000 sensors and instru-
ments in the main control room. If the power generation plant becomes transient, stop, 
or emergence status caused by malfunction or abnormal situations of the power gen-
eration, over 500 alarms are early raised and many measurement signals are sharply 
changed. Therefore, operators can feel difficult to identify and determine the status of 
the plant [2-4]. 

In this research, an automatic diagnostic algorithm is proposed to avoid the  
improper management of the plant failure caused by unskilled operators. When the 
failures of the plant happen, the fault detection and diagnosis is achieved by the neural 
network model that uses the failure patterns for model inputs. However, the system 
complexity can be increased because the failure type and severity have to be consid-
ered together for correct analysis of the cause and trend. Therefore, the multi-steps 
neural network model is proposed and designed in this research. The first model  
detects the failure type and the other model diagnoses the severity. The proposed 
system shows the good performance in the case that the feature of the failure is not 
significant.  
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2   Pressurized Water Reactor (PWR) 

This research dealt with the pressurized water reactor (PWR) that is a global model 
for power generation. This is the most common type, with over 230 in use for power 
generation and a further several hundred in naval propulsion [5]. It uses ordinary 
water as both coolant and moderator. The design is distinguished by having a primary 
cooling circuit which flows through the core of the reactor under very high pressure, 
and a secondary circuit in which steam is generated to drive the turbine. The steam 
drives the turbine to produce electricity, and is then condensed and returned to the 
heat exchangers in contact with the primary circuit.  

In this research, the applied failure data are gathered from the simulator that mim-
ics the physical power generation (Fig. 1). The data are acquired under the same con-
dition with the actual situation when the failures actually happen. Therefore, the data 
collected from the simulator can guarantee reliability for the application [6]. Using the 
simulator, the several data sets can be gathered under the similar status with actual 
situations; therefore, the data can be available for the failure diagnosis with avoiding 
the drawback.  

 
Fig. 1. The physical simulator that was used in this research 

3   Experimental Results 

3.1   Fault Data of Nuclear Power Generation 

In this research, the automatic failure diagnostic system was proposed for rapid detec-
tion and countermeasures. Figure 2 shows the system structure that is related to this 
research [7]. Character P as shown in Table 1, indicates the measured parameters. For 
the failure detection and diagnosis, the parameters are measured at the points. As 
shown in the table, the variation of the parameter values actually represents the fea-
tures of the failures that are treated importantly in operation of the nuclear power 
generation. Character A as shown in Table 2, shows the failure points, that is, the 
failure types. Because the failures have possibility to be expanded to a large-scale 
accident, in this research, 11 parameters of the character P were used to detect and 
diagnose the 6 failures of the character A.  
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Fig. 2. The system scheme of the nuclear power plant 

Table 1. Principal measured variables for fault diagnosis 

No. Variables Abbreviation 
P1 Steam Generator 1 Level SG1L 
P2 Steam Generator 1 Steam Pressure SG1SP 
P3 Pressurizer Level PZRL 
P4 Pressurizer Pressure PZRP 
P5 Loop 1 Wide range Temperature LP1WT 
P6 Pressurizer Relief Tank Level PRTL 
P7 Spray Line Discharge Temperature SLDT 
P8 Pressurizer Safety valve Line Temperature PSLT 
P9 Steam Generator Blow-down Radiation SGBR 

P10 Containment Vessel High range Radiation CVHR 
P11 Containment Vessel Sump Level CVSL 

Table 2. Fault types of nuclear power plants 

No. Failure name Abbreviation 
1 Steam Generator Tube Rupture SGTR 
2 Loss of Coolant Accident LOCA 
3 Pressurizer Spray valve stuck open PZR SPRAY 
4 Pressurizer Pressure Safety Valve stuck open PZR PSV 
5 Main Steam Line Break MSLB 
6 Main Feed Line Break MFLB 
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3.2   Structure of Network and Data 

The goal of the research is to classify the failure types and severities. The first model 
is used to classify only the failure types; therefore the model is trained with measured 
data of the failure types. Firstly the failure type is classified by the first model and 
then the severity is detected by the second model sequentially. As shown in the block 
diagram of Fig. 3, both networks are not linked structurally.  

The data structure of the first neural network model is shown in the upper of Fig. 4. 
Each variable has 31 sampling data and one input set includes 11 variables. In this 
research, the numbers of the failures are six, so the input and output data set become a 
6 by 31 matrix, respectively. However, the effect of the severity is reflected by using 
different target values, that is, 0.6, 0.7, 0.8, 0.9, and 1.0 are used for from 40% sever-
ity to 80% severity by 10% degree. In the second network model, the severity is de-
tected for a classified failure using the same input data. The severity consists of 5 
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Fig. 3. The structure of the proposed two-steps neural network model 
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Fig. 4. Structure of the input variables for the primary network 
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0s ~ 30s

x 1∼
x 11 SGTR

40% severity
SGTR

50% severity
SGTR

70% severity
SGTR

80% severity
• • •

40% severity ~ 80% severity

Training each model for SGTR LOCA PZR SPRAY PZR PSV MSLB MFLB

 

Fig. 5. Structure of the input variables for the secondary network 

degrees from 40% to 80% by 10% and 31 sampling values are inputted to the model 
with an order. Figure 5 shows the data structure of the network that is applied to  
detect the failure severity. 

3.3   Results of Failure Detection and Diagnosis 

To evaluate the simulation results of the failure diagnosis, firstly the accuracy of the 
first model is presented in Table 3. This table shows the classification results for the 
six types of the failure in the first model. As shown in the result, the failure types  
are classified well but the error of the result can be high when the parameter pattern of 
the failure is similar each other or the variation of the parameter values is insignifi-
cant. The second network model is used to detect the failure severity of the classified 
failure by the first network model. The target values are set by 1.0 (one) in model 
training because the second model is just used for severity detection. On the other 
hand, the first model was used for six failures and five severities with from 0.6 to 1.0 
 

Table 3. The results of the fault diagnosis corresponding to fault types 

Diagnosis results (Average for 30sec) 
Fault types Severity Target 

y1 y2 y3 y4 y5 y6 
Final result 

(After 30sec) 
40% 0.6 0.565 0.001 0.125 0.042 0.009 0.029 0.607 SGTR  
80% 1.0 0.847 0.001 0.025 0.066 0.052 0.233 0.902 
40% 0.6 0.019 0.001 0.773 0.002 0.081 0.090 0.673 PZR SPRAY
80% 1.0 0.094 0.000 0.737 0.005 0.004 0.086 0.639 
40% 0.6 0.065 0.010 0.036 0.002 0.567 0.043 0.649 MSLB 
80% 1.0 0.024 0.102 0.016 0.064 0.283 0.058 0.815 

Table 4. The results of the fault detection corresponding to fault severities 

Diagnosis results (Average for 30sec) 
Fault types Severity Target 

y1 y2 y3 y4 y5 
Final result 

(After 30sec) 
40% 1.0 0.863 0.151 0.017 0.000 0.008 0.931 SGTR 
80% 1.0 0.031 0.000 0.000 0.006 0.979 0.995 
40% 1.0 0.816 0.267 0.028 0.008 0.020 0.934 PZR SPRAY
80% 1.0 0.073 0.074 0.065 0.065 0.719 0.974 
40% 1.0 0.593 0.270 0.211 0.090 0.002 0.817 MSLB 80% 1.0 0.056 0.091 0.128 0.313 0.661 0.952 
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value in training. The untrained data were evaluated by the trained model and the 
results are shown in Table 4. 

4   Conclusions 

The detection and diagnosis model was constructed by two-step networks. One is to 
classify the failure type and the other is to detect the failure severity. After training 
the model, the evaluated results showed the reliable to apply in the failure detection. 
But when the pattern of the parameters is similar, the results become deteriorated. 
Therefore, it is necessary to adopt other supplementary methods to increase the accu-
racy of the network models. 
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Abstract. A Kernel PCA based fault diagnosis system for biological reaction in full-
scale wastewater treatment plant was proposed using only common bio-chemical 
sensors such as ORP (Oxidation-Reduction Potential) and DO (Dissolved Oxygen). 
SBR (Sequencing Batch Reactor) is one of the most general sewage/wastewater 
treatment processes and, particularly, has an advantage in high concentration wastewater 
treatment like sewage wastewater. During the SBR operation, the operation status 
could be divided into normal status and abnormal status such as controller malfunction, 
influent disturbance and instrumental trouble. For the classification and diagnosis of 
these statuses, a series of preprocessing, dimension reduction using PCA, LDA, K-
PCA and feature reduction was performed. Also, raw data obtained from SBR were 
transformed to synthetic data or fusion data and the performance were compared with 
each other. As the results, the fault recognition rate using fusion data showed the better 
result than that of raw data of [ORP] or [DO] and the combination method of K-PCA 
with LDA was superior to other methods such as PCA and LDA.  

1   Introduction 

The SBR has an advantage to carry out biological nitrogen removal in a single reactor 
by maintaining aerobic and anoxic stages sequentially. The critical control target in 
SBR operation is the determination of switching time of air supply/stop (mixing) and 
influent feeding. In many cases, SBR control strategies depend on ORP or DO values 
[1]. The instrument fault diagnosis using current signature, vibration, acoustic noise and 
temperature have been previously studied in several fields [2]. However these fault detection 
techniques need additional sensors and instruments. Related to modeling a non-linear system 
like wastewater treatment, we already showed that the knowledge-based system was useful 
for the classification and diagnosis [3]. If a reliable operation diagnosis using DO and ORP is 
developed, this technique will contribute to small-scale wastewater treatment plant operation 
without additional instrument. 
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2   SBR (Sequencing Batch Reactor) Process and Faults 

2.1   SBR Process 

The SBR (Sequencing Batch Reactor) is a water treatment system operating a fill-
and-draw (batch) basis as shown in Fig. 1. 

 

Fig. 1. The cyclic operation of the sequencing batch reactors 

Although the basic principle of SBR, recently SBR system has been designed to adapt 
nutrient removal in wastewater. Jun et al. [4] showed the effect of fill ratio and aeration 
mode on nitrogen removal in swine wastewater treatment and suggested intermittent 
feeding of influent with the fill ratio of 1/12 at the anoxic step in sub-cycle operation (Fig. 
2). This operation mode was especially useful for high nitrogen wastewater such as swine 
wastewater may cause toxic effect on biological reaction. As shown in Fig. 2, a whole-
cycle of SBR consisted of 4 sub-cycles with 1hr anoxic and 3hr aerobic period. Because 
the most operation time is occupied with aeration time, the optimization and control of 
aeration are important. The full-scale SBR with effective volume of 20m3 and digester of 
30 m3 for swine wastewater treatment were installed in Kimhae City. The profiles of DO 
and ORP were obtained from full-scale SBR. In previous study, the process control using 
ORP or DO was performed with threshold method including set point of dORP/dt or 
dDO/dt. However, since these set points are affected by reactor and influent conditions, a 
periodical fine tuning of set point was required for stable control [5]. This study includes 
the evaluation and diagnosis of set points in threshold type controller.   

 
Fig. 2. Schematic diagram of overall SBR operating cycle 

2.2   Fault Selection 

For the purpose of this study, fault types in three categories-controller malfunction, 
influent disturbance and instrument trouble were selected. Table 1 lists the detailed 
definition of the selected malfunctions. 
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Table 1. Selected malfunctions 

Location Malfunctions Fault no. 
high F2 Set value in controller 

(dORP/dt) low F3 
extremely high F4 
high F5 loading rate 
no feeding F6 
scraper type F1(normal) 

Influent 

quality 
slurry type F7 

Instruments chemical pump trouble F8 

Aeration time in sub-cycle was controlled with threshold method using dORP/dt value 
as control parameter. If the set point of control parameter is too high, the mode change 
from aerobic phase to anoxic phase should be performed more rapidly and cause imperfect 
ammonium oxidation. In adverse, the under-evaluated set value results in over-aeration in 
aerobic phase. These problems are included into controller malfunction and a feed-back 
response against fault diagnosis is recommended. Fig. 3 show typical profiles of ORP and 
DO and fault cases during SBR operation. 
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Fig. 3. ORP and DO profiles 

3   Faults Diagnosis Algorithm 

3.1   Configuration of Proposed Diagnosis Algorithm 

Fig. 4 showed the diagram of fault diagnosis. ORP and DO values acquired from 
full-scale SBR were preprocessed by resampling, low-pass filtering and 
normalization. After FCM (fuzzy C-means) clustering, the normalized data were 
reduced by K-PCA (kernel principal component analysis) [8] and LDA (linear 
discriminant analysis) and then the feature vectors were produced. Using the 
Hamming distance measure, the test data were compared with the feature vectors 
and classified to each class from F1 to F8. Table 2 shows the data number for 
training and test, respectively. Here, the center vector for training was obtained by 
the clustering of several samples.  



 Kernel PCA Based Faults Diagnosis for Wastewater Treatment System 429 

 

 

Fig. 4. Diagram of fault diagnosis 

Table 2. The number of data 

Object F1 F2 F3 F4 F5 F6 F7 F8 
Training (centers of cluster) 3 3 3 3 3 3 3 3 
Testing 18 11 9 6 17 10 18 12 

3.2   Preprocessing 

The typical profiles of ORP and DO, obtained in a sub-cycle consisting of aeration 
and anoxic phase, were shown in Fig. 5 (a). As described above, the aeration phase 
plays the most important role in whole cycle and contains much information about the 
status of biological reaction. In this study, ORP and DO values in the aeration phase 
were applied to operation diagnosis. 
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(a) Original data of a sub-cycle                             (b) Preprocessed data 

Fig. 5. Results of preprocessing 

Because the aeration time in real plant is not fixed but varied with influent loading 
rate and operational condition, the dimensions of data had different range of time and 
needed to be normalized. The ORP and DO values in aeration phase applied to low-
pass filter with 20% cutoff frequency and normalized to have the range of 0-1 value. 
Fig. 5(b) shows an example of the preprocessing results of ORP and DO values. For 
more enhanced performance, the differential data, obtained by following equation (1) 
using of ORP and DO, were applied to feature extraction process and compared with 
the results from raw data. 

)1()( −−=∆ txtxx  (1) 
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3.3   Feature Extraction 

While the ORP values reflect the status of biological activity very well, they are too 
sensitive to system noise. On the other hands, since the DO values are affected by 
only oxygen concentration as the results of biological reaction, stable process control 
is possible, but only limited information as the diagnosis parameter are extracted. The 
basic idea of feature extraction is used on kernel PCA and LDA to map the input data into 
a feature space. The kernel PCA allows us to obtain the features with high order 
correlation between the input data samples. In nature, the kernel projection of data sample 
onto the kernel principal component might undermine the nonlinear spatial structure of 
input data. Namely, the inherent nonlinear structure inside input data is reflected with most 
merit in the principal component subspace [6]. Here, the applied kernel function is a 
Gaussian form as 

( )22exp),( σyxyxk −=  (2) 

To extract feature, we uses LDA as well as a kernel PCA so as to examine the 
discriminative ability of kernel principal components. In brief, LDA calculate the optimal 
projection matrix to maximize the ratio of the determinant of the between-class matrix of 
the projected samples to the determinant of the within-class scatter matrix of the projected 
samples [6]. 

In this study, four data set of [ORP], [DO] and synthetic data of [ORP DO] and fusion 
data were investigated to apply for diagnosis and compared with results from their 
differential data, respectively. Here, the fusion data were obtained from the summation of 
feature vectors of ORP and DO.  

3.4   Classification and Diagnosis 

A hamming distance of the feature vectors between observed and training data was 
calculated and the observed data were classified to three classes having minimum 
distance. 

=
−=−

n

i
ii yxyx

1

 (3) 

where, x  and y  are the feature vector of training data and test data, respectively. 

Real scale SBR was operated during about one year and ORP and DO data were 
acquired every 1 minute through PC interface. During the operation, reactor status can be 
divided to 8 cases of F1-F8 as shown in Table 1. The F1-F8 statuses have 18, 11, 9, 6, 17, 
10 ,18 and 12 data and the total number of training data were 101. Each status data were 
preprocessed and normalized to 100×1 vector as described earlier.  

Table 2 shows the summarized diagnosis results for [ORP], [DO], [ORP DO] and 
fusion data when used raw data or differential data. As results, the diagnosis result using 
differential data was superior to that of raw data, and the fusion data show better results 
than other data. Also, the results of combination of K-PCA and LDA were better than 
those of LDA or (PCA+LDA). Here the clustering number of training data was 3 and the 
dimensions of projection of PCA, K-PCA and LDA were 14, 14 and 7, respectively. 
Finally, the fault recognition rate in case of using only ORP or DO was around maximum 
97.03% and the fusion method showed better result of maximum 98.02%. 
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Table 2. Diagnosis results 

Performance  Feature 
Ext. method ORP DO [ORP DO] Fusion 
LDA 96.04 97.03 93.07 94.06 
PCA+LDA 96.04 96.04 94.06 96.04 Data 
K-PCA+LDA 96.04 97.03 94.06 96.04 
LDA 94.06 95.05 97.03 97.03 
PCA+LDA 95.05 96.04 97.03 98.02 

Difference 
of data 

K-PCA+LDA 95.05 97.03 97.03 98.02 

4   Concluding Remarks  

In this study, the fault diagnosis system for wastewater treatment plant was proposed 
using only common sensors such as ORP and DO. For the classification and diagnosis 
of these abnormal statuses, dimension reduction using PCA, LDA, K-PCA and 
feature reduction was performed. Also, raw data obtained from SBR were 
transformed to synthetic data or fusion data and the performance were compared with 
each other. As the results, the fault recognition rate using fusion data showed the 
better result than that of raw data of [ORP] or [DO] and the combination method of 
K-PCA with LDA was superior to other methods such as PCA and LDA. Moreover, 
the rapid fault detection by using only aeration phase signal made it possible to 
response against each fault case. The improved fault recognition rate in fusion data 
was thought to creative results in this study.  
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Abstract. Symbolic analysis of time series of economic indicators offers
an advantage of transferring quantitative values into qualitative concepts
by indexing a subset of intervals with a set of symbols. In a similar way,
computer codes routinely process continuous problems in a discrete man-
ner. This work explains an appealing analogy between the DNA code of
life and the symbol series derived from financial markets. In particular, it
is shown that similarity scoring schemes and the alignment gap concept
known in bioinformatics have even more natural and deeper analogies
in the economic systems. The symbolic analysis does not solely mean
a loss of information; in also allows us to quantify a similarity degree
between various financial time series (and their subsequences) in a rig-
orous way, which is a novel concept of practical importance in economic
applications. Our symbolic analysis concept is illustrated by two types of
market indicator series, namely the analysis of Dow Jones vs. NIKKEI
225 indices on one side, and the CZK/EUR exchange rate vs. Prague
money market rates on the other side. The present framework may also
yield a significantly reduced computational complexity as compared to
the neural networks in the class of similarity-comparison algorithms.

1 Introduction

It has been demonstrated in various research papers, and established in the
finance literature over the last decade, that by using the time series of indicators
on input, neural networks can be trained to predict both market trends and
short-time price movements patterns [1]. Nevertheless, if we predict numerical
values of the indicators rather than the direction of their change, the degree of
accuracy is substantially lower [2]. This is, in part, due to incomplete modeling
but also partial efficiency of the markets; bootstrapping of the time series allows
us to distinguish between these two effects [3].

From another point of view, the fact that full numerical values of indicators
(real numbers) are needed to predict partial changes (sign, trend) represents a
deep imbalance between the information content of the data required on input,
and the one obtained from data on output, which is well established in most
quantitative forecast methods in various subfields of economics [4].
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In this work broadly inspired by computer science algorithms from the area
of bioinformatics [5, 6], we develop a quantitative similarity degree between gen-
eral time series of indicators, and present a sequence-matching algorithms for
the symbolized sequences derived from the time series data. The bioinformatic
concept of gap insertion (sequence comparison) and generalized scoring functions
(symbol comparison) is elaborated upon. For the sake of clarity, we restrict our-
selves to a 5-letter alphabet α in this paper, {F, D, N, I, G}, which represents
the extreme fall, decrease, neutral trend, increase and extreme growth of each
indicator on a session-to-session basis. The limits of |α| → 1 (identity) and
|α| → ∞ (original series in a discretized numerical representation) clearly con-
fine our symbolic analysis, and will be analyzed in a subsequent study. Let us
note that the strings of symbols representing data series have one substantial ad-
vantage over the original numerical values: each particular letter in the alphabet
represents a set of values (market states), which allows for a natural aggregation
controlled by the size of the alphabet |α|. The boundaries of particular interval
bins can be easily fuzzyfied by applying continuous membership functions across
interval delimiters, if further loosening of symbol membership relation proves
advantageous [7].

The paper is organized as follows. Section 2 outlines two ways to define sym-
bols: apriori definitions of data intervals vs. ex-post discretization schemes based
on data histograms. Scoring schemes for symbol matching are tailored specifi-
cally for the indicator time series; we also explain the role and concept of gap
alignment (time delay) in sequence comparison. Section 3 defines the similar-
ity of symbol sequences and explains their actual alignment obtained with the
dynamic programming algorithm. Applications to various time series of indica-
tors from financial markets are analyzed in Section 4. Concluding remarks in
Section 5 close the paper.

2 Symbolization and Scoring

This section explains the relation of our approach to standard algorithms in
bioinformatics. First, the ex-ante and ex-post approaches to series symbolization
are explained and then the scoring scheme for symbol comparison is developed.

Computer science in recent years has extremely elaborated on the problem of
sequence comparison in the field of bioinformatics [5, 6]. Unlike from the usual
text analysis, which is based on matching the same characters (e.g. the search
functions implemented in wordprocessors), the comparison of two biological se-
quences (e.g. DNA) admits a character mismatch or insertion of a gap (blank) in
either sequence over the four-letter alphabet {A,C,G,T}. The rationale of these
concepts in biology are the errors in experimental methods (about 1-5 base
readout errors per 100 nucleotides) and the occasional loss of some fragments
(gaps in either sequence originating from reading intermissions or the presence
of impurities in the gel in DNA reader devices).

Notably, there exist even better economic rationales regarding gaps and mis-
matches in pattern matching of indicator time series. A symbol mismatch is
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Fig. 1. NIKKEI 225 symbol series of normalized returns: the symbols label values of
log(It/It+1). The alphabet is denoted as D=�, N=×, I=�, and full triangles for F
and G, respectively (cf. Fig. 2 for the numerical data series).

defined as
s1[i] 
= s2[j], i ∈ 1..T1, j ∈ 1..T2, (1)

while a gap means an insertion of a blank,

s1[i]
− or

−
s2[j]

. (2)

In economics terms, a time delay (or response interval) of certain length be-
tween various indicators corresponds to the finite response time. This is embod-
ied in the notion of the sequence gap, “−”. A symbol mismatch between two
aligned sequences may account for a presence of stronger market factor in one of
the time series, which acts in a different direction than the analogous factor in
the other time series (e.g. due to an incomplete theory). Such a mismatch then
represents a situation in which the effect of this factor appears irregular with re-
spect to the pattern searched. Unlike from bioinformatics where all mismatches
s1[i] 
= s2[j] are equally penalized, an economic mismatch has a more subtle
point: for instance, a mismatch between N (neutral) and I (increase) symbols
is certainly less serious than a mismatch between F (bearish) and R (bullish)
symbols. Be a and b two letters in the alphabet α; the scoring scheme is denoted
as p(a, b). A standard scoring scheme in bioinformatics is [5]

p(a, b) =
{

1 for a = b
−1 for a 
= b

. (3)
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With respect to the economic quantities, a more appropriate scheme would be
(mapping the alphabet α on the set of integers {-2,-1,0,1,2})

p(a, b) =

 0 if ia or ib equals 0
|ia| for a match ia = ib

−|ia − ib| for a mismatch ia 
= ib

(4)

The above scoring scheme accounts for time delays by filtering the neutral trend
(a =N or b =N) out (the first line in Eq. (4)). The penalty for gap insertion (cf.
Eq. (2) is denoted by the letter g, g < 0. Reasonable scoring schemes require the
matches to be preferred over mismatches, and any mismatch of the type a 
= b
to be preferred over an alignment of a with “ − ”, and “−” with b (i.e., any
mismatch score p(·, ·) should be larger than 2g in such a case). The maximum
value of the scoring function is denoted by pm in what follows.

Be {It}T
t=1 a series of indicators, and α = {Li}B

i=1 the alphabet consisting of
|α| = B symbols. An indicator It is assigned a certain symbol Li, iff

Ci−1 < It ≤ Ci, (5)

where Ci−1 and Ci are the delimiters of interval i, B is the total number of inter-
vals (bins), and C0 = −∞ and CB = ∞ formally. Alphabet symbols are assigned
ex-ante, in case the delimiters Ct are defined without apriori knowledge of the
data; if the symbols are assigned based on percentiles from data histograms, the
time series are symbolized ex post. The applications in Section 4 are based on
the latter method. Figure 1 shows the symbol time series of NIKKEI 225 index
in the period of 4-Jan-84 to 24-Oct-05 (5367 values). Symbol N is used in 30%
cases, D and I in 20% cases each, and F and G in 15% cases each.

3 Similarity and Sequence Alignment

This section briefly summarizes the two-step dynamic programming procedure
[8], namely the recursive fill of a scoring matrix for substring alignments, and
the reverse traceback procedure for generating the optimal alignment.

The alignment of two symbol series is defined as two sequences S1[t′] and
S2[t′] (t′ = 1..T ′ ≤ T1 + T2), where each sequence Si[t′] contains elements si[t]
in the same ordering as the initial sequence of symbols, except for possible gap
insertions. The similarity measure of the two sequences is defines as the aggregate
of similarity scores,

sim(s1, s2) =
T ′∑

t′=1

p(S1(t′), S2(t′)). (6)

In the above equation, the penalty score of g is applied in case S1[t′] or S2[t′] is
a gap (which is an extension to Eqs. 3-4).

The algorithm to find an optimal alignment of the two sequences in the above
setting is well known in computer science. First, a scoring matrix of size T1 + 1
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by T2 + 1 (rows 0 to T1, columns 0 to T2) is created and the 0-th row and 0-th
column initialized with 0 scores. Then the scoring matrix M [·, ·] is recursively
filled by

M [i, j] = max(M [i− 1, j] + g,M [i− 1, j − 1]
+p(s1[i], s2[j]),M [i, j − 1] + g). (7)

Depending whether the maximum in Eq. (7) was reached at the first, second, or
the third argument, a pointer to [i − 1, j], [i − 1, j − 1] or [i, j − 1] is stored in
a tracking matrix T at position T [i, j]. The actual alignment is obtained at the
same time by aligning s1[i] with s2[j] for a pointer to [i−1, j−1], or by aligning
s1[i] and gap, or s2[j] and gap in the other two cases. The traceback procedure
starts at the largest element of the last row of the scoring matrix. Overlapping
alignments are excluded by using a labeling vector. The standard algorithm from
Ref. [5] has been extended here in order to list all possible alignments with a score
higher than a desired threshold defined by x((T1)pm + (T1 − T2)g) for T1 ≥ T2.
The above described procedure is quadratic in terms of memory complexity
(T1 × T2); for sequences over the length of 10,000 we have also implemented a
slower version of the dynamic programming (DP) algorithm, which is linear in
memory space [9, 10].

4 Applications

In this section, the formalism developed above is briefly applied to two prototypes
of market comparison problems. First, two stock exchange indices in the US and
Japan are compared; second, empirical correlations are searched in the Czech
foreign exchange and interbank money markets by using the DP method.

4.1 Stock Exchange Indices: NIKKEI 225 and Dow Jones

Figure 2 (a) displays the NIKKEI 225 stock-exchange time series from 4 January
1984 to 24 October 2005, the longest Japanese stock exchange stock market data
series publicly available online from www.yahoo.com. Note the bubble burst in
1990, and the associated index volatility (or normalized returns on day-to-day
basis) in the upper part of the figure. Historical data from the US Dow Jones
Index (1 October 1928 to 24 October 2005) have been retrieved from the same
source for comparison. The Dow Jones time series (with a window inset for the
last 20 years) and the index volatility are plotted in Fig. 2 (b). The data are
symbolized by using a 5-letter alphabet based on the procedure described at the
end of Section 2.

In order to illustrate the power of our approach, we have selected an 8-day
segment of NIKKEI 225 series from the bubble formation period (data starting
from 8th of June 1987), s1=GINDNIDF, and searched for the analogous pattern
in the Dow Jones Index historical data. Table 1 shows the alignments obtained for
the first 27 hits with the highest score, and their location in the Dow Jones Index
sequence (symbol #). A scoring scheme with +1 for match, -1 for mismatch,
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(a)

(b)

Fig. 2. Index time series: (a) NIKKEI 225 - 5,367 entries, (b) Dow Jones - 19,349
entries
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Table 1. The alignment of 8-day NIKKEI segment starting from 8 June 1987 against
the symbolized Dow Jones Index series between 1 October 1928 and 24 October 2005

Align Hit Align Hit Align Hit
GINDNIFF 16145 GNI-DNIDF 2738 GINFDN-DF 10479
GINDNIDF # 6.0 G-INDNIDF # 4.0 GIN-DNIDF # 4.0
GI-DNIDF 9546 DINDNGDF 4587 IINDNNDF 10984
GINDNIDF # 5.5 GINDNIDF # 4.0 GINDNIDF # 4.0
GINDNGIDG 4654 NNNDNIDF 6331 GDNINIDF 11977
GINDN-IDF # 4.5 GINDNIDF # 4.0 GINDNIDF # 4.0
DINDDNIDF 7062 GINDNDDN 6981 NIIDNIDF 12193
GIN-DNIDF # 4.5 GINDNIDF # 4.0 GINDNIDF # 4.0
GINGDNFDF 9564 GGNDNNDF 7237 GINDIIDI 12476
GIN-DNIDF # 4.5 GINDNIDF # 4.0 GINDNIDF # 4.0
GIDNGNIDF 18283 GINDNINN 7570 NINDNIDN 12822
GI-NDNIDF # 4.5 GINDNIDF # 4.0 GINDNIDF # 4.0
GINDFIDI 2071 IINDNDDF 7780 GINDNNDN 13848
GINDNIDF # 4.0 GINDNIDF # 4.0 GINDNIDF # 4.0
GI-DNIIDF 2173 GIFDIIDF 10099 DINDNINF 14236
GINDN-IDF # 4.0 GINDNIDF # 4.0 GINDNIDF # 4.0
GIFFNIDF 2314 GIIN-NIDF 10212 GINDDIIF 14935
GINDNIDF # 4.0 G-INDNIDF # 4.0 GINDNIDF # 4.0

and -1.5 for the gap penalty has been used in this case. Note that the first
match, i.e. the alignment of s1 with s2’s segments located at 16,145 and 18,283
correspond to a similar economic situation: sharp market rise before eventually
strong corrections start to take place or the market bubble bursts.

4.2 Exchange Rate and Money Market Rate Correlations

The example in previous subsection illustrated the possibility of aligning sym-
bol patterns for markets of the same type. Although NIKKEI 225 and Dow
Jones indices were quite different, the symbolic analysis could unveil interesting
similarities in the series patterns. Another application of practical interest is to
study the time delay and propagation of policy effects among various markets.
Here we opt to use the CZK/EUR foreign exchange market, and PRIBOR in-
terbank money market as another example. Figure 3 shows the series of the two
indicators over the same period of 154 months (January 1993 to October 2005).
Let us note the dramatic spike in interest rates in May 1997 associated with a
speculative attack and depreciation of the Czech crown (CZK). Both markets
were highly correlated in this period as the Czech National Bank attempted to
withdraw liquidity from the domestic financial sector and to block the currency
attack. On the other hand, towards the end of the data series there is little corre-
lation between both markets. This corresponds to the abolition of parity system
for the Czech currency as a result of the speculative attack; also the currency
started to continuously appreciate as the Czech economy integrates into the EU
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(a)

(b)

Fig. 3. Monthly averages of (a) 1-Day Money Market Rate and (b) CZK-EUR exchange
rate (period of 12 years and 10 months)
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structures. Within this heterogenous type of the two data series, our symbolic
analysis can help us to study the time lags, with which the policy effects spread
from one market to another.

The time series of indicators from Fig. 3 were symbolized using the technique
described at the end of Section 2. The corresponding symbol sequences are shown
in Table 2. It is interesting to note that a randomly selected pattern from the

Table 2. Symbolized CZK/EUR and PRIBOR time series

Exchange Rate Sequence:
FGDGNDFFINDNNNNNININNIDDNNDINIINDDNNNDI
NDIFDDGINFFGGGGIFINGGDFFNFGFINDDGIGINDF
FNNIDDNDNGIFDDNNFIIFNNDFNIIFDFFDFFIDFGF
GNGIINNDNGGNDNIGNNFFDNNNNDFDDDINDIFDG
Pribor Sequence:
FGGGFDFGFFFIGFGFNNGIGGIIDDDIDIGDIINDDDG
INDGIDINININDGFFFIFIIGINGDDGFIFFFFFDFDD
DFNDDDDDDNNNNNNNNNNNNNDDNDDNINNIFDFNDFN
NFNDFNNNDFFDNNDNNNNNIGDGIINDFDFFNNNND

PRIBOR time series before the speculative attack (9 month period starting from
March 1996 to November 1996) aligns against the foreign exchange rate series
after the 1997 crisis (9 month period from August 1998 to April 1999) with a
high matching score:

Market String Location
PRIBOR FINDDGIGI 38
FX CZK/EUR GIN-DGIDI 67

This result has been obtained with the alignment equation (4). It demon-
strates how the present algorithm can be able to filter out irregular periods, in
this particular case the period of the 1997 crisis in the Czech Republic.

5 Concluding Remarks

In this paper, we have developed a symbolic analysis approach to comparing time
series of indicators. The symbolic approach allows us to align subsets of the time
series and rigorously quantify the similarity degree in such an alignment. It was
demonstrated that the symbolic analysis is capable of cross-market similarity
pattern recognition as well as filtering of irregularities and analysis of the time
delays.

It is also worthwhile to note that the present formalism opens application
perspectives even wider than those common in bioinformatics. Whilst biologists
typically perform search for sequences representing a certain gene in the full
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genome, it is also plausible in the economic analysis to search for market self-
similarities over various time periods and tick frequencies (fractal analysis), vary
the histogram periods in ex-post symbolization schemes, or study the effects of
the size of the alphabet on sequence alignment. In brief, the symbolic method in
economics is unrestricted as compared to the case of apriori given physiological
meaning of biological sequences. Further applications are deferred to the next
paper.
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Abstract. In this paper, the neural network is employed to learn the compli-
cated association of the stock information stream with stock price movement. In 
general, the positive stream of stock information is assumed to stimulate buying 
and increase the stock prices, and the negative stream of stock information is 
assumed to result in selling and decrease the stock prices. Based on the stock in-
formation entropy, the intensity for stock information stream is measured and 
applied to associating with the stock price movement with the aid of neural 
networks. Experiments illustrate the associations statistically. The results are 
helpful in probing the microstructure of the stock markets from a new angle. 

1   Introduction 

In finance, the stock price prediction based on stock information is an important fi-
nancial subject that has attracted attentions of numerous scientists and financial prac-
titioners for many years. As it is well-known, the stock market is a very complex 
system and there are plenty of factors influencing it. Even so, it is commonly believed 
that the stock information plays an outstanding role in shifting the market and acts as 
a hinge through which the information implements its leverage function on the mar-
ket. From one aspect, it involves an assumption that the past publicly available infor-
mation is predictive to future stock returns [7]. Consequently, it is never over-
emphasized to reiterate the functions of stock information. 

Various kinds of information, that influence the physiology of investors, are dis-
seminated to the stock market and motivate them to make decisions to trade. In gen-
eral, positive (good) information is assumed to stimulate buying, increase the stock 
prices, and move the market up. In contrast, negative (bad) information is assumed to 
result in selling, decrease the stock prices, and move the market down. The samples of 
such information include economic variables such as interest rates and exchange 
rates, industry specific information such as growth rates of industrial production and 
consumer price, and company specific information such as dividend yields, earnings 
announcements, annual reports announced by companies, the consumer price index 
(CPI), rumors, and emergency events in the world. 

For the relations between the stock information and the stock prices, most of pa-
pers focus on the stock market responses for particular stock information. Clearly, a 
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more comprehensive study of the impacts by stock information should not only con-
sider each piece of information, but also taking the total intensity of overall stock 
information stream into account. 

Before the era of the internet, the stock information was only published on the 
newspapers or broadcasted on radios and televisions, and people can read or listen to 
a very limited amount of the stock information each day. Nowadays, the stock infor-
mation permeates everywhere on the webs. On this condition, the direct measure of 
financial information intensity stream on a daily (or even a shorter time period) basis 
is beyond our ability. With the aid of the internet, the computers can process millions 
of pieces of the stock information extremely conveniently because the web lodges 
oceans of stock information and feeds the stock information to our computer termi-
nals through the internet carrier at ease. Although the reports on how the information 
influences the stock market have been quite a few, the research on the impacts of 
stock information in the cyberworld on the stock market is still little [2][6][9]. 

Comparing with the European and American stock markets, the Chinese stock 
market is still a teenager, and [6] listed many aspects that the Chinese stock market is 
different from mature markets. A conclusion in [6] implies that those special features 
in China make her market more coupling to the stock information. This paper offers 
an extension to the literature [6] by applying the entropy theory to reflect the rarity or 
popularity of a piece of information. The theory suggests that the information with 
less probability to occur insinuates a larger impact on the stock market. 

In the area of financial time series analysis, many results based on neural networks 
have been achieved [3]. This paper contributes to the field from the new aspect by 
studying the financial information in the internet instead of the traditional medias like 
newspaper, televisions. As a result, more stock information could be collected auto-
matically by computer harvesters and processed, as opposed to the handling of a par-
ticular information. 

The remainder of this paper is as follows. Section 2 states the process of under-
standing stock information on web based on the natural language processing tech-
nique. Section 3 exploits the associations of stock information with the stock market 
in experiments based on neural network. Section 4 concludes the paper. 

2   Parsing Web Stock Information Based on Natural Language 
Processing 

2.1   Harvesting Stock Information on Web 

The procedure of interpreting the web stock information is divided into two phases. 
First, we need to harvest the web stock information in the cyberworld, and save it into 
the database. Second, the work of natural language processing should be done. 

Our computer harvesters are coded in Java language and run on the J2EE platform. 
The computer harvesters collect some 200 principal Chinese financial information 
websites. For example, www.sic-cfi.com, www.cfi.net. cn, www.cnlist.com, www. 
chinabond.com.cn, www.cnfund.cn/jjcs.asp. 

The following is a sample webpage of Chinese information harvested from the 
internet on 2004-11-26 for a Chinese IT firm named Tongfang. The information is a 



444 X. Liang 

 

piece of typical bad information 1, stating that the IT industry in China in year 2005 is 
predicted worse. The information is as follows. 

<Time>2004-11-26</Time> 
<Title>the IT industry in China in year 2005 is predicted worse 2</Title> 
<Media>Journal of Chinese Market</Media> 
<Author>Xu Yaping</Author> 
<Text>Six leading companies predicted that the IT industry would be worse in 2005…</Text> 

In the beginning of the information, the published time, the title of the article and the 
author are listed in the brackets of <> </>. Then the text body follows. 

2.2   Strength of Stock Information 

In order to process the texts in the Chinese natural language in each piece of informa-
tion, we need to have the Chinese Word-and-Phrase Dictionary. A typical part of the 
dictionary, produced by the Institute of Computing Technology, Chinese Academy of 
Sciences, is exemplified as follows. 

share holder   n 40 
share holder meeting   n 1 
share   n 71 

system of stock shares   n 142 
interest on stocks   n 1 
... 

where n denotes noun, v denotes verb, and the numbers behind n and v are the occur-
ring frequencies qj (j∈J where J is the set of word indices) based on the statistics on 
principal Chinese newspapers. 

Another Chinese dictionary we hold to process the texts more precisely is the Chi-
nese Word-Association Dictionary, where two words are listed and those two words 
are frequently used in the same sentence. The word combinations and their statistical 
frequencies form the above dictionary. A typical part of the dictionary, also produced 
by the Institute of Computing Technology, Chinese Academy of Sciences, is exempli-
fied as follows. 

stock market@long term   2 
stock market@growth   1 
stock market@finance   1 
stock market@appear   3 
stock market@in a state   1 
stock market@create   1 

stock market@rebound   2 
stock market@repeat   1 
stock market@in succession   1 
stock market@management   1 
… 

 

In addition, we use the C++ open codes, produced also by the Institute of Comput-
ing Technology, Chinese Academy of Sciences, to process the Chinese texts of the 
stock information on web. 

The computer program first implements the divisions of Chinese word-phrases for 
the web stock information. 
                                                           
1  Taking into account the current advances of the natural language processing techniques, it 

should be an adequately satisfactory result if the computer can understand the typical bad or 
good news. 

2  The original language on the web is Chinese. The remainder of the paper about stock news  
on the web and its processing are all originally in Chinese and for the Chinese language  
processing. 
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The third dictionary is the user-dictionary. In this paper, about 430 typical Chinese 
“stock-related” keywords, associating with the corresponding emotion grade ηj in the 
interval [0,1], are also selected by us in advance for examining optimism or pessi-
mism of stock information. They are grouped into the user-dictionary. 

Based on the above three dictionaries, we can program in C++ and make the com-
puter “understand” the web stock information. The computer program examines the 
texts of web stock information and selected the words in our user-dictionary. The 
words and frequencies uj are then found for the above information, listed as follows. 
 
Group 1 (optimism) (J1 ⊂ J) 
predict a good market   3 
increase   1 
positive   1 
optimism   3 
... 
Group 2 (pessimism) (J2 ⊂ J) 
complaint   1 
fiasco   1 
pessimism   7 
ruin   1 
trap   1 
... 
Group 3 (negation) (J3 ⊂ J) 
not   8 

... 
Group 4 (grade) (J4 ⊂ J) 
very   8 
excess   1 
extraordinary   18 
... 
Group 5 (range) (J5 ⊂ J) 
all   7 
in succession   1 
... 
Group 6 (duration) (J6 ⊂ J) 
next year   11 
this year   4 
... 

 
Clearly, words and their frequencies show that the corresponding information is 

very bearish information. 
Intuitively, the impacting strength on the stock market of the information is not too 

weak according to ηj, uj and qj. Based on the optimistic and pessimistic words and 
their frequencies in Groups 1 and 2 comparing to the frequencies in the dictionaries 
by the NLP technology, the strengths are valued by the arithmetic calculations. For 

stock i, the strength is vi = 
∈∈

−
21 Jj j

j
j

Jj j

j
j q

u

q

u
ηη . A value of -0.02 for the information 

strength is given for the above example. 
In summary, the variable of strength of information is computed based on the fre-

quencies of the financial word phrases and also the strength by those word phrases. 
The larger the absolute value of the information strength, the heavier the information 
impacts on the stock market intuitively. 

2.3   Intensity of Stock Information Based on Entropy 

However, the impacts of the information is not solely decided by the value of strength 
of stock information. Instead, it is dependent on a number of factors. In our paper, we 
additionally consider the rarity of the information. If such kind of the information 
rarely occurs, it normally has more impacts on the stock market. In contrast, if the 
similar information occurs repeatedly in the historical observation period, it normally 
has less impacts on the stock market. The larger the value of rarity, the less frequently 
the similar information occurs. 
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For convenience, we use the variable popularity, as opposed to the term rarity. The 
popularity of the information is based on the probability that the similar bullish or 
bearish information occurs in the historical observation period. The larger the popu-
larity value, the more frequently the similar information occurs. For example, the 
popularities of the variety of information could be [ very bearish, bearish, mean, bull-
ish, very bullish ] = [ 0.15, 0.27, 0.29, 0.20, 0.09 ], respectively. 

Let S = { sn : n = 1, ... , N } be a set of events, with occurring probability for event 

sn as 0 ≤ pn ≤ 1 where 1
1

=
=

N

n
np . The entropy for event sn is defined as 

nn psI log)( −= . Clearly, the smaller pn, the larger I(sn) is. This is consistent with our 

intuition. The less the event sn occurs, or the smaller the probability pn, the more in-

formation it carries when occurring, namely the larger nplog−  is. For example, for 

the small firms in the stock market, since it is normally given less attentions, there is 
less information for its stock. Once a piece of information for this stock arrives, the 
response of its stock price is more likely to be vehement, illustrating that this stock 
information holds more information. 

The popularity is then transformed into the entropy. In the above example, the en-
tropies for them are derived from taking the negative logarithms with the base 2, 
which are [ 2.737, 1.889, 1.786, 2.322, 3.474 ]. The larger the entropy value, the 
heavier the information impacts on the stock market. In the above example, since it is 
a very bearish information, the entropy is 2.737. 

The term of strength of information does not duplicate the term of the popularity 
and entropy of information. For example, assume a piece of information is good in-
formation with many “bullish” words. As a result, the strength of this information is 
large. However, there is so much bullish information in that period of time. Conse-
quently, the popularity of the information is large, too, and the entropy is small. The 
total result of the information may not be large. 
As a result, the intensity of information θi is found by multiplying the strength of 
information and its entropy, namely θi = -0.02 * 2.737 = -0.055, and put into the cor-
responding XML tag, <InformationIntensity>-0.055</ InformationIntensity>. 

2.4   Contents of Other Tags 

Likewise, the duration impacted di can be calculated based on the enumeration of the 
words in Group 6, and we obtain <DurationImpacted>0.72</DurationImpacted>. The 
range of investors that the information impacts is scaled into [0,1]. Since the informa-
tion comes from the Journal of Chinese Market, the newspaper about the market with 
a relatively wide-range of readers in China, the CirculationRange of ci = 0.5 is as-
signed, <CirculationRange>0.5</CirculationRange>. There is a list for all kinds of 
media subjectively given in advance, and the corresponding CirculationRanges can be 
found in the list. In addition, the status like the bear or bull market and the status in 
the corresponding industry are marked with a number in [-1,1]. In 2004, the Chinese 
stock market in general is bearish. As a result, the StockMarketStatus is set to be  
ai = -0.5, and <StockMarketStatus>-0.5</StockMarketStatus>. Also, the IT industry 
is bearish, and the IndustryStatus is set to be bi = -0.3, and <IndustryStatus>-0.3 
</ IndustryStatus>. 
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3   Experimental Study 

3.1   Data Set 

The above example is just one piece of information in the Tongfang’s web informa-
tion set. In this section, we train neural networks by a relatively larger set of exam-
ples. Totally, some 500 pieces of information were harvested in our study. The data 
are divided into 2 sets. The training pattern set consists of 420 pieces of information 
and the testing pattern set consists of some 80 pieces of information. It is admitted 
that the data set is not very large. The internet usage in China is not as popular as in 
the developed countries. However, as an exploratory subject, it is still worthy to in-
vestigate it. 

3.2   Psychology-Delay 

The stock returns during the corresponding period are also collected for observations. 
We also notice that on day of 2004-11-26 the intensity is -0.055 and the actual stock 
return was -0.006 (or the stock price was decreased by 0.6%). The stock prices there-
fore moved to the correct directions as anticipated. 

Noticing that at the time when the stock information publishes, several scenarios 
may happen. First, the stock information publishes after the close of the stock market. 
In this case, the quickest response for the investors has to be delayed to the next trad-
ing day. Second, a portion of investors may not receive the information instantane-
ously, e.g., they may be in the meeting. Third, some investors may hesitate to trade, 
leading to a psychology-delay, before they make a decision. Moreover, the financial 
experts normally produces the anticipation for some stock information, for example, 
the earnings announcements, and the market already absorbed the information par-
tially somewhat early. In that case, it may therefore be reasonable that the psychol-
ogy-delay is negative. This is consistent with the hypothesis of semi-strong form in 
financial theory. In summary, we assume that the duration of psychology-delay is {-ξ, 
… , ψ}, where 0 < ξ, ψ. The existence of psychology-delay yields to a new observa-
tion period as { -K + s, … , -1 + s}, where s ∈ {-θ, … , ψ}. Let pi(k) be the stock price 
for firm i on day k, k = -K + s, … , -1 + s, s. Let ∆pi(k) = pi(k) - pi(k - 1) be the abso-
lute value of stock price changes for firm i on day k, k = -K + 1 + s, … , -1 + s, s. 

We attempt to find the maximal absolute stock price change in the observation pe-
riod. Let S be the index set for this maximal change |∆pi(s)|, s ∈ {-θ, … , ψ}, 

}})1()({maxarg:{'
},,{

−−=
−∈

spspsS ii
s ψξ

. 

S ' may hold more than one elements. For example, if |pi(s1)-pi(s1-1)| = |∆pi(s2)-
pi(s2-1)|, s1 ≠ s2, then, s1 and s2 both are in S '. We are only interested in the index with 
the smallest absolute value since this value is mostly associated with the stock price 

changes, hence }}{min:{
'

ssS
Ss∈

=  is obtained. Clearly, S is non-empty. Sometimes, 

there are two elements in S - in this case, one must be positive and the other one must 
be negative, and the positive one s* is regarded as the best one. Finally, we obtain the 

optimal index Ss ∈* . 
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3.3   Entropy and Intensity 

In our experiment, the popularity of the variety of information is expressed in prob-
abilities [very bearish, bearish, mean, bullish, very bullish ] = [ 0.15, 0.27, 0.29, 0.20, 
0.09 ], respectively. As a result, the entropies are [ 2.737, 1.889, 1.786, 2.322, 3.474 ]. 

We have some cases for the different numbers of pieces of web stock information 
on one day. If there is only one piece of web stock information on some day, the stock 
 

Table 1. Samples of information intensities 

date information (#1) information (#2) 

strength entropy intensity = 
strength*entropy strength entropy inten-

sity
08-02 0.5 2.322 1.161 0.005 1.889 0.009
08-10 0.01 2.322 0.023
09-10 -0.005 1.786 -0.009
09-20 0.005 2.322 0.012
09-29 -0.01 2.322 -0.023 -0.02
10-12 0.005 2.737 0.014 0.002 2.737 0.005
10-15 0.005 3.474 0.017
11-18 0.02 1.889 0.038 0.01 1.786 0.018
11-22 -0.01 2.322 -0.023
11-24 0.005 2.322 0.012
11-26 -0.02 2.737 -0.055 0.002 2.322 0.005
11-30 -0.005 2.322 -0.012

 
 

information (#3) 

strength entropy intensity 
intensity 

-0.01 2.322 -0.023 1.147 

   0.023 

   -0.009 

   0.012 

0.005 2.322 0.012 -0.012 

   0.019 

   0.017 

0.005 3.474 0.017 0.073 

   -0.023 

   0.012 

   -0.05 

   -0.012 
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return on that day will be used in the experiments directly. If there is more than one 
piece of web stock information on the same day, the intensities of the all the informa-
tion on that day are aggregated before associating them with the stock market (see 
Table 1 for some examples). 

3.4   Training by Neural Networks 

Like the architecture of neural networks in [7], we also consider the impacts of all the 
L days in the period and apply a sliding window. As a result, for stock i, The input 
vector of the neural network becomes Xi(k) = (θi(k+1), θi(k), θi(k-1), … , θi(k-L+1), 

di(k), ci(k), ai(k), bi(k), ri(k), ri(k-1), …, ri(k-L+1))
τ
 ∈ R

(2L+5)×1
 where  (•)τ denotes the 

transpose of (•), and the output is ri(k+1) ∈ R. This works better since using the older 
information takes into account the influence of the past information intensities. 

The neural network learns the mapping without any prior knowledge. If the neural 
network cannot learn the patterns, a new hidden neuron is added. At the time when 
the mapping is learned, H = 107. Then we try to prune away some hidden neurons 
based on the orthogonal projection methods [4][5]. Finally, the neural network with  
H = 42 is obtained. 

 

Fig. 1. The actual and predicted stock price movements for the firm Tongfang. The dark line is 
the actual stock price movement and the shallow line shows the price movement given by the 
trained neural network. From 2000-01-01 to 2000-08-31, the data are training data. From 2000-
08-31 to 2000-12-29, the data are testing data. The prices are in RMB. 

The parameter L in the input patterns is selected experimentally. If L is too small, it 
may not convey enough older information; if L is too large, it leads to unnecessarily 
large number of input ports and makes the network superfluous. In experiments, it 
appears to us that L = 3 (in general a piece of the information will not influence the 
market more than 3 days) gives the satisfactory results. After the neural network is 
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trained, we predict pi’(k+1) on a day-by-day basis. For example, on the testing day 
2004-11-26 (for simplicity we write k+1 = 2004-11-26), we know Xi(k) and also 
θi(k+1) on the testing day. Hence pi’(k+1) is computed based on the trained neural 
network. On the next trading day, let k = 2004-11-26 and k+1 = 2000-11-29. No  
matter the network predicts correctly or not, the actual pi(k+1), as opposed to the 
predicted one pi’(k+1), is transformed and rolled into the input vector Xi(k). This is 
because on the next testing day, the real pi(k+1) occurred in the last day is already 
known. 

The performance of the trained neural network is shown in Fig.1. 

3.5   Discussions 

The dynamic input fashion is adopted and the information intensity based on entropy, 
as opposed to the information strength [6], is utilized to allot the appropriate impact 
for the stock information, For comparison, the correct predictions of return signs in 
this paper is 54 trading days, and this gives to an overall correct rate of 65.9%, en-
hanced by some 6% over the result in [6]. [6] also provides experiments for predicting 
the absolute amplitudes of stock price changes although no change directions are 
stated and comparable. The absolute predicting errors in [6] are less than 28%, while 
the same measure in this paper is less than 13%. The reason that prediction rate is 
largely improved may owe to the introduction of much more semantic information on 
web and also a better NLP program. In addition, the sole-volume-based amplitude 
estimation approach may accumulate the effects of two pieces of information with 
opposite emotions which should be cancel each other if correctly handled. 

4   Concluding Remarks and Future Work 

The stock information intensity is modeled based on stock information entropy and 
the NLP technology. The information intensity is related to the stock price move-
ment and also provides the clues to the shifting of the stock market. The trained 
network accomplishes the mapping-learning task and establishes the association of 
the stock information stream with the stock price movements with certain acceptable 
precisions. 

Our results also raise more interesting issues for the future research. Firstly, in the 
bear market, bad information influences the market more severely than good informa-
tion, or the asymmetry phenomenon should be addressed separately for the bear mar-
ket. As a matter of fact, the introduction of entropy makes this work pretty simple - a 
weighted entropy can be employed to reward the bad information a larger value and 
the good information a smaller value. Secondly, we need to consider the orders and 
distances between the financial words and phrases. Thirdly, the uncertainty for the 
whole stock information system shall be depicted by the information entropy and 
shall offer us an insightful contour for the microstructure of stock market. 
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Abstract. This paper discusses the application of support vector machine 
(SVM) in stock price change trend forecasting. By reviewing prior research, 
thirteen technical indicators are defined as the input attributes of SVM. By 
training this model, we can forecast if the stock price would rise the next day. In 
order to make best use of market information, analyst recommendations about 
upgrading stocks are employed. So we put forward an improved method to 
evaluate if an upgrade classification of SVM is reliable. In our method, recom-
mendation accuracy is first calculated according to historical advice. Then the 
more objective relative accuracy is deduced by considering the influence of to-
tal stock market index. Moreover, improved model is examined with the real 
data in Shanghai stock exchange market. Finally, we discuss some interesting 
hints to help readers understand this model more explicitly. 

1   Introduction 

SVM offers remarkable generalization performance in many areas such as pattern 
recognition, text classification and regression estimation. Recently, some researchers 
deal with the application of SVM in time series forecasting. They concern about how 
to make precise value prediction by means of support vector regression.  However 
this is difficult since stock time series are random walk and non-stationarity. Obvi-
ously, we can make profit if we can forecast the direction of change of stock price. In 
this paper, we attempt to achieve this by using support vector classification. 

As Einstein told Born, you believe in a God who plays dice, I believe in complete 
law and order [6]. If we could know the predictive model and all parameters, the stock 
price could be exactly predicted. However that is impossible in reality. News articles 
are adopted to make up the lack of stock market information [3]. But text-mining 
technique is still not mature to extract valuable and concise information. Moreover, 
authors are not experts, even cannot correctly using terms and expressing information. 
Third, analyst recommendations are more authoritative since analysts understand the 
stock market better. Also, the data are often structurally expressed. 

The rest of the paper is organized as follows: In Section 2, we discuss some key 
factors, input attributes of C-SVC and the methods of using analyst recommendations. 
The experimental results are shown in Section 3 and concluded in Section 4. 
                                                           
*  This work is supported by the National Science Foundation of China (60435010), National 

Great Basic Research Priorities Programme (973 Program: Grant No.2003CB317004) and the 
Nature Science Foundation of Beijing (4052025). 
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2   Improved Trend Prediction Model 

2.1   Some Key Factors About C-SVC 

One main factor when using SVM is how to select kernel function. Linear kernel, 
polynomial kernel, RBF and sigmoid kernel are usually adopted. In this work, we use 
general RBF kernel function with two parameters: C  and γ  [1]. The accuracy of 

SVM depends on selecting appropriate parameters in training procedure. The cross-
validation is preferable for this procedure [5]. In v-fold cross-validation, we divide the 
training set into v subsets of equal size. Sequentially one subset is tested using the 
classifier trained on the remaining v-1 subsets. Thus, each instance of the whole train-
ing set is predicted once so the cross-validation accuracy is the percentage of data that 
are correctly classified. This can also effectively avoid the over-fitting problem. 

In order to approximate the cross-validation rate, we also use grid-search, an auto-
matic grid and pattern search approach, iterating through ranges of parameters to find 
the optimal parameter values [5]. Though it is time-consuming, this approach does an 
exhaustive parameter search. And the computational time is not much more than other 
advanced methods since there are only two parameters. Furthermore, the grid-search 
can be easily paralleled because each ( C ,γ ) is independent. 

2.2   Input Attributes of C-SVC 

By reviewing prior research, thirteen technical indicators, presented in Table1, can be 

used as the input attributes of C-SVC [2]. Where tC , tL  and tH  are the closing 

price, the low price and the high price at time t , respectively. tMA  is the moving 

average of closing price during the last t  days and is defined as 11
/

n

t ii
C t− +=

. 

2.3   Employing Analyst Recommendations 

By training C-SVC, we can forecast if the price of a stock will rise in next day. Then 
how can we estimate the reliability about an upgrade prediction? It is available that an 
analyst familiar with a stock advises its price will upgrade. In this subsection, we 
attempt to distinguish which predictions are reliable in recommendations periods --- 
the special terms in time series. There are many types of recommendations, such as 
stock target price and upgrading stocks advice [7]. In this paper, they are upgrading 
stock advice in a short or middle term. Professionally [8], we define the short terms as 
from next day to 45th natural day, and the middle terms from the 30th to the 120th. 

Obviously, analyst is familiar with the forecasted stock is very crucial. If he has 
accurately advised the rise of the stock price, his recommendations and the stock price 
can be considered as positive correlation, or else being inverse correlation. Therefore, 
recommendation accuracy is first evaluated according to the stock price in his former 
advice term. In addition, total stock market index may produce disastrous influence 
on stock price. For example, most of stocks will downgrade when total stock market 
index drops. Hence we can consider it as accurate with rise or even unchanged price 
vs. downgrading total market index. Thus we will calculate relative recommendation 
accuracy and eliminate market influence. 
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Table 1. The following 13 technical indicators are calculated with daily price features. By 
training C-SVC with these 13 input atributes, the trend of stock price will be forecasted. 

Attribute Formula Description 

DateID t  The t th−  day in the time series. 

%K ( ) /( ) 100t t n t n t nC LL HH LL− − −− − ×

Comparing a security’s price closed 
relative to its price range over n days. 

Where tLL  and tHH mean the low-

est price and highest high price during 
the last t  days. 

%D 
1

0
% /

n

t ii
K n

−
−=

 Moving average of %K. 

Slow %D 
1

0
% /

n

t ii
D n

−
−=

 Moving average of %D. 

Momen-
tum 4t tC C −−  Measuring the amount change of a 

security’s price over four days. 

ROC / 100t t nC C − ×  
Price rate-of-change. It displays the 
difference between the current price 
and the price n days ago. 

Williams’ 
%R 

( ) /( ) 100t n t t n t nHH C HH LL− − −− − × A momentum indicator measuring 
overbought/oversold levels. 

A/D Os-
cillator 1( ) /( )t t t tH C H L−− −  A momentum indicator associating 

changes in price. 
Dispar-

ity5 5/ 100tC MA ×  The distance of current price and the 
moving average of 5 days. 

Dispar-
ity10 10/ 100tC MA ×  10-day disparity. 

OSCP 5 10 5( ) /MA MA MA−  The difference between two moving 
averages of a security’s price. 

CCI 
11

11

( ) /(0.015 )

( ) /3

/

/

t t t

t t t t

n

t t ii

n

t t i ti

M SM D

where M H L C

SM M n

D M SM n

− +=

− +=

−

= + +

=

= −

Commodity channel index. It meas-
ures the variation of a security’s price 
from its statistical mean. 

RSI ( )1 1

0 0

100 100/

1 ( / ) /( / )
n n

t i t ii i
Up n Dw n

− −

− −= =

−

+

Relative strength index. It is a price 
following an oscillator that ranges 

from 0 to 100. Where tUp and tDw
mean upward and downward price 
change at time t, respectively. 



 Stock Time Series Forecasting Using SVMs Employing Analyst Recommendations 455 

 

Let’s explain our improved algorithm in detail with an example as follow. Assure 
analyst advises the price of a stock (e.g. 600801S ) will rise in a short period since 

time st . Hence this period ( Rperiod ) would be from 1st + ( 1t ) to 

4 5st + (
4 5t ). Total stock market index is named as 

t o t a lS . Let 

1, , mRperiod Rperiod  denote all recommendation periods preceding to Rperiod , 

0jt  is the time when analyst give the j th−  recommendation. Firstly, the relative 

upgrade ratio in t th−  trading day of jRperiod  ( jtRUR ) can be got as formula (1).  

0 0
/ 1, / 1,jt jt jt jt jt jt jt jt jtIUR IP IP TUR TP TP RUR IUR TUR= − = − = −  (1) 

Where 
jtIP  and 

j tT P  are the closing price of 
6 0 0 8 0 1S  and 

t o ta lS  in t th−  trading 

day of jRperiod , respectively. 
0jtIP  and 

0j tT P  are the closing price at time 0jt . 

Hence 
jtIU R and 

jtT U R are the upgrade ratio of them. As depicted in Fig.1, rela-

tive upgrade ratio (
jtR U R ) is increased and decreased at time 8t  and 1 1t respec-

tively, since total stock market index drops and rise. 

 

Fig. 1. Note that each value is the upgrading ratio of closing price in i-th day (
jtIP /

jtTP ) to that 

in which analyst give the recommendation (
0jtIP /

0j tT P ). Relative upgrade ratio 
jtR U R  

enhances in 8-th day since total stock market index drops, and contrary in 11-th day.  

Then 
kt

RACR , the average tRUR  for 600801S  in 
1, , mRperiod Rperiod , should 

be evaluated according to equation (2). Note that for each kt  in Rperiod , all former 

recommended days before kt  should be employed.  

1 1 1 1

( )
j

k i

tdm k m

t jq t j
j q i j

RACR RUR RUR td k
= = = =

= + +  (2) 

Where jtd  is the number of trading days in jRperiod . Finally we can evaluate the 

reliability of upgrade forecast at kt  by the follow two formulas.  

01,
sgn( )

0, 0
k k

k k k

k k

t t

t t t

t t

RACR RUR
ACC RACR RUR

RACR RUR

− >
= − =

− ≤
 (3) 
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, , {0,1}
k k k k kt t t t tCon ACC UFC ACC UFC= ∧ ∈  (4) 

Where sgn is a denote function, 
ktU F C  is the upgrade forecast at kt  by training  

C-SVC, 
kt

Con is the final forecast result through logical AND rule. If 
kt

Con  equate 

to 1, the upgrade forecast is reliable, otherwise being not reliable. 

3   Research Data and Experimental Results 

3.1   Data Set 

In this study, we use the daily stock price index in Shanghai stock exchange market. 
The period of training data is from 01/01/2003 to 01/31/2005 and the period from 
02/01/2005 to 09/30/2005 is for testing data. Based on the formulas in Table1, thir-
teen input attributes are first calculated. Each attributes is normalized and scaled into 
the range of [0, 1]. The changing trend of stock price in next trading day is catego-
rized as “0” or “1”. If the closing price in next day is 0.5% higher than the current, the 
class label of the current day is “1”, else “0”. In addition, more than 399 analyst rec-
ommendations about 218 stocks were employed [7]. Where about 221 recommenda-
tions belong to short term and the 178 belong to middle term. 

3.2   Experimental Results 

The popular LIBSVM is used to perform our experiment [4]. After scaling the train-
ing data, we train it with five-fold cross-validation and grid-search. In view of the 
pages restriction on the paper, we only depict the training result about 6008 01S . The 

best probability estimates about ( , ,C γ correct rate) is (0.94278, 3.86375, 63.843) and 

95 of total 158 samples in testing data set are classified. 

Table 2. Three stock upgrade are forecasted with C-SVC (UFC=1).  By employing analyst 
recomemdations, only two are conformed (Con=1). Hence the uncorrect upgrade forecast in 
9/21/2005 is excluded by using C-SVC and analyst recomemdations meanwhile. 

Date ACR RUR UFC ACC Con Class Label 

2005-8-22 0.031154 0.02642 0 1 0 1

…… 

2005-9-21 0.044926 0.1114 1 0 0 0

……

2005-9-26 0.045076 0.03441 0 1 0 0

2005-9-27 0.044741 0.01289 1 1 1 1

2005-9-28 0.044477 0.01911 1 1 1 1
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As listed in Table2, for 6008 01S , there are three upgrade predictions (UFC=1) in 

testing data but only two are conformed (Con=1). So in this case, an error upgrade 
forecast of C-SVC is excluded by employing improved forecast model. In order to 
verify our improved model roundly, more stocks are tested and most get better results. 

4   Conclusions 

Due to random walk and non-stationarity, we attempt to analyze the forthcoming 
trend rather than predict regressive values. In order to make best use of market infor-
mation, we put forward an improved model by employing analyst recommendations. 
We explain relative recommendation accuracy and logical AND rule correlative to 
total stock market index. Based on this forecasting model, we can distinguish if an 
upgrade forecast of C-SVC is reliable. Experiments are conducted to evaluate the 
performance of the model based on actual data during recent three years. The results 
indicate that recommendations really contribute to stock trend forecasting. 
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Abstract. This paper presents a novel method for predicting the stock index 
based on the multiclass classification. The strategy firstly discretizes the stock 
index to different interval and assigns a class label to each interval, which 
yields a multiclass classification problem. After briefly reviewing multiclass 
classification algorithm, a multiclass classifier based on analytical center of ver-
sion space is proposed and applied to stock index prediction. Experiments on 
shanghai stock index demonstrates that the strategy of stock index prediction 
proposed is validated and of practical value. 

1   Introduction 

Because of stock index series with highly noise, non-linearity and non-stationarity 
intrinsically, classical statistical methods [1][2] based on the assumption that series is 
stationary, remainders normal and independent, is always ineffective. Neural net-
works for their high non-linearity, self-adaptation, and function approximation power, 
has broadly been popular in prediction fields [3][4], but their intrinsic flaws such as 
local minima severely confine their practical application. In stock market, investors 
are mainly concerned about the direction and amplitude of stock index fluctuation, in 
addition, accurately predicting the stock index is very difficult for its highly non-
linearity and non-stationarity. Therefore, a multiclass classification strategy is pro-
posed to predicting the interval of stock index. The strategy firstly discretizes the 
stock index to different intervals, assigns a label to each interval so that stock index 
prediction is embedded into multi-classification framework.  

Nowadays, the prevalent approach to multiclass classification is the “one versus 
all” (OvA) approach, which makes direct use of “standard” binary classifiers to train 
the output labels. Using the OvA approach, k classifiers must be constructed by re-
peating separating a single class from all the others for k-class problem, which leads 
to daunting computation and low efficiency of classification. Refs. [5][6] transform k 
class problem into m<k one by encode, which relieves inefficiency of OvA strategy to 
some extent. Ref. [7] proposes multi-class classifier based on SVM, which corre-
sponds to a simple quadratic optimization and needn’t repeating reconstructing proce-
dure as OvA strategy does. However, because SVM corresponds to the center of the 
largest inscribed hypersphere in version space [8][9], thus when the version space, i.e. 
the space of hypotheses consistent with the training data, is elongated or asym- 
metric, SVMs are not very effective. Therefore, a multi-class classifier based on the 
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analytical center of version space (MACM) is proposed to address the above prob-
lems and applied to stock index prediction. 

2   Pre-processing of Stock Index Series 

Given the stock index series
1{ }N

t tx =
, calculate the relative difference series of stock 

index series 1
1{ }N

t tr −
= : 1

1

100t t
t

t

x x
r

x
−

−

−= × , then by moving window with width d transform 

the time structure of stock index series into spatial structure 1
1{ }N d

i iX − −
=

, 1}{ −+
== di

itti rX . 

According the decision of investors, define the label corresponding to the iX  as 

1              if 

0 if 

1               if 

i d

i i d

i d
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y lower r upper

r lower

+

+

+

≥
= ≤ <

− <

, 

where upper and lower represent threshold determined by investors. If 1iy = means the 

chance to buy, 1iy = −  the chance to sold, 0iy = standby. The meaning of stock index 

pre-processing lies in that pre-processing suppresses the noise, mitigates the non-
stationarity and caters for the need of investors. The above pre-processing yields the 
multi-classification problem with training input 1

1{ }N d
i iX − −

=
, and the corresponding output 

1 1
1{ } { 1,0, 1}N d N d

i iy − − − −
= ∈ − + . Next section formulates the multi-classifier based on analyti-

cal center. 

3   Multiclass-Classifier Based on Analytical Center 

To facilitate the formulation of multiclass-classification based on analytical center of 
version space(MACM), some definitions are introduced as follows. 

Definition 1 (chunk). A vector 
1( , , )kdv v=v  kd d d∈ ℜ = ℜ × × ℜ , is broken into 

k chunks 
1 k( , , )v v where the i-th chunk, ),,( *11)*-( didii vv +=v . 

Definition 2 (Expansion). Let Vec(x,i) be a vector dx ℜ∈  embedded in kd dimen-

sions, by writing the coordinates of x in the i-th chunk of a vector in kdℜ . Denote  
by 0  the zero vector of length . Then Vec(x,i) can be written formally as the 
concatenation of three vectors, Vec(x,i)= kddiki x ℜ∈− ),,( )*(1)*d-( 00 . Finally, Vec(x,i,j) = 

Vec(x,i)- Vec(x,j), is the embedding of x in the i-th chunk and –x in the j-th chunk of a 

vector in kdℜ . 

Definition 3 (Piecewise linear separability). The point sets , 1, , ,iA i k= represented 

by the metrics kiA imdi ,,1, =ℜ∈ ×  (k represents the class number), are piecewise 

linear separable if there exists and , 1, , ,i d iw i kγ∈ℜ ∈ℜ =  d represents the dimension 

of point, such that 
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,  

, 1 , , ,  ,  1 , ,

i i i i j j

i

A w A w

i j k i j m

γ γ− > −
= ≠ =

. 
(1) 

Definition 4 (piecewise linear classifier). Let 1( , , )kw w w= be a set of k vectors, 

where 1 *( 1) 1 1( , , )k k d d dw w + + +∈ ℜ = ℜ × × ℜ . Given a new point 1+ℜ∈ dx , the piece-

wise linear classifier is a function { }kf d ,,1: 1 →ℜ +  

1, ,
( ) arg max i

i k

f x w x
=

′= . (2) 

where argmax returns the class label corresponding to the maximum value. 
To simplify the notation for the formulation of multiclass classifier based on ana-

lytical center of version space(MACM), we consider an augmented weight space as 
follows. 

Let 1 1,  ,
1

i i
i d i dA w

A w
γ

+ += ∈ℜ = ∈ℜ 1, , ,  i k= 1, , im= , then the inequality (1) can 

be rewrote as 

0 ,

, 1, , , ,  1, ,

i i i j

i

A w A w

i j k i j m

− >
= ≠ =

. (3) 

Let 1 k*( 1) 1 1( , , )k d d dw w w + + += ∈ ℜ = ℜ × × ℜ . According the definition 2, embed-

ding iA
~ into 1)(*k +ℜ d  space, the inequality (3) becomes as follows: 

(V ec ( , )-V ec ( , ))  0 ,  

, 1, , , ,  1, ,

i i

i

A i A j w

i j k i j m

>
= ≠ =

. (4) 

Considering that 

V ec ( , ) V ec ( , )-V ec ( , ) , 

, 1, , ,   ,  1, ,

i i i

i

A i, j A i A j

i j k i j m

=
= ≠ =

. (5) 

Thus, the inequality (4) can be rewrote as follows: 

Vec ( , ) 0,  , 1, , ,

,  1, ,

i

i

A i, j w i j k

i j m

> =
≠ =

   . 
(6) 

The inequality (6) represents the version space of w . Define the slack variable 

, , V ec ( , ) ,  

, 1, , , ,  1, ,

i
i j

i

S A i, j w

i j k i j m

=

= ≠ =
. 

(7) 

We have the following minimization problem, which solver corresponds to the ana-
lytical center of w , 

k

, ,1 ,  , 1

1
2

m in   ( ) ln

. .   ( ) 1 0

im

i ji j i j
w - S

s t h w w w

= ≠ =
Φ =

′= − =

. 
(8) 
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We introduce some notations as follows, 

,*1)-(*
1=

=Μ
k

i
imkk  { } *( 1)Vec ( , )| , 1, , ,   ,  1, ,i M k d

iB A i, j i j k i j m × += = ≠ = ∈ℜ  Let
iB repre-

sents the i-th row vector of B. Then the minimization problem (8) becomes, 

1

1
2

min   ( ) ln   where

. .   ( ) 1 0

M

i i ii
w - S   S B w

s t h w ww
=

Φ = =

′= − =

. 
(9) 

In the following we solve the optimization problem (9). Let us start analysis by in-
troducing the Lagrangian of (9). With  being the Lagrangian multiplier we have: 

( , ) ( ) ( )L w w h wλ λ= Φ + ⋅ . (10) 

The KKT optimality conditions require that at the optimality the gradient of the 
Lagrangian vanishes and the primary feasibility corresponding the hyper-sphere con-
straint is met. The following equations represent the optimality conditions accounting 
for the primary and dual feasibility: 

01
2

1
)(

)(  )(  )(

=−′=

∇⋅+∇=∇

w~w~w~h

w~hw~w~L w~w~w~ λΦ . 
(11) 

Next, we define a new variable )( λ,w~Z and let us rewrite the optimality conditions in 

matrix form. Thus  

( )  ( )
( ) 0

( , )  1
0( ) ( ) 1

2

w w
w

w h w
L w

Z w
h w h w w w

λ
λ
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= = =

′= −

. 
(12) 

In a more compact form, the optimality conditions requires )( λ,w~Z =0. Employing 

the Newton-Raphson method to calculate **  and ~ λw , then the first-order approxima-
tion linear system 

=∇+
0

0
  )(  )(

k

k
kkkk -

w~-w~
,w~Z,w~Z . (13) 

must be solved, in order to calculate the next iteration ),~(  ),~( 1k1 ++= λλ kww . Equa-

tion (13) allows us to iteratively approach ),~( ** λw . Here, Z∇  denotes the Jacobian 

of Z and ),~( kkw λ  represents the current iteration. We find the Jacobian of Z 

′∇
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=∇
0),~(

),~(),~(
),~(

2

kk

kkkk
kk

wh

whwL
wZ

λ
λλλ . 

(14) 

We introduce a metrix MM ×ℜ∈S  that carries in its diagonal the slack vari-
able

kii wBS ~= , where 
kw~  represents the current iterate.  

Let ,1)(1,=e denotes a vector of ones in an appropriate dimension, here, Mℜ∈e . 

Then the gradient of )~(wΦ becomes 11 2

1 2

( ) M

M

B B B
w B

S S S
−∇Φ = − − − − = − S e  and its Hessian can 
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be computed similarly, resulting in 2 21 1 2 2
2 2 2

1 2

( ) M M

M

B B B B B B
w B B

S S S
−′ ′ ′ ′∇ Φ = + + + = S . Considering the 

gradient and Hessian of h, we find for the gradient wwh ~)~( =∇ and for the Hes-

sian I=∇ )~(2 wh , with MM ×ℜ∈I representing the unit metrix. Now it is easy to com-

pute the Z and Z∇ . 
After calculating the optimal weight *~w , the multiclass classifier 

{ }kf d ,,1: 1 →ℜ +  is computed in the following way, 

xwxf i
ki

′=
=

*

,,1

~maxarg)( . (15) 

where argmax returns the class label corresponding to the maximum value. 
We have discussed the piecewise-separable case, if the piecewise inseparable case 

is encountered, the kernel strategy is used to map the training datasets into feature 
space, in which training datasets is piecewise separable. 

4   Experimental Results 

Experiments are conducted with Shanghai stock index (from 2000-9-29 to 2002-10-
30) and the experimental results with the multiclass classifier proposed in this pa-
per(MACM) are compared with those with the most popular method: M-SVM[7]. 
Shanghai stock index and corresponding relative difference series is shown in Fig.1. 
According section 2, we discretize the stock index to different interval and assign 
class label to each interval, which produces the multiclass classification sample. In the 
experiments, the ratio of training sample and test sample is 9:1, MACM with kernel 
substitution is used and kernel is radial basis kernel. Given test sample{ }

1
,

m

i i i
X y

=
, in 

order to evaluate the performance of MACM and effectiveness of the proposed strat-
egy for stock index prediction, two measures is defined as follows: 

1. 
1

m

i
i

e r r a m
=

= , where 1  ( )  ,i i ia if h X y= ≠  0ielse a = , 

2. 
1,1

1

, where 1  ( ) 1
m

i i i
i

err b m b if h X−
=

= = = , and 1,  0i iy else b= − = . 

err-1,1 represents the ratio that class –1 is misclassified as +1, which measures the risk 
caused by when investors should sell but buy the stock. Sometime this kind of risk is 
 

 

Fig. 1. (a) Stock index series. (b) Relative difference series of stock index series. 

a b
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catastrophic, so controlling this kind of risk is paramount to investors. The experi-
mental results are show in Table 1. 

Table 1 witnesses that MACM outperforms M-SVM in this scenario, and misclas-
sification error for MACM and M-SVM reduces at the beginning, and then increases 
as window width d increases. This is because short window contain the insufficient 
information, but long window probably introduces noise and irrelevant information. 

Table 1. misclassification error(100%) in test set 

d 5 10 15 20 25 35 
err 50.15 46.73 32.96 33.52 37.26 40.47 

M-ACM 
err-1,1 7.51 6.80 6.44 6.16 6.37 6.92 

err 51.40 48.36 37.28 36.83 38.57 46.39 
M-SVM 

err-1,1 8.54 6.72 6.54 6.31 6.48 6.81 

5   Conclusions 

This paper presents a novel strategy for predicting the stock index based on the multi-
class classification. The strategy firstly discretizes the stock index to different interval 
and assigns a class label to each interval, which yields a multiclass classification 
problem. After briefly reviewing multiclass classification algorithm, a multiclass 
classifier based on analytical center of version space is proposed and applied to stock 
index prediction. Experiments on shanghai stock index demonstrates that the strategy 
of stock index prediction proposed is validated and of practical value. 
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Abstract. This paper investigates whether it is possible to exploit the nonlinear 
behavior of daily returns to improve forecasting on Chinese Shanghai stock 
market index over short and long horizons. We compare out-of-sample fore-
casts of daily returns for the Chinese Shanghai Stock Market Index, generated 
by five competing models, namely a linear AR model, the LSTAR and ESTAR 
smooth transition autoregressive models and two ANN models: MLP and JCN. 
The research results show that the nonlinear ANN models may be an appropri-
ate way to improve forecasts. The return on the Chinese Shanghai Stock Market 
Index could be predicted more accurately by using ANN models, and the neural 
network technique could be said to represent a slight improvement in prediction 
of the stock index with respect to AR model and STAR models. 

1   Introduction 

Over the past several decades, many important changes have taken place in the envi-
ronment of financial markets. On the one hand, the development of powerful commu-
nication and trading facilities has enlarged the scope of selection for investors [1]. On 
the other hand, the fact that a large number of emerging stock markets in many devel-
oping countries have been setting up also changes the features of traditional stock 
markets. Traditional capital market theory has changed and methods of financial 
analysis have improved [2]. How to predict stock market index better has become an 
important financial subject attracting many researchers’ attentions for many years. 

Forecasting stock return involves an important assumption that past publicly avail-
able information has some predictive relationship to future stock return [3]. However, 
most of the present studies attempting to capture the relationship between the avail-
able information and the stock returns rely on the linear assumption [4]. Practically, 
there is no evidence that the relationship between the stock returns and the financial 
or economic variables is perfectly linear. This evidence has provoked theoretical and 
practical interest in nonlinear financial time-series models. A large number of nonlin-
ear models have been built to describe and forecast financial and economic time  
series, e.g., bilinear model, ARCH and its extensions, STAR, ANNs, wavelets, etc.. 

The Chinese stock market is a developing market and its efficiency cannot be 
comparative to the developed stock markets in USA and Europe obviously. Conse-
quently, predictability of Chinese stock market index should be greater than that of 
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USA and Europe, and the forecasting performance of various nonlinear financial 
models should be better theoretically. However, empirical research on predictability 
of Chinese stock market is inadequate so far. The objective of this paper is to investi-
gate whether it is possible to exploit the existence of nonlinearities to improve fore-
casting on Chinese stock market index over short and long horizons. 

To study the predictability of Chinese stock index, we analyze the out-of-sample 
forecasts from STAR and ANN models using the research methods provided in the 
related literature [5] for reference. We examine whether out-of-sample forecasts gen-
erated by nonlinear models are more accurate and preferable to those generated by 
linear AR models for stock index, employing statistical criteria such as goodness of 
forecast measures, proportion of times the signs of index are correctly forecasted and 
directional accuracy test [6-7]. The research work of this paper would become basis 
of studying more deeply predictability and efficiency of Chinese stock market and 
have very important theoretical and practical implication. 

2   Forecasting Model 

Because we aim to analyze the dynamic characteristic of returns for Chinese stock 
index, only lagged returns are considered as explanatory variables in the research of 
this paper. In order to realize this goal, it is necessary to explain the linear AR model 
and the nonlinear STAR and ANN model used in this paper respectively. 

2.1   AR Model 

A p-order autoregressive process (AR(p)) is expressed as follows[8]: 

t

p

i
ititt rr εφ +=

=
−−

1  

(1) 

Where rt-i (i=0,1,2, p) are the returns of stock market index, t-i (i=1,2, p)are the 
unknown parameters, t is an i.i.d. stochastic residual error. 

2.2   STAR Models  

A simple first-order STAR model with two regimes could be defined as follows[9]: 
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(2) 

Where rt-i (i=0,1,2, p) are the returns of stock market index, ij (i=1,2; j=0,1,2, p) 
are the unknown parameters that correspond to each of the two regimes, and t is  
a i.i.d. stochastic residual error. Ft,d( ,c) is the transition function, assumed to be 
twice differentiable and bounded between 0 and 1, and is the transition rate or 
smoothness parameter, c is the threshold value which represents the change from one 
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regime to another, d is the number of lags of transition variable which is usually  
defined as rt. 

According to the different transition function Ft,d( ,c), we could obtain different 
STAR model. In most of the research literatures, the following two kinds of transition 
functions are widely used: 

(i) 
1

0
1 t d

t ,d ( r c )
F ( ,c ) ,

e γγ γ
−− −= >

+
, in which case the STAR model is 

called Logistic STAR or LSTAR(p, d).  

(ii) 
21 0t d( r c )

t,dF ( ,c ) e ,γγ γ−− −= − > , in which case the STAR model is 

called Exponential STAR or ESTAR(p, d). 

2.3   ANN Models 

Artificial neural networks are one of the technologies that have caused the most recent 
excitement in modern financial environment. They provide an interesting technique 
that theoretically can approximate any nonlinear continuous function on a compact 
domain to any designed degree of accuracy [10]. The novelty of neural networks lies 
in their ability to model nonlinear processes without a priori assumptions about the 
nature of the generating process. This is useful in security investment and other finan-
cial areas where much is assumed and little is known about the nature of the processes 
determining asset prices. Consequently, ANN models are considered to be a universal 
predictor in a wide variety of nonlinear patterns. The following figure (i.e., fig.1) 
describes a kind of classical neural networks. 

 

Fig. 1. A Three-layer feed-forward neural networks used for prediction of stock returns 

According to Fig.1, we could obtain various different neural network models used 
for forecasting the stock returns. In this paper, we only make use of the Multi-layer 
Perception Model (simplified by MLP(p, q)) and Jump Connection Nets Model (sim-
plified by JCN(p,q)) which are most widely used and simplest to forecast Chinese 
stock market return. 
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(i) MLP(p, q) model 
MLP(p, q) model is defined as the following form[11]: 
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where rt is the stock market return in t or system output, and t is a i.i.d. stochastic 
residual error. p is the number of the inputs or lagged stock market returns taken as 
explanatory variables j (j=1,2…,q) represent the weights from the hidden layer to 
the output unit and ij (i=1,2, …,p; j=1,2…,q) represent the weights from the input 
layer to the hidden layer, and they bring together all the network weights. The func-
tion g(•) determines the connections between nodes of the hidden layer and is used as 
the hidden unit activation function to enhance the nonlinearity of the model. In this 
paper, for the sake of convenience, the functional form that we take is that when x>1, 
g(x)=1; when 0 x 1, g(x)=x; and when x<0, g(x)=0. 

(ii) JCN(p, q) model 
JCN(p, q) model is a network with direct connections between the inputs and output. 
It is defined as the following form [11]: 
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Where i (i=1,2, …,p) are direct input-output weights, and other parameters and 
variables and function g(•) in the Eq.(4) are similar to the Eq.(3). We could see from 
Eq.(3) and Eq.(4) that JCN(p, q) model is really mixture of the MLP(p, q) model and 
p-order AR(p) model. 

3   Data Selection 

In order to study forecasting performance of the above-mentioned several models on 
Chinese stock market index, we choose from the CSMAR-Trading System the daily 
closing prices of Shanghai Stock Market Index from 8 October 1996 to 31 December 
2004, with a total of 1989 observations, to serve as our research sample data. The 
reason of doing so is that Up-Stop Board system and Down-Stop Board system are 
carried out during this period, the stock policy is not greatly changed, and the policy 
factor of Chinese Stock Market is not too much. The observation series is transformed 
into logarithms to compute continuous returns according to the following expression: 
rt=log(Pt/Pt-1), t=1,2, ,1988, where Pt (t=0,1,2, …,1988) are the daily closing prices 
of Shanghai Stock Market Index, and log is the nature logarithm. 

4   Empirical Results and Analyses on the Empirical Results 

4.1   Statistical Measures and Tests 

In order to assess the predictability of various models on the Chinese Stock Market 
Index, we compare the out-of-sample forecasts using two different approaches,  
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because it is generally impossible to specify a forecast evaluation criterion that is 
universally acceptable. Firstly, we examine the forecast accuracy of all the above-
mentioned models by calculating the MAE, MAPE, RMSE, Theil’s U-statistic and the 
proportion of times the sign of returns are correctly forecasted. Secondly, we employ 
the following test of hypotheses: the Pesaran and Timmermann (DA,1992) test [6] is 
used to examine the directional prediction accuracy of changes. 

4.2   Empirical Results 

Before giving the formal empirical results, we briefly describe the main characteris-
tics of in-sample aforementioned model estimates: 

(i) By calculating ACF of rt, we choose p=5 in AR(p) model. The parameters t-I 
(i=1,2, ) in Eq.(1) are estimated by OLS method. 

(ii) Making use of the modeling procedure described by Granger and Teräs-
virta(1993)[12], we choose p=3 and d= 6 on the basis of SBIC in LSTAR(p, d) model 
and ESTAR(p, d) model. All parameters in LSTAR(p, d) and ESTAR(p, d) is esti-
mated by quasi-maximum likelihood estimations (QMLE). 

(iii) We consider that ANN models include one hidden layer and many hidden 
units, moreover, p, q and g( ) are not chosen a priori. The p-order lagged returns are 
calculated by sequential validation, and so we estimate ANN models with different 
values of p and q. The rank of the terms employed is p, q=1,2, . All lagged stock 
index returns are scaled assuming a uniform distribution within the interval [-1,1]. All 
ANN models are trained over a given period (i.e., training sample) using 1800 cycles 
and cross-validation. The resulting set is used to estimate the neural network weights. 
To improve the in-sample fitting performance of the ANN models, the estimated set 
of weights is used as a set of initial values for training. We use cross-validation strat-
egy in training to avoid over-fitting. The decrease in the error rate in the training and 
“test” phases is then tested. The output is compared to the sample of original values of 
the output by comparing the RMSEs, which is found to decline as training progressed. 
When RMSE reaches a minimum and then starts increasing, this indicates that over-
fitting may occur. On the basis of the estimated weights from nth training over the 
training period, out-of-sample forecasts are generated for subsequent “test” periods. 
In terms of the minimum RMSE in the out-of-sample phase, the best adjusted MLP 
model holds p=3 and q=5, and JCN model holds p=2 and q=3 in this paper. 

Once each model has been estimated, we could construct its out-of-sample fore-
cast. The following table gives the empirical results. 

4.3   Analyses on the Empirical Results 

Table1 gives the results of the goodness of forecast on Chinese Shanghai Stock Mar-
ket Index for all the aforementioned models. The main conclusions are as follows:  

(i) The results for forecast horizons and forecasting methods are heterogeneous in 
terms of the MAE, MAPE and RMSE measures. However, The ANN forecast is an 
improvement on the linear AR and nonlinear STAR models, because ANNs have 
lower forecast errors.  
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Table 1. Goodness of forecast for all the above-mentioned models on Chinese Shanghai Stock 
Market Index 

Models 

 

H=100 
MAE 

 
MAPE 

 
RMSE 

 
Theil-U

 
Signs 

 
DA 

AR 0.9925 103.3323 1.2540 0.8813 0.5032    0.9423 

ESTAR 0.9836 102.8769 1.3067 0.8345 0.5245 0.8378 
LSTAR 0.9764 103.6715 1.2133 0.8624 0.5512* 0.8905 

MLP 0.9327* 102.2534 1.2056* 0.8126* 0.5482 0.8532 
JCN 0.9433 102.1192* 1.2083 0.8267 0.5512* 0.8817 

Models 
 

H=200 
MAE 

 
MAPE 

 
RMSE 

 
Theil-U

 
Signs 

 
DA 

AR 0.9522 115.3602 1.3832 0.8717 0.5731 0.9520 
ESTAR 0.9473 110.7100 1.3256 0.8645 0.5802 0.8907 
LSTAR 0.9421 109.3837 1.3378 0.8913 0.5976 0.9053 

MLP 0.9055* 108.5410* 1.3254 0.8575 0.6430* 0.8847 
JCN 0.9283 109.1926 1.2998* 0.8430* 0.6359 0.8761 

Models 
 

H=300 
MAE 

 
MAPE 

 
RMSE 

 
Theil-U

 
Signs 

 
DA 

AR 0.9982 127.9156 1.4341 0.8991 0.5336 0.7843 
ESTAR 0.9763 126.5632. 1.4035 0.8932 0.5429 0.7228 
LSTAR 0.9800 123.5467* 1.5323 0.8894 0.5791 0.7564 

MLP 0.9532 130.5563 1.3978 0.8787* 0.5564 0.6933 
JCN 0.9445* 128.4392 1.3496* 0.8810 0.5840* 0.7396 

(i)  * indicates the best result between models in the same column. 
(ii)  H indicates the out-of-sample forecast horizons. In this paper, we take the value of H to be 

100, 200 and 300-trading days. 

(ii) Taking into account the number of times where ANNs are better than the linear 
AR and nonlinear STAR models, we think that the beat forecast horizon for our ANN 
technique is 200-forecast periods. 

(iii) It is clear that ANN models surpass the other linear AR and nonlinear STAR 
models by using Theil’s U-statistic at any horizon and forecasting method. Thus, the 
Chinese Shanghai Stock Market Index could be predicted by the nonlinear ANN mod-
els more Accurately. 

From the analysis mentioned above, we can see that the ANN models give best re-
sults, with a superior out-of-sample performance to that of the other models. 

5   Conclusions 

We compared out-of-sample forecasts of daily returns for the Chinese Shanghai Stock 
Market Index, generated by five competing models. This comparison was carried out 
on the basis of various statistic criteria, e.g., MAE, MAPE, RMSE and Theil-U etc. 
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The research results showed that the nonlinear ANN models may be an appropriate 
way to improve forecasts. In the light of the results obtained, the statistical criteria 
suggest that the out-of-sample ANN forecasts are more accuracy, provide a better fit 
and provide improved predictions than do the AR and STAR models. Consequently, 
we conclude that the return on the Chinese Shanghai Stock Market Index could be 
predicted by using ANN models, and the neural network technique could be said to 
represent a slight improvement in prediction of the stock index with respect to AR 
model and STAR models. 
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Abstract. In this paper, the neural network, the dynamic polynomial neural 
network (DPNN) and the fuzzy logic employed for the prediction of the KOSPI 
200. The prediction results are compared by the root mean squared error 
(RMSE) and scatter plot, respectively. The results show that the performance of 
the fuzzy system is little bit worse than that of the DPNN but better than that of 
the neural network. We can develop the desired fuzzy system by optimization 
methods. 

1   Introduction 

The prediction of the stock price index is to predict the price trend of the future for 
preparing the dynamical changes of the markets. Practically the economist or statistics 
are using the charts or history data to predict the stock price index [1]. In general, the 
prediction of the stock price is separated into a technical analysis and fundamental 
analysis that is taken the internal values of the stock markets. But in the real market, it 
is very difficult and complicated to predict because there are the complexity and un-
certainty in the market.  

The artificial techniques are applied for the prediction system of the stock price and 
introduced as the commercial application for the prediction [2]. The neural networks 
are broadly employed for the prediction system that uses just history data. But the 
performance can be worse with respect to the market conditions. On the other hand, 
the fuzzy logic can use the human’s knowledge, so if we can have good market in-
formation, the fuzzy model shows the better performance under the changeable mar-
ket conditions [3], [4]. Also the neural network model and the dynamic polynomial 
neural network (DPNN) model are introduced in this paper [5], [6] [7]. The inputs of 
the fuzzy model are extracted based upon the moving average that is one of typical 
prediction approaches of the stock price index. In the experimental results, the predic-
tion performance is presented that is produced by the neural network model, the 
DPNN model, and the fuzzy model using the KOSPI 200.  
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2   Prediction Models 

2.1   Knowledge Information 

2.1.1   KOSPI 200 Index 
KOSPI 200 is to deal with two stock price markets. One is the futures market started 
from Jun 3 1996; the other is the options market opened from July 7 1997 KOSPI 200 
is a capitalization-weighted index composed of 200 stocks from a broad range of 
industries. The component stocks are weighted according to the total market value of 
their outstanding shares. The impact of a component's price change is proportional to 
the issue's total market value, which is the share price time the number of shares out-
standing. The KOSPI 200 is calculated by the following formula: 

KOSPI 200 =
Current aggregated market value of component stocks

Base aggregated market value of component stocks
× 100

 

(1) 

2.1.2   Trifle Cross Method 
Trifle cross method is one of the popular analysis method of the index that combines 
the moving average of the 4 days-9 days-18 days generally. In this paper, the moving 
average of 5 days-10 days-20 days is applied for the trifle cross method. From the 
cross pattern of the moving averages we can decide the trend of the stock price as 
rising, steadiness, and falling. The general knowledge is as follows. 

• A: the moving average of 5 days is going through the moving average of 10 days 
and 20 days golden cross (rising trend) 

• B: the moving average of 5days is steady in the moving average of 120 days, 10 
days is rising, and 20 days is edge along  steadiness 

• C: the moving average of 5 days is under 10 days and 10 days is under 20 days 
 dead cross (falling trend). 

2.2   Extraction of Knowledge Information 

2.2.1   Knowledge Extraction for Fuzzy Rules 
The inputs of the fuzzy system is defined by the general knowledge of the KOSPI 200 
that is the pattern of the moving average such as the trifle cross method. This knowl-
edge is called knowledge information. In the fuzzy system, the fuzzy rules have to be 
extracted by the expert’s knowledge or data because the fuzzy logic is one of rule-
base model. But in the neural network models, inputs are just data variables. It is 
easier model to operate than the fuzzy model.  

As mentioned before, the outputs of the trifle cross method is employed for the in-
puts of the fuzzy system. Table 1 indicates the way to extract inputs from the moving 
average lines. As shown in the left table of Table 1, the trend of tomorrow is deter-
mined by the moving average of today. This basic concept of the stock price index 
variation can be expressed by the following flow. 

Rising1 Rising2 Rising Falling1 Falling2 Falling (2) 
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All change is moving with 6 steps. The right table of Table 1 shows the calculation 
technique that is based upon the left table of Table 1. If we want to predict tomor-
row’s prices index, the first input of the fuzzy system is the difference moving  
average between the 5days and 10days before from today (T). The other input is the 
difference moving average between the 5days and 10days before from yesterday  
(T-1). From this procedure, the fuzzy rules are extracted based on the experienced 
knowledge kind of the trifle cross method.  

Table 1. Basic knowledge for generating rules and quantization of each defined case 

Dead Cross

Triple Cross Model

Golden Cross

FallRise

Fall 2Rise 2

Fall 1Rise 1

Dead Cross

Triple Cross Model

Golden Cross

FallRise

Fall 2Rise 2

Fall 1Rise 1

20days

5days

10days

5days

20days

10days

5days

10days

20days

10days

5days

20days

10days

20days

5days

20days

10days

5days

Fuzzy Variables

5days – 20days (–)
Falling

5days – 20days (+)
Rising

5days – 10days (–)
Falling 2

5days – 10days (+)
Rising 2

5days – 10days (–)
Falling 1

5days – 10days (+)
Rising 1

Fuzzy Variables

5days – 20days (–)
Falling

5days – 20days (+)
Rising

5days – 10days (–)
Falling 2

5days – 10days (+)
Rising 2

5days – 10days (–)
Falling 1

5days – 10days (+)
Rising 1

 

2.2.2   Fuzzy Rule Generation for the Prediction 
Through preprocessing two fuzzy inputs are generated as T and T-1. And the output of 
the fuzzy model is the real stock price index of tomorrow. In the fuzzy model  
 

Table 2. Fuzzy look-up table and basic knowledge for extracting rules 

NBPSPBPSFall

NBPSZEFall 2

NBNBPSFall 1

NBNSPBNSRise

ZEPBNSRise 2

NSPBPBRise 1

FallFall 2Fall 1RiseRise 2Rise 1
D

D-1

NBPSPBPSFall

NBPSZEFall 2

NBNBPSFall 1

NBNSPBNSRise

ZEPBNSRise 2

NSPBPBRise 1

FallFall 2Fall 1RiseRise 2Rise 1
D

D-1

5-period -10-period (Big ⊕): Rise 1
5-period -10-period (Small ⊕): Rise 2
5-period -20-period (Very Big ⊕) Rise 

5-period -10-period (Big ): Fall 1
5-period -10-period (Small ): Fall 2
5-period -20-period (Very Small ): Fall  
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Gaussian functions are employed for the fuzzy membership functions and the Mam-
dani fuzzy inference method is applied for the rule inference. Total rules based on the 
moving average are 20 numbers as shown in Table 2. 

The left look-up table of Table 2 shows the finally extracted rules that are used in 
the fuzzy prediction system. And the right box of Table 2 shows how to extract rules 
from the basic knowledge that is from expert‘s experience. Following information 
explains how to extract logics for inference.  

3   Experimental Results 

3.1   Simulation Conditions 

In this paper, the results of the neural network model, DPNN model, and fuzzy model 
optimized by simulated annealing are compared together. The two inputs of the net-
works are daily KOSPI 200 and the industrial index announced by Korea Stock Ex-
change. The all inputs consist of today’s index and yesterday’s index. The training 
data of the neural networks are KOSPI 200 that is chosen by the data time from Jan. 4 
1999 to Dec. 26 2000 and the testing data are selected by the data time from Jan. 2 
2001 to Aug. 28 2001. Figure 1 shows the three models to predict the KOSPI 200. 

KOSPI 200

Moving 
Average

Fuzzy model

KOSPI 200 Prediction

Fuzzy inputs

• Trifle cross method

ANN model
DPNN model

Network Inputs

• Manufacturing
• Electricity & 
communication

• Construction
• Circulative service
• Financial service
• KOSPI 200 (D-1)
• KOSPI 200 (D)  

Fig. 1. The scheme of the approaches that include a fuzzy system and two network systems 

3.2   Prediction Results 

Three models were trained by the data from Jan. 4 1999 to Dec. 26 2000. The training 
results show that three models are trained well by using the training data. It means 
that the procedure of the training is working properly. 

Figure 2 shows the prediction results of three models that are taken the data from 
Jan. 2 2001 to Aug. 8 2001. In the experimental results, the performance of the DPNN 
model is the best for the prediction of the stock price index. The fuzzy model shows 
the better performance than the performance of the neural network model. Table 3 
presents RMSE (root-mean squared error) that is one of performance criteria. The 
performance is better with lower values. In the table, the DPNN model has the lowest 
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(a) Result of the neural network model (b) Result of the DPNN model 

 

(c) Result of the fuzzy model 

Fig. 2. The prediction results of the three models 

Table 3. The performance index using RMSE 

Model 
Error Neural network DPNN Fuzzy logic 

RMSE 8.3852 3.3703 4.9131 

RMSE value so this model is the best for the performance. This result is the same 
with the result of the scatter plot. Next good model is the fuzzy model that has the 
4.9131 RMSE value.  

4   Conclusions 

The main goal of this research is to design the intelligent models using the history 
data and knowledge information. For the knowledge-based model, the fuzzy logic is 
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employed and the optimization method is applied for the optimization of the member-
ship functions. In this paper, the prediction target is KOSPI 200 that is the typical 
non-linear data. The neural network model uses the just history data for the model 
inputs but the fuzzy model takes the knowledge-based rules that are extracted from 
data, user’s knowledge, and so on. If the knowledge information is more correct to the 
real world index, the result of the prediction should be getting better. In this paper, the 
moving average is used for generating rules but it could be change with respect to the 
knowledge what the user wants to apply for the prediction models.  

Acknowledgement 

This paper was supported by Research Institute of Computer, Information and Com-
munication (PNU). 

References 

1. Murphy, J.J.: Technical Analysis of the Financial Markets. Prentice Hall, New York (1999) 
2. Wuthrich, B., Cho, V., Leung, S., Sankaran, K., and Zhang, J.: Daily Stock Market Forecast 

from Textual Web Data. 1998 IEEE International Conference on Systems, Man, and Cyber-
netics (1998) 2720-2725 

3. Lee, C.C.: Fuzzy Logic in Control Systems: Fuzzy Logic Controller, Part I and II. IEEE 
Transactions on Systems, Man and Cybernetics 20(2) (1990) 404-435 

4. Zadeh, L.A.: Outline of a New Approach to the Analysis of Complex System and Decision 
Process. IEEE Transactions on Systems, Man and Cybernetics 3 (1973) 28-44 

5. Pham, D.T. and Xing, L.: Neural Network for Identification, Prediction and Control. 
Springer-Verlag Inc, New York (1995) 

6. Warakagoda, N.D. and Johnsen, M.H.: Multilayer Perceptron Based Optimal State Space 
Reconstruction for Time Series Modeling. International Joint Conference on Neural Net-
works (1999) 2639-2642 

7. Ivakhnenko, A.G.: The Group Method of Data Handling in Prediction Problem. Soviet 
Automatic Control 9(6) (1976) 21-30 



 

J. Wang et al. (Eds.): ISNN 2006, LNCS 3973, pp. 477 – 484, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

Modular Neural Network Rule Extraction Technique 
in Application to Country Stock Cooperate  

Governance Structure 

Dang-Yong Du1, Hai-Lin Lan1, and Wei-Xin Ling2 

1 School of Business Administration, South China University of Technology,  
Guangzhou, China 

ddangyong@21cn.com 
2 School of Mathematical Science, South China University of Technology,  

Guangzhou, China 
lingweixin@21cn.com  

Abstract. Neural networks learn knowledge from data. For a monolithic struc-
ture, this knowledge can be easily used but not isolated. The many degrees of 
freedom while learning make ruler extraction a computationally intensive proc-
ess as the representation is nor unique. Based on the technology of modular 
neural network data mining, this paper applied modular neural network ruler 
extraction to the data mining of country stock cooperate governance structure. 
Meanwhile, it investigated the relationship among gerentocratic constitutes of 
country stock cooperate, farmers’ educational level, labor force and corporation 
performance of country stock cooperate. 

1   Introduction 

Neural networks are assumed to extract knowledge by learning from presented data. 
The monolithic neural network has serious learning problems, easily forgets initializa-
tion settings and stores the knowledge in a sparsely spread and irreproducible format 
that makes rule retrieval a complicated and ill-defines process [12]. The retrieval 
problem with monolithic networks can be solved by proper network design, but such 
scales very badly with increasing complexity. Therefore it has been suggested to use a 
modular structure for knowledge representation. 

The major benefit of modular networks follows from the inherent separation of 
concerns. Modular networks can be based on a natural partition of the problem space 
reflecting the domain knowledge. Where such knowledge is not fully available, but a 
linguistic description is feasible, fuzzy modeling can be applied. The decide-and-
conquer approach uses the domain knowledge displayed by the modular structuring 
for an hierarchical retrieval and will benceforth result in a more tractable rule set that 
is better suited for human inspection and interpretation. 

The architecture of Parallel Cooperative Modular Neural Network based on Gradi-
ent (GPCMNN)[1] is fitted for solving practical problems on a large scale. By means 
of ‘ divide and conquer’, its algorithm has the advantage of automatic decomposition 
of given tasks and training tactics judgment and module. Experiments show that the 
architecture is fast in training speed and effective in network performance, superior to 
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non-modular methods due to its high efficiency for a parallel network system struc-
ture. Meanwhile, it keeps the PCMNN’s [7] advantages and improves its drawbacks. 

Extracting symbol rulers from neural networks will enhance the intelligibility of 
neural networks. Since Gallant [6] opened the domain of extracting rulers from neural 
networks, especially with the rise of data mining in early 1990s, more and more 
scholars in machine learning and neural computing fields have realized the signifi-
cance of extraction rulers from neural networks. They devoted to the researches, and 
have made endless achievements [7], [8], [9]. 

Data mining can mine knowledge from large amounts of data. Neural network has 
become an important method for data mining due to its distributing memory and high-
speed parallel computing ability. Neural network is a blackbox model whose learned 
knowledge is concealed in a large amount of connections. This has not only weakened 
the confidence of users in building intelligent systems using neural computing tech-
niques, but also hindered the application of neural networks to data mining. Since 
extraction rules from neural networks help to solve those problems, this area has  
become a hot topic in both machine leaning and neural computing communities. 

Country stock cooperate is an economic and organizational pattern which appeared 
in China in 1980s. It is viewed as a breakthrough in Chinese rural reform after the 
contractual household output-related responsibility system [13], and the target pattern 
of urban and rural economic reform in China. Moreover, scholars believes that the 
governance structure by legal persons under the stock cooperate is an optimal pattern 
for country credit cooperatives. At present, due to the lack of external corresponding 
policy and mature capital market, the governance structure of country stock cooperate 
is mainly reflected on its internal governance structure. Following stock corporate, it 
sets up the shareholder congress, the board of directors, supervisory committee and 
managers. Shareholder congress is the topmost power institution, its foundation that 
shareholder came into being is membership but not property right. This paper put for-
ward a ruler extraction algorithm based on modular neural network, and applied it to 
the data mining of country stock cooperate governance structure, aiming to investigate 
the relationship among gerentocratic constitutes of country stock cooperate, farmers’ 
educational level, labor force and corporation performance of country stock cooperate. 

2   The Technique of Extraction Rulers Based Modular Neural 
Networks 

The system of extraction rulers based modular neural networks proposed in this paper 
is made up of Data Preparation Module (DPM), Decomposition Module (DM), Sub-
Task Net (STN) and Ensemble Module (EM). The structure is shown in Fig.1. 

2.1   Data Preparation Module 

The Data Preparation Module (DPM) mainly includes data integration, data cleaning, 
data transformation and data reduction. Data cleaning works to correct the conflicting 
data, through filling up missing data, eliminating abnormal data and smoothing noisy 
data. Data integration is a combination of many data from different sources. Data 
transformation is mainly to make the data formalized. The aim of data reduction is to 
reduce the scale of data mining without influencing the mining results. 
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Fig. 1. The structure of extraction rulers based modular neural networks 

2.2   Decomposition Module 

By means of decomposition technique of modular neural networks in Decomposition 
Module (DM)[1], it can produce K sub data sets according to the classification of the 
attributive variable. The K sub data set is noted as S1, S2, … Sk. 

Si={(Xi,Ti)| Xi is sub set of input vector, Ti is sub set of target vector}. 

2.3   Sub-task Net and Ruler Extraction 

Each sub data set corresponds to a Sub-Task Net (STN). The STN is a 3 layers of 
feedforward  neural network, which structure is ‘n-m-p’. When the net is trained well, 
the following algorithm is used to extract original ruler based on structure analysis. It 
can produce K numbers of original rulers, noted as Z1, Z2, … Zk.  

Supposing in the well trained network, using wji to denote the weight between input 
layer node i to hidden layer node j, and wkj denote the weight between hidden layer 
node j to output layer node k. The transfer function of hidden nodes be sigmoid func-
tion and output nodes be linear function. 

1. First, produce the rulers of hidden layer:  

j
cf

ji

n

i
ji consequentXwif →∆+≥

=

)(
1

θ  (1) 

where j is the threshold of hidden node j, and  is parameter of reliability. [0.3, 
0.5]. cf is the reliability, which defined as followed, 

=

∆−−+
=

n

i
jiji Xw

cf

1

)exp(1

1

θ
 

(2) 

2. Elicit the result of Xi to satisfy (1),  Xi ={e1,e2,…,en} 
Where Xi =[ai,bi], ai, bi is the upper limit and the lower limit of Xi, ei ai,bi  

3. Produce  a ruler  for hidden layer. 
(1) Educe all the item for a ruler, each manely Ii 

If     wji >0 then Xi > ei 

      Else               Xi < ei   
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       (2)Produce a ruler for hidden layer. The format as follows 

            if I1 and I2 and … and In →cf hj (3) 

4. Then the ruler of output layer is produced as bellowed format 

if h1 and h2 and … and hm →cf Ok (4) 

5. The format of ruler is as fellows, 
<boolean expression> [and <boolean expression>] consequent 
where,  boolean expression::=variable | operator | constant; operator::=> | < |  
If the weight of node i to node j is nearly to zero then node i and node j are nearly 

irrelevant (or not largely relevant)is educed. 
These original ruler sets are input to Ensemble Module (EM). 

2.4   Ensemble Module   

Ensemble Module (EM) integrates K original ruler sets into one ruler set. The ensem-
ble algorithm can be described as follows. 

1. Check each original ruler set Zi and remove those conflicting rulers that the pre-
conditions are conflicted. 

2. Sort all the original set Zi (i=1, … k) by input vector. 
3. By means of logical ‘ or ’ to combine relating rulers if their consequents are the 

same and their correspond antecedents are different. 
4. In the end, the finally, ruler set (RS) is produced. 

3   Application in Country Stock Cooperate Governance Structure 

Since 1980s, the urbanization of rural areas nearby the southern coastal cities has 
become speedy. Increasingly huge collective assets and a large number of financial 
compensation from levying ground by government turned farmers in some places into 
new-riches overnight. The existing institutions such as the village committee and 
party branch thus became the supervisor of stock company. Suddenly these common 
farmers were turned into manipulators of huge capital. On one hand, they are inde-
pendent legal persons, and on the other hand, they are mostly illiterate farmers who 
have no business experiences and knowledge of running a company. What is the per-
formance of these country stock corporations controlled by these farmers? What is the 
relationship between the corporation performance and the constitute of these adminis-
trators? These questions are worth exploring and investigating. 

Over two hundred data from every village among hundreds in Guangzhou are ob-
tained including such factors as the basic situation of village committee and party 
branch members. Along with these data, the whole number of labor, population, edu-
cational level, village asset value and the total profits in 2004 are all collected. This 
application aims to study the relations among profits, administrators, labors and their 
educational levels. 
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3.1   Data Preparation 

First, data cleaning is carried out for the collected data based on related knowledge. 
Then according to data mining technique, data transformation and data reduction are 
processed. Finally independent variables and attributive variables are obtained as 
fellow: 

independent variable: (22 in total) 
Basis, namely set A, which include total population, educational level, business regis-

tration, years of reform, total assets, namely A1, A2, A3, A4 and A5 corre-
spond) 

Stock structure, namely set B, which include the numbers of representative stock-
holder, the numbers of stockholder, the numbers of meeting, is/isn’t collectiv-
ity stock, namely B1, B2, B3 and B4 correspond. 

Directorate member, namely set C, which include the number, educational level, age, 
working years, number of study and the numbers of directorate meeting, 
namely C1, C2, C3, C4, C5 and C6 correspond. 

Party member, namely set E, which include the number, educational level, age, work-
ing years, numbers of study, namely D1, D2, D3, D4 and D5 correspond. 

Prompting, namely set E, which include total income of managers, proportion of float 
salary, namely E1 and E2 correspond. 

attributive variable:( only 1) 
Agent cost, namely set H, which include total asset profit rate, expense rate, namely 

H1 and H2 correspond. 

Because Sub Task Net is feedforward neural network and uses the algorithm (in 
section 2.3) to extract rulers which suppose all the input data to STN have the same 
value range, the original data must be deal with in advance as fellows: 

))
2

(exp(1

1

i

ii
i x

z

σ
µ−−+

=  
(5) 

In the equation (5), zi is the value after the treatment of original input variable xi, i 
is the standard deviation of input X, i is the mean value of input X. 240 groups of 
data are chosen as the training data and 60 groups of data as the testing data from the 
total 300 groups of data. 

3.2   Decomposition  

The decomposition module technique of modular neural networks is employed in 
Decomposition Module (DM). It partitions attributive variable H1 and H2 into 3 
classes according to Automatic Generating Hierarchy Formulation algorithm (AGHF 
algorithm) [11] correspond, namely SH1, MH1, LH1, SH2, MH2 and LH2.  

SH1=[0, 0.4],   MH1=[0.4, 0.6],   LH1=[0.6, 1.0]    
SH2=[0, 0.4],   MH2=[0.4, 0.6],   LH2=[0.6, 1.0]    

Then original data set can be partitioned into 6 sub data sets as sh1, mh1, lh1, sh2, 
mh2, lh2. The independent variables have their 3 linguistic values S (small= [0, 0.4]), 
M (middle=[0.4, 0.6]) and L (large=[0.6, 1.0]).  



482 D.-Y. Du, H.-L. Lan, and W.-X. Ling 

 

3.3   Sub Task Net Train and Rulers Extraction 

There are 4 combinations of data sets to be ruler extracted. Each STN is feedforward 
neural network. The updates weight and bias values of the neural network according 
to Levenberg-Marquardt optimization offered by MATLAB Toolbox and its transfer 
function of hidden nodes be sigmoid function and transfer function of output nodes be 
linear function. The structure of each combination and the extraction results are in 
Table 1. 

Table 1. The results of 4 combination data sets. 

Data sets Structure of STN Numbers of STN Numbers of rulers for cf=1  
A, B, H 9-2-1 6 10 
A, C, H 11-2-1 6 16 
A, D, H 10-2-1 6 14 
A, E, H 7-2-1 6 9 

3.4   Ruler Set Integration and Test 

The extraction rulers for the combination of set A, B and H, which cf=1, is shown as 
follows: 

 1. if A1<M and A2<M and A4>M and A5>L and B1>M and B2<M and B4>=L   
  H1=SH1 

 2. if A1>M and A2>M and A3>=S and A4=L and A5>=L                       H1=MH1 
 3. if A1>M and  A2<M and A4>=L and A5>=L and B1<M and B2>M  

and B3>=L and B4>=S                                                                H1=MH1 
 4. if A2>S and A3>=Land B3>M and B4>=L                                            H1=LH1 
 5. if A1<M and A2>M and A5>=L and B2>M and B3>M and B4>=S      H1=LH1 
 6. if A3>=L and A5<M and B1>M and B2<L and  B4>=L                        H2=SH2 
 7. if A2>M and  A3>=L and A4<M and  A5<M and  B2<M and  B4>=L  H2=SH2 
 8. if A1>=L and A2>=M and A3>=L and  B1<M and B2<M and B3>=H   

         and B4>=S                                                                              H2=MH2 
 9. if A1<M and A2<M and A3>=S and A4>=L and A5>=L and B1<M and B2>M  

and  B4>=L                                                                              H2=MH2 
10.if A1<M and A2>=M and A3>=S and B1>=M and B2>=L and B3>=L  

and B4>=L                                                                                H2=LH2 

3.5   Result Analysis 

Based on the above analysis, some findings are proposed for the study of modu- 
lar neural network data mining technique in country stock cooperate governance  
structure: 

1. The fewer party members and their shorter working years will lead to the lower 
capital profit of the country stock cooperate corporation; 

2. The number of working years of party branch members is almost irrelevant to the 
capital profit of the country stock cooperate corporation; 
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3. The higher educational level of the party branch members will lead to the higher 
capital profit of the country stock cooperate corporation; 

4. The higher salary level of party branch member, the larger number, the longer 
working years and the higher salary of directorate members can lead to the 
higher asset profit of the country stock cooperate corporation; 

5. The larger number of directorate members and their higher educational level will 
lead to the higher capital profit of the country stock cooperate corporation; 

6. The higher salary of directorate members and the higher educational level of  
villagers will lead to the higher capital profit of the country stock cooperate cor-
poration; 

7. The working years of directorate and party branch member are almost irrelevant 
to the capital profit margin of country stock cooperate corporation; 

8. The higher educational level of villagers will lead to the higher capital profit of 
the country stock cooperate corporation. 

4    Conclusion 

The technique of extraction rulers based modular neural networks proposed in this 
paper partitions the whole data sets into sub-sets. By means of ‘ divide and conquer ’, 
it is fast in training speed and effective in network performance due to its high effi-
ciency for a parallel network system structure. Applying this technique to the study of 
country stock cooperate governance structure, it is found that such factors as the mean 
educational level of party branch members and directorate members, their number, 
working years, the educational level of villagers and labor ratio can take great influ-
ence on the performance of country stock cooperate corporation, indicating the pro-
found practical value of this technique.  
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Abstract. This paper is motivated by evidence that different forecast-
ing models can complement each other in approximating data sets, and
presents a hybrid model of support vector machines (SVMs) and discrete
wavelet transform (DWT) to solve the futures prices forecasting prob-
lems. The presented model greatly improves the prediction performance
of the single SVMs model in forecasting futures prices. In our experiment,
the performance of the hybrid is evaluated using futures prices. Experi-
mental results indicate that the hybrid model outperforms the individual
SVMs models in terms of root mean square error (RMSE) metric. This
hybrid model yields better forecasting result than the SVMs model.

1 Introduction

The financial market is a complex, evolutionary, and nonlinear dynamical sys-
tem. As explained by Deboeck [1], financial time series are inherently noisy, non-
stationary and deterministically chaotic. Thus, forecasting financial time series
has been regarded as the most challenging applications of time series forecasting.

Recently, a novel neural network algorithm, called support vector machines
(SVMs), was developed by Vapnik and his co-workers [2]. SVMs implement the
structural risk minimization (SRM) principle, which seeks to minimize an up-
per bound of the generalization error rather than minimize the training error.
Based on this principle, SVMs have better generalization performance than other
neural network models. Another merit of SVMs is that the training of SVMs is
equivalent to solving a linearly constrained quadratic programming. This means
that the solution of SVMs is unique, optimal and absent from local minima.
Originally, SVMs have been developed for pattern recognition problems. How-
ever, with the introduction of Vapnik’s ε-insensitive loss function, SVMs have
been extended to solve non-linear regression estimation problems and have been
shown to exhibit excellent performance [3, 4].

Different forecasting models can complement each other in capturing patterns
of data sets, and both theoretical and empirical studies have concluded that a
combination of forecast outperforms individual forecasting models [5, 6]. On the
other hand, Wavelet methodology is able to decompose the time series data into

J. Wang et al. (Eds.): ISNN 2006, LNCS 3973, pp. 485–490, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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several time scales based only on the subset of information that is of interest to
researchers. Yousefi et al. [7] illustrate an application of wavelets as a possible
vehicle for investigating the issue of market efficiency in futures markets for oil.
He illustrates the extension of the last half of the signal based on the spline and
sine fit. This study is partly motivated by these contributions.

This study consists of five sections. Section 2 provides a brief introduction to
SVMs and DWT. while Section 3 contains the experimental data and the crite-
ria of the prediction performance. Section 4 discusses the experimental results
followed by the conclusions drawn from this study.

2 Hybrid Model in Forecasting

2.1 Support Vector Machines

Suppose there is a given set of data points G = {(xi, di)|i = 1, 2, · · · , n}(xi is the
input vector, di is the desired value, and n is the total number of data patterns)
drawn independently and identically from an unknown function, SVMs approx-
imate the function with three distinct characteristics: (i) SVMs estimate the
regression in a set of linear functions, (ii) SVMs define the regression estimation
as the problem of risk minimization, and (iii) SVMs minimize the risk based on
the SRM principle. The linear function is formulated in the high dimensional
feature space, with the following form of function:

y = f(x) = wφ(x) + b (1)

where f(x) is the high dimensional feature space, which is nonlinearly mapped
from the input space x. Characteristics (ii) and (iii) are reflected in the mini-
mization of the regularized risk function (2) of SVMs, by which the coefficients
w and b are estimated. The goal of this risk function is to find a function that
has at most ε deviation from the actual values in all the training data.

RSVMs(C) = C 1
n

n∑
i=1

Lε(di, yi) + 1
2‖w‖2 . (2)

Lε(d, y) =
{ |d− y| − ε, |d− y| ≥ ε,

0, otherwise. (3)

In (2), the first term is the empirical error (risk), which is measured by the
ε-insensitive loss function (3). The second term in (2) is called the regularized
term; ε is called the tube size of SVMs, and C is the regularization constant
determining the trade-off between the empirical error and the regularized term.

Finally, by introducing Lagrange multipliers ai, a∗i and exploiting the opti-
mality constraints, decision function (1) takes the following form:

f(x, a(∗)
i ) =

n∑
i=1

(ai − a∗i )K(x, xi) + b . (4)



A Hybrid SVMs and DWT Model in Futures Price Forecasting 487

In (4), K(xi, xj) is the kernel function. The value is equal to the inner product
of two vectors xi and xj in the feature space φ(xi) and φ(xj). That is,K(xi, xj) =
φ(xi) ∗ φ(xj). The kernel functions used in this study are the Gaussian radial
basis function (RBF) and the splines. Gaussian RBF takes the following form:

K(xi, xj) = exp(− ‖xi−xj‖
2σ2 ) . (5)

The splines kernel function takes the following form:

K(xi, xj) = 1+ < xi, xj > + 1
2 < xi, xj > min(xi, xj)− 1

6{min(xi, xj)}3 . (6)

2.2 Discrete Wavelet Transform

In the wavelet world, any function f(t) in a square-integrable functional space
can be expressed as a sequence of projections onto father and mother wavelets
generated from functions ϕ and ψ through scaling and translation as follows:

ϕj,k(t) = 2−
j
2ϕ(2−jt− k) = 2−

j
2ϕ( t−2jk

2j ) (7)

ψj,k(t) = 2−
j
2ψ(2−jt− k) = 2−

j
2ψ( t−2jk

2j ) . (8)

The wavelet representation of the function f(t) can now be given as:

f(t) ≈∑
k

aJ,kϕJ,k(t) +
∑
k

dJ,kψJ,k(t) + · · ·+∑
k

d1,kψ1,k(t) . (9)

The coefficients aJ,k, dJ,k, · · · , d1,k are the wavelet transform coefficients. The
detail coefficients dJ,k, · · · , d1,k can capture the higher frequency oscillations,
while aJ,k can capture the trend.

The multi-resolution decomposition of a signal can now be defined as:

aJ =
∑
k

aJ,kϕJ,k(t), dj =
∑
k

dj,kψj,k(t), for j = 1, 2, · · · , J . (10)

Similar to the wavelet representation (9), a signal f(t) can now be expressed
as:

f(t) = aJ + dJ + dJ−1 + · · ·+ d1 . (11)

2.3 The Hybrid Methodology

First, the DWT is able to decompose the time series data f(t) into five time
scales a5, d5, d4, d3, d2, d1. Based on the different scales, the different kernel
functions, such as Gaussian RBF and the splines, are selected in order to perform
support vector regression (SVR) and forecasting. Finally, the forecasting values
of different time scales, â5, d̂5, d̂4, d̂3, d̂2, d̂1, are reconstructed as f̂(t). This
hybrid strategy can be expressed as:
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f(t)
DWT−− −→



a5
SV R−Spline−−−− −→ â5

d5
SV R−Spline−−−− −→ d̂5

d4
SV R−Spline−−−− −→ d̂4

d3
SV R−Spline−−−− −→ d̂3

d2
SV R−RBF−−−− −→ d̂2

d1
SV R−RBF−−−− −→ d̂1



Reconstruct−−−− −→ f̂(t) . (12)

3 Data Sets and Performance Criteria

Data come from the wheat futures prices (RMB/ton) for futures contracts nearby
delivery month in Zhengzhou Commodity Exchange (ZCE). The original data
cover the period May 1993 to December 2004. The number of data patterns
is 140. In this study, only one-step-ahead forecasting is considered. There are
a total of 100 data patterns in the training set, 40 data patterns in both the
validation set and the test set in all the data sets. RMSE metric is used as
measure of forecasting accuracy.

4 Experimental Results

4.1 Results of SVMs

For the SVMs models, three parameters: σ2, ε and C, need to be prescribed. As
described in [3], the choice of σ2=50, ε=0.01 and C=1000 is appropriate. Fig.2
illustrates the results by SVMs with RBF and splines kernel functions. Based on
Fig.2, RBF outperforms comparatively splines in forecasting performance.

4.2 Results of Hybrid Method

As described in [7], the Daubechies’ wavelets of order 7 outperform the other
wavelets. A five level wavelet decomposition of the given f is performed: f(t) =
a5 + d5 + d4 + · · · + d1. The smooth part of f is stored in a5, and details on
different levels are captured by d1, d2,. . . , and d5.

Fig.1 illustrates the forecasting values of the last 40 data based on the first
100 data. The spline kernel function is applied to forecast the last 40 data of a5,
d5, d4, d3 while the RBF kernel function is used to forecast the last 40 data of d1,
d2. Table 1 shows RMSE values of forecast between the forecasting and original
decomposed data on each level based on two kernel function types above.

Fig.2 illustrates the different results of SVMs and hybrid methods. Those
results indicate that the hybrid model outperforms the other two individual
SVMs models in terms of RMSE metric. The hybrid model is can reduce the
overall forecasting errors. The results in Table 2 indicates the proposed hybrid
model is superior to SVMs models.
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Fig. 1. The forecasting values and actual values of different time scales

Table 1. RMSE values based on two fit types

Level d1 d2 d3 d4 d5 a5

Kernel function type
Spline 114.6 55.85 10.72 2.34 1.01 0.42
RBF 38.47 48.37 33.48 37.10 80.76 46.26

Table 2. RMSE values based on the different models

Models SVMs (Kernel: Spline) SVMs (Kernel: RBF) Hybrid model
RMSE 125.375 119.567 65.230
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Fig. 2. Forecasting value of futures prices

5 Conclusion

This study presents a hybrid model of SVMs and DWT to solve the futures prices
forecasting problem. The kernel functions are selected by taking into account
the non-stationary characteristic of financial time series. The simulation results
demonstrated that the hybrid model is effective in dealing with the forecasting
problem of financial time series. This study demonstrated that a hybrid of two
individual models produces the best results.

This study has several limitations. First, the study has considered and calcu-
lated only the out-of-sample forecast for one period ahead. Second, other types
of kernel functions will be explored for further improving the performance of
SVMs in financial time series forecasting. Additionally, the structured selection
of optimal parameters of the hybrid model is of great interest.
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Abstract. Nonparametric approaches for option pricing have recently
emerged as alternative approaches that complement traditional para-
metric approaches. In this paper, we propose a novel learning network
for option-pricing, which is a nonparametric approach. The main advan-
tages of the proposed method are providing a principled hyper-parameter
selection method and the distribution of predicted target value. With
these features, we do not need to adjust any parameters at hand for
model learning and we can get confidence interval as well as strict pre-
dicted target value. Experiments are conducted for the KOSPI200 index
daily call options and their results show that the proposed method works
excellently to obtain prediction confidence interval and to improve the
option-pricing accuracy.

1 Introduction

Prompted by shortcomings of modern parametric option-pricing models, non-
parametric approaches, which do not rely on pre-assumed models but instead
try to uncover/induce the model, have recently attracted attention of researchers.
Among the various nonparametric methods, learning networks has been demon-
strated that they can be successfully used to estimate a pricing formula for
options, with good out-of-sample pricing and delta-hedging performance [2, 3, 6].

Although early proposed learning networks generated smaller pricing and
delta-hedging errors than parametric methods for various option pricing appli-
cations, they have a drawback in that they just give predicted target values for
some unknown data without any variance information to asses the prediction.
In practice, the predicted values themselves do not contain useful information
for investors since the predicted values do not match exactly to the real market
values. Rather than that, if the distribution of the predicted value can be given,
it can provide more useful information to investors or traders for their financial
use such as risk hedging strategies and portfolio management.

To overcome such a drawback, in this paper, we propose a novel learning net-
work for option pricing that gives the variance information which can be utilized
to calculate the confidence interval of target value. The proposed algorithm is
applied to KOSPI200 call options pricing and is shown to have superiority not
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only in its improved pricing performance but also in its availability of presenting
prediction value distribution.

2 Parametric vs. Nonparametric Methods for Option
Pricing

Since a major breakthrough in the pricing of stock options made by Black,
Scholes, and Merton in the early 1970s, Black-Scholes model has had a huge in-
fluence on the way that traders price and hedge options. The celebrated original
Black-Scholes pricing formula has a closed form based on a dynamic-hedging
argument and no arbitrage condition, but has shown systematic and substan-
tial bias because of its unrealistic assumptions. To improve pricing performance,
Black-Scholes formula has been generalized to various parametric option pricing
models while closed form expressions are not available. However, as shown in [7],
these parametric option pricing models didn’t succeed and the resulting models
are too complex, have poor out-of-sample performance. Even the most complex
modern parametric models are imperfect and are outperformed by simple, less
general models. They often produce parameters which is inconsistent with un-
derlying time series and inferior hedging, and retain systematic price bias they
were intended to eliminate [1].

Nonparametric methods have recently emerged as alternative approaches.
These methods typically include highly intensive, model-free approaches that
complement traditional methods. These nonparametric methods have the dis-
tinct advantage of not relying on specific assumptions about the underlying
asset price dynamics and is therefore robust to specification errors which might
adversely affect parametric models [3].

To verify the merits of nonparametric and computational methods of option
pricing, the performance of these methods needs to be measured against a widely
used alternative model. In this paper, Black-Scholes option pricing model is used
for this purpose, which is described by

p(BS) = f (BS)(x) = SN(d1)−Xe−r(T−t)N(d2),

d1 =
ln(S/X) + (r + σ2/2)(T − t)

σ
√
T − t

, d2 = d1 − σ
√
T − t,

(1)

where S is the underlying asset price, X is the strike price of option, T − t is the
time to maturity, σ is the volatility (standard deviation) of the underlying asset, r
is the continuously compounded risk-free interest rate, andN(·) is the cumulative
normal distribution function. Unless otherwise specified, in this paper, we use
this set of parameters x = (S,X, T − t, σ, r) as the training input data as various
option pricing models including Black-Scholes model.

3 Proposed Method and Probabilistic Framework

Suppose that we have a data set D = {(xi, ti)|i = 1, 2, . . . , N} of input vectors
xi = (Si, Xi, (T − t)i, σi, ri) and target values ti = pi, where pi is a option
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price of the i-th item xi. Given this data set, we wish to find (the density of)
the target value t̃ for a new data point x̃. Let the target function f(·). We
put f(= fN ) as [f1, f2, . . . , fN ] = [f(x1), f(x2), . . . , f(xN )], and put fN+1 as
[f1, f2, . . . , fN , fN+1] = [f(x1), f(x2), . . . , f(xN ), f(xN+1)], where xN+1 = x̃.

3.1 Gaussian Process Models

Gaussian processes for regression [4, 10, 12] assume that the target function
has a Gaussian process prior. This means that the density of any collection
of target function values is modeled as a multivariate Gaussian density. Let
X = {xi|i = 1, 2, . . . , N}, T = {ti|i = 1, 2, . . . , N}. Writing the dependence of f
on X implicitly, the GP prior over functions can be written

p(f |X,Θ) =
1

(2π)N/2|C|1/2 exp
{
−1

2
(f − µ)
C−1(f − µ)

}
, (2)

where the mean µ is usually assumed to be zero µ = 0 and each term of a
covariance matrix Cij is a function of xi and xj , i.e. c(xi,xj).

As f has a Gaussian density, fN+1 also has a Gaussian density. Using this
relationship we get the predictive density of fN+1 as a conditional Gaussian
density

p(fN+1|X,Θ) =
p(fN+1|Θ,xN+1, X)

p(fN |Θ,X)
(3)

=
ZN

ZN+1
exp[−1

2
(fT

N+1C
−1
N+1fN+1 − fT

NC−1
N fN )], (4)

where ZN and ZN+1 are normalization constants of p(fN |Θ,X) and p(fN+1|Θ,
xN+1, X), respectively. The relationship between CN and CN+1 is as follows.

CN+1 =
(

CN k
kT κ

)
, (5)

where k = [c(x̃,x1), c(x̃,x2), . . . , c(x̃,xn)]T , and κ = c(x̃, x̃).
By rearranging the terms in Eq. (4) we get the Gaussian density of predicted

value fN+1(= f̃) for a new data point xN+1(= x̃)

p(fN+1|D,Θ,xN+1) = N (kT C−1t, κ− kT C−1k). (6)

From this density, the predicted target value and its variance information can be
obtained directly by the two parameters of N . The first parameter which is the
mean of distribution can be used to get interpolant while the second variance
term can be used to get error bars as well demonstrated in Figure 1.

A Bayesian treatment of multilayer perceptrons for regression has been shown
to converge to a Gaussian process as the number of hidden nodes approaches
to infinity, if the prior on input-to-hidden weights and hidden unit biases are
independent and identically distributed [9]. Empirically, Gaussian processes have
been shown to be an excellent method for nonlinear regression [11].
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Fig. 1. (a) Simulated option training data where the stock prices and their correspond-
ing traded option price are represented with respect to x − y axes. (b) Interpolant and
its 1σ error bars. The error bars represent how uncertain we are about the interpolant
at each point assuming that the model is correct. Note that some points such as the
point near S = 110 are located outside the predicted value of the constructed model
but they are still located within the error interval provided by the model.

3.2 Covariance Function

The covariance function is the kernel which defines how data points generalize to
nearby data points. In this paper, to improve prediction performance of option
pricing, a neural network kernel is used as a covariance function. It is given by

K(x, x′) = v0
2
π

arcsin(
2xTΣx′√

(1 + xTΣx)(1 + 2x′TΣx′)
) + δijv2. (7)

The covariance function is parameterized by the hyperparameters Θ =
{lm|m = 1, . . . , d} ∪ {v0, v1, v2}, which we can learn from the data. The co-
variance between the targets at two different points is a decreasing function of
their distance in input space. This decreasing function is controlled by a small
set of hyperparameters that capture interpretable properties of the function, such
as the length scale of autocorrelation, the overall scale of the function, and the
amount of noise.

3.3 Hyperparameter Determination

The hyperparameters are selected by maximizing the marginal likelihood (a.k.a.
the evidence). The log marginal likelihood L is given by

L = −1
2

log detC− 1
2
tT C−1t− N

2
log 2π, (8)

and its derivative with respect to a hyperparameter θ is

∂L
∂θ

= −1
2
tr(C−1 ∂C

∂θ
) +

1
2
tT C−1 ∂C

∂θ
C−1t. (9)
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Appropriate hyperparameters can be determined by the conjugate gradient
method with this derivative as in [4]. On the other hand, the posterior dis-
tributions of the hyperparameters given the data can be inferred in a Bayesian
way via Markov Chain Monte Carlo (MCMC) methods [10, 12] or they can be
selected by maximizing the marginal likelihood (a.k.a. the evidence) [4].

3.4 Predictions with Confidence Interval

GPR(Gaussian Process for Regression) provides the distribution of a predicted
target value, not just a strict value. In our case that noise is presumably assumed
to be Gaussian, we get the Gaussian distribution of a predicted target value as
in Eq(6).

µ− zα/2σ ≤ f̃ ≤ µ+ zα/2σ (10)

with (1− α)% confidence level, where the predicted mean is given by

µ = kTC−1t (11)

and the variance for the confidence interval is given by

σ2 = κ− kTC−1k (12)

This variance information helps the user to make a decision based on confidence
intervals.

4 Experimental Results

In this section, we verify how well the proposed method works compared with
Black-Scholes (BS) model and other neural network models and algorithms
which include: MLP with Error Backpropagation(EBP)[6], MLP with Regu-
larized EBP(R-EBP)[5], MLP with Bayesian Regularization Algorithm(BR)[3],
Radial Basis Function Network (RBF) [5]. The data used in the empirical analy-
sis are daily closing quotes of the KOSPI200, during the time periods January
1, 2000 - December 31, 2000. The KOSPI200 index is a value-weighted combina-
tion of the 200 most traded securities in Korea Stock Exchange market. To avoid
non-synchronicity caused by trading effect, we used the closing prices of KOSPI
call options as price data. We trained a network using 500 samples(76%) as a
training data set and 150 samples(24%) are used to test each neural network
and our proposed method. The input vector x consists of stock price, S, strike
price, K, time to maturity, T − t, volatility, σ. Here we used σ available in the
market, which was given according to the general implied volatility formula. We
excluded interest rate, r, from the input vector because it changes little during
the time periods for the KOSPI200 data.
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Table 1. Simulation result using various prediction techniques(MSE)

Algorithm BS model EBP R-EBP BR RBF Proposed
Training Error 1.7681 0.6563 0.6727 0.1095 0.8620 0.2397

Test Error 2.2684 0.9939 0.7534 1.2597 0.9677 0.5273

Table 2. Simulation result for the prediction confidence interval

cf. level Training Samples in the Range Test Samples in the Range
95% 98.40% 98.67%
99% 99.00% 98.67%

Simulation results are shown in Table 1. We use mean squared error (MSE)
on the test error reduction to measure the network pricing accuracy. In terms
of MSE, the proposed method demonstrates excellent performance. EBP and
R-EBP provide the moderate performances both in training and test error. BR
algorithm has comparatively less train error, but shows severe test error com-
pared to other algorithms while RBF shows relatively higher errors in both train-
ing and test. The propose method shows relatively small training and test error
than various neural network models and algorithms, and especially it reduced
86% and 77% of MSE for each training and test error than the Black-Scholes
model. In addition to the improved prediction performance of the proposed
method for option pricing, the proposed method can provide us with the in-
formation of predicted confidence intervals for unknown data. Table 2 shows a
simulation results for the correctly predicted data ratio in terms of confidence
interval. In this simulation, the predicted confidence intervals verified to contain
sufficient sample points, which fully demonstrate the additional benefit of the
proposed method.

5 Conclusion

In this paper, we’ve proposed a novel method to improve prediction performance
of option pricing. The proposed method employed a Gaussian process regression
model with a neural network kernel for prediction. The method automatically
selects optimal hyper-parameters and provides the confidence interval of pre-
diction. To show the superiority of the proposed method, we’ve conducted an
experiment with daily KOSPI200 Index European options obtained from the Ko-
rea Stock Exchange. The experimental results demonstrate that the proposed
method is successful not only in improving generalization but also in providing
the confidence intervals of predicted option prices. Application of the method is
opened widely in the field of finance.

Acknowledgement. This work was supported by the KOSEF under the grant
number R01-2005-000-10746-0.
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Abstract. In this study, a novel adaptive BP learning algorithm with optimal 
learning rates and directional error correction is proposed. In this algorithm, the 
optimal adaptive learning rates are used to adjust the weights in an adaptive and 
dynamical way. Meantime, the directional errors are fed back to learning proc-
ess to increase the directional accuracy. For illustration and testing purposes the 
proposed algorithm is applied to the foreign exchange market trend prediction.  

1   Introduction 

Back-propagation neural network (BPNN) is the popular neural networks which have 
been widely applied to many fields such as prediction and classification problems. 
The basic learning rule of BPNN is based on the gradient descent method and the 
chain rule [1]. However, a deadly drawback of the BPNN learning rule based on the 
gradient descent method is its slowness and its frequent confinement to local minima 
[2]. For this reason, many improved BP algorithms are developed such as conjugate 
gradient algorithm [3] and Levenberg-Marquardt algorithm [4]. Generally, these algo-
rithms have an improved convergence property, but most of these methods do not use 
the optimal learning rates. In their studies, the learning rate is set to a fixed value. 
However, it is critical to determine a proper fixed learning rate for BPNN learning. If 
the learning rate is large, learning may occur quickly, but it may also become unstable 
and even will not learn at all. To ensure stable learning, the learning rate must be 
sufficiently small, but with a small learning rate the BPNN may be lead to a long 
learning time. Also, just how small the learning rate should be is unclear. In such 
situations, it is necessary to derive optimal learning rate and then allow an adaptive 
change at each iteration step during the learning process. In addition, in the trend 
prediction, the directional error information should be fed back to the learning process 
to increase accuracy. In this study, a binary directional error function is used. 

The main motivation of this study is to propose an adaptive BP algorithm for  
foreign exchange trend predication. The rest of this study is organized as follows. 
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Section 2 presents the proposed adaptive learning algorithm. Section 3 gives an ex-
periment and reports the results. Finally, Section 4 concludes the paper. 

2   The Adaptive Learning Algorithm 

Consider a three-layer BPNN, which has p input nodes, q hidden nodes and k output 
nodes. Mathematically, the basic structure of the BPNN model is described by 
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where xj(t) (j = 1, 2, …, p) and y are the inputs and output of the BPNN; wij(t),  
i = 0, …, q, j = 0, …, p, are the weights from the input layer to the hidden layer; vij(t), 
i = 0, …, q, j = 1, …, k, are the weights from the hidden layer to the output layer; t is a 
time factor; f1 is the activation function of the hidden nodes and f2 is the activation 
function of the output nodes. Generally, the activation function for nonlinear nodes is 
assumed to be a symmetric hyperbolic tangent function, i.e., )tanh()( 1
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Usually, by estimating model parameter vector (W, V) via BPNN training, we can 
realize the corresponding tasks such as function approximation and pattern prediction. 
In fact, the model parameter vector (W, V) can be obtained by iteratively minimizing a 
cost function E(X: W, V). In general, E(X: W, V) is a sum of the error squares cost 
function with k output nodes and N training pairs or patterns, that is, 
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where yj is the jth actual value and yj(X: W,V) is the jth estimated value. 
Given the time factor t and direction factor d, Eq. (2) can be rewritten as 
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Comparing with the traditional mean squared error, directional error function  
is preferred in the trend prediction. In the directional error function, incorrectly  
predicted directions are penalized more heavily than the correct prediction. In this 
study, p1 = 5 and p2 = 2.5 are used in the directional error function. 

By applying the steepest descent method to the error cost function Ed(t) (i.e., Eq. 
(3)), we can obtain the gradient of Ed(t) with respect to V and W, respectively. 
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So, the updated formulae of weights are given by, respectively 
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Where  is the learning rate; 
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To derive the optimal learning rate, let ∆ be an increment operator and consider the 
general error equation: 
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In order to prove Eq. (7), a lemma must be introduced. 

Lemma: The total time derivative of the BPNN single output )(1 WXFv T is given by 

X
dt

dW
WXFvWXF

dt

dv
X

dt

dW
WXFv

dt

dv
WXF

dt

WXFvd T
T

T
T

)()()()(
)]([

1111
1 ′+=′+=  



 An Adaptive BP Algorithm 501 

 

Proof: 
( )[ ]

dt

xwfvd

dt

WXFvd
q

i

p

j jiji
T

= == 0 011 )]([  

( )[ ] ( )[ ]
= =

= =

=

= =

∂

∂
+

∂

∂
=

q

i

p

j

ij

ij

q

i

p

j jiji
q

i

i

i

q

i

p

j jiji

dt

dw

w

xwfv

dt

dv

v

xwfv

0 0

0 01

0

0 01  

dt

dv
netf

dt

dv
netf

dt

dv
netf

dt

dw
xxwfv

dt

dv
xwf q

q
ij

j

q

i

p

j

p

j
jiji

i
q

i

p

j
jij )()()( 1

1
11

0
01

0 0 0
1

0 0
1 +++=′+=

= = == =

 

+++′+++++′+
dt

dw
x

dt

dw
x

dt

dw
xnetfv

dt

dw
x

dt

dw
x

dt

dw
xnetfv

qp

p

qq

qq

p

p

1
1

0
01

001
1

00
0010 )()(    

[ ] [ ]
( )

( )′

′
+=

q

q

T

q
q

netf

netf

vvv
dt

dv

dt

dv

dt

dv
netfnetfnetf

0

0

                          )(       )(    )(   
1

21
10

11101
 

×

p
qpqq

p

p

x

x

x

dt

dw

dt

dw

dt

dw

dt

dw

dt

dw

dt

dw
dt

dw

dt

dw

dt

dw

1

0

10

11110

00100

    
X

dt

dW
WXFvWXF

dt

dv
X

dt

dW
WXFv

dt

dv
WXF T

T
T )()()()( 1111 ′+=′+=       

In the following, we start to prove Eq. (7) with above Lemma together with Eqs. 
(4) and (5). Now consider the change of output of BPNN for all patterns, that is 
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Substituting (7) into (6), we obtain 

)()()()1( tettete ηξ−=+  (8) 

The objective here is to derive an optimal learning rate . That is, at iteration t, an 
optimal value of the learning rate, *(t), which minimizes Ed(t+1) is obtained, i.e., 
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Using (8), Eq. (9) may be written as 
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which gives the error e, at iteration t+1, as a function of the learning rate η , which 
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Since (t) is positively definite, the second condition is met and the optimum value 
of the learning rate is found to be 
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From the Eq. (11), the learning rate is not affected by the direction factor fd. Fi-
nally, the increments of the BP neural network parameters, by using the optimal learn-
ing rate, are obtained by replacing the * given by (11) to (4)-(5), which yield 
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Using the new weight update formulae with optimal learning rates and direction er-
ror correction, a new BP learning algorithm is generated. For verification, one major 
foreign exchange rate (EUR/USD) is used in the following section. 

3   Empirical Analysis 

In the experiments, the daily data of EUR/USD is obtained from Pacific Exchange 
Rate Service (http://fx.sauder.ubc.ca/). The entire data set covers the period from 
January 1 2000 to December 31 2004. In this experiment, we use the first 4 years’ 
data to train and the last year’s data for testing. As the main goal is to predict the trend 
of foreign exchange market, then the directional statistics (Dstat) [5] is employed in 
this study. For comparison, the standard three-layer BPNN (BPNN I) is used as 
benchmark model. In addition, the BPNN with optimal learning rates (BPNN II) and 
the BPNN with direction error correction (BPNN III) are also compared. The pro-
posed BPNN with optimal learning rates and direction error correction is called 
“BPNN IV”. The experiment results are reported in Table 1. 

From Table 1, we can find the following conclusions. (1) The best prediction per-
formance for the testing data is generally produced when the training epochs are 1500. 
(2) Usually, too few training epochs and hidden nodes can not lead to a good forecast-
ing result. (3) Of the four BPNN models, the proposed adaptive BPNN model with 
optimal learning rates and directional error correction performs the best, following 
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Table 1. The performance comparison for various BPNN models on EUR/USD 

Training epochs Hidden nodes BPNN I BPNN II BPNN III BPNN IV 

1000 5 54.76 61.90 63.49 68.65 
 10 58.33 66.67 69.84 72.22 
 15 58.73 65.87 70.63 71.43 

1500 5 57.94 63.49 70.23 70.63 
 10 60.32 69.44 75.40 77.78 
 15 61.51 67.85 72.22 75.00 

3000 5 55.95 65.48 69.84 72.22 
 10 59.92 68.25 67.46 73.02 
 15 60.32 67.86 68.25 70.24 

 
with the BPNN with directional error correction and the BPNN with optimal learning 
rates. The standard BPNN performs the worst. The main reason is that the directional 
error information seems to be more important than the optimal learning rates in the 
trend prediction. (4) These results also indicate the feasibility of the proposed adap-
tive BPNN model in foreign exchange market trend forecasting. 

4   Conclusions 

In this study, an adaptive BP learning algorithms with optimal learning rates and 
directional error correction is first proposed. And then this exploratory research exam-
ines the potential of using an adaptive BPNN model to predict an important foreign 
exchange rates — EUR/USD. Empirical investigation reveals that the proposed adap-
tive BP algorithm provides an alternative solution to the foreign exchange market 
trend prediction. 
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Abstract. This paper considers the problem of predicting non-linear,
non-stationary financial time sequence data, which is often difficult for
traditional regressive models. The Self-Organising Map (SOM) is a vec-
tor quantisation method that represents statistical data sets in a topol-
ogy preserving fashion. The method, which uses the Recurrent Self-
Organising Map(RSOM) to partition the original data space into several
disjointed regions and then uses Support Vector Machines (SVMs) to
make the prediction as a regression method. It is model free and does
not require a prior knowledge of the data. Experiments show that the
method can make certain degree of profits and outperforms the GARCH
method.

1 Introduction

The problem of financial time series prediction is of primary importance to mod-
ern economical world. Financial time series forecasting is a challenging problem
since most conventional statistical algorithms are not naturally suited for time
varying patterns. Sudden changes in policy, natural and man-made disasters, in-
stitutional changes, new discoveries and revisions among others cause occasional
large forecast errors in the standard, constant-parameter models. The traditional
way, for example autoregressive moving average (ARMA) [1], to approach the
problem is to model the underlying time series structures globally. In order to
improve the quality of regression models in economic data modeling, autoregres-
sive conditional heteroskedastic (ARCH) models were introduced by Engle [2]
and extended by Bollerslev to GARCH model [3].

However, statistical models still suffer from being distorted by the non-
stationary nature of most financial time series. If data series are divided into
different regions, the noise level may vary from region to region. Therefore, over-
fitting or under-fitting will inevitably exist in one single model. Alternatively,
artificial neural networks have been proved with various success in modeling such
non-stationary data [4]. In addition, inspired by a so-called divide-and-conquer
principle, a discretisation function (clustering) and several local models that can
be combined to solve a complicated problem [5, 6, 7]. Local models are then

J. Wang et al. (Eds.): ISNN 2006, LNCS 3973, pp. 504–511, 2006.
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built up on the divided sub sets, which would be of relatively smaller size and
smaller variation comparing to the global set.

The data partition is normally done by clustering methods, for example neural
gas [8] and SOM [9]. Afterwards, the local models are set up by using the Support
Vector Machines(SVMs) [10]. In this work, SVMs serve as regression methods
to complete the prediction tasks.

The rest of the paper is organised as follows, Section 2 introduces the so-
called divide-and-conquer architecture and the algorithm of tree type RSOM
and SVM for regression task. Experimental results are provided in Section 3.
Finally, a brief conclusion and future work is given.

2 Architecture and the Learning Algorithm

For time series prediction, one has to capture the dependency between the past
and the future behaviour of the time sequence. A typical one step ahead predic-
tion can be formulated as

x(n) = [γ1x(n− 1) + γ2x(n− 2) + . . .+ γix(n− i)] . (1)

x(n) is the value of time series at time step n, where n = 1, 2, . . . , i. During the
learning process, provided the actual process can be described by such a linear
model, the coefficients γk, k = 1, 2, . . . , i should gradually converge under the
least square method. However, in realities, γk may not always converge [11].

Global models give the best results with stationary time series. Whilst local
models can often overcome some problems of global models and have gained
growing interests during the last decade. By using local models, the possibility to
converge in each smaller local region is highly enhanced. Thereafter, predictions
are then done on local models.

2.1 Tree Type Recurrent Self-Organising Map

The Self-Organising Map (SOM) is a vector quantisation method to map pat-
terns from a high dimensional input space φ to a lower dimensional prototype
space ϕ while preserving the topological relationships among the nodes [9]. The
network consists of a lattice of nodes, and in this case it is a tree. Starting from
a main stem, then it gradually grows to branches, then the secondary branches,
etc. Such a tree structure has been used in document management [12]. Defined
by its position r, each node of the tree has a reference weight wr of the same
dimension as the input. In order to preserve the topology during the training
as well as keep the training processing from being trapped in local minima, a
proper neighbourhood function h has to be used.

The training algorithm of the SOM is: randomly choose one input vector x(n)
from an input space φ and compare it with the reference vector wr of the neuron
r on the output space ϕ. The best matching unit v to the input is the one having
its weight wv closest to it. Reference vectors (weights) are randomly set at the
beginning, and then are updated by

wr(n+ 1) = wr(n) + α(n)hrv(n)(x(n) − wr(n)) . (2)
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where 0 < α(n) < 1 is the learning rate, as n increases, α(n) decreases, with the
constraints limn→∞

∫ n

0 α(n)dn = ∞, limn→∞
∫ n

0 α(n)2dn <∞.
In order to store the temporal context in the time series, Chappell and Tayor

[13] proposed a modification to the original SOM. This modified SOM, termed
Temporal Kohonen Map (TKM), can not only function like a normal SOM but
is also able to give context to vectors appearing in sequences. The main differ-
ent between the TKM and the SOM is that the outputs of SOM are reset to
zero after feeding of each input vector, while in the TKM the original outputs
are replaced by leaky integrator outputs, which once activated, gradually lose
their activity. The original TKM was then extended by Koskela, et al. [14] to a
modified version called Recurrent Self-Organising Map(RSOM). RSOM moves
the leaky integrator from the output into the input gives,

yi(n) = (1− β)yi(n− 1) + β(x(n) − wi(n)) . (3)

yi(n) is the temporally leaked difference vector at map unit i, time n. Above
0 < β < 1 is the leaking coefficient while x(n) and wi(n) have their previous
meanings. Large β corresponds to short memory while small β corresponds to
longer memory. When β = 1, RSOM behaves like a normal SOM and on the other
extreme when β = 0 all wi(n) equal to the mean of input vectors. After certain
mathematical reformulation, y(n) end up with a similar form as an exponentially
weighted linear FIR filter,

y(n) = β

n∑
k=1

(1− β)(n−k)(x(k) − w) . (4)

The updating rule of the map should include part of the history of the input, as
the impulse response of the recurrent filter decay below 5% of its initial value
after a few steps. For further explanation, please see [14]. The length of episode
is 3 and β = 0.95 in the experiments.

The tree type RSOM has the similar mechanism as the Neural Gas [8].
Firstly the map starts with a main stem, an one dimensional RSOM chain.
After certain iterations, the stem is trained to go through the backbone of the
”density”. According to the number of input vectors attracted by each neuron,
the main stem starts to split into sub-chains at the neurons that attract more
input vectors than a preset threshold. Also the length of sub-chain depends on
how much the number of input vectors.

2.2 Support Vector Machine in Regression

SVM [10] is a novel regressor with three distinct advantages. First, SVM solves a
risk minimisation problem by balancing the empirical error and a regularisation
term, where the risk is measured by Vapnik’s ε-insensitive loss function. Second,
SVM usually estimates a set of linear functions defined in a high dimensional
feature space. Third, SVM only uses a limited number of the support vectors.

Suppose we are given a training data set {(x1, y1), . . . , (xl, yl)} ⊂ χ × R,
where χ denotes the space of the input patterns (e.g. χ = R

d ). We try to do
the prediction by estimating a linear function f
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f(x) = w ∗ φ(x) + b . (5)

φ(x) represents a nonlinear mapping of x in a high-dimensional feature space.
The function f can be estimated by minimising a regularised risk function

minimise
1
2
‖ w ‖2 +C

1
l

l∑
i=1

Lε . (6)

Lε =
{ |yi − w ∗ φ(xi)− b| − ε, |yi − w ∗ φ(xi)− b| ≥ ε

0, otherwise . (7)

The term ‖ w ‖2 is called the regularised term, which we want to make as
flat as possible. The second term is the empirical error measured by Vapnik’s
ε-insensitive loss function. C is the regularisation constant. Transfer above two
equations to the primal objective function as follows by introducing slack vari-
ables ξ∗i , ξi

minimise
1
2
‖ w ‖2 +C

l∑
i=1

(ξi + ξ∗i ) . (8)

subject to

yi − w ∗ φ(x) − b ≤ ε+ ξi
w ∗ φ(x) + b− yi ≤ ε+ ξ∗i

ξi, ξ
∗
i ≥ 0

. (9)

Finally, by introducing Lagrange multipliers αi, α
∗
i , we can solve a linearly

constrained quadratic problem. The decision function then has a explicit form

f(x) =
l∑

i=1

(αi − α∗
i )K(xi, x) + b . (10)

where K(xi, x) is defined as the kernel function. The elegance of using the kernel
function is that one can deal with arbitrary dimensional feature space without
having to compute the nonlinear mapping function explicitly. Any function that
satisfies Mercer’s condition [10] can be used as the kernel function. This tech-
nique has also been implicitly used in SOMs, as the neighbourhood functions
are equivalent to Gaussian kernel functions [15]. Since no prior knowledge of the
data distribution is available, we use Gaussian kernel in SVM regressor.

Based on Karush-Kuhn-Tucker(KKT) conditions [16], only a number of co-
efficients (αi −α∗

i ) will be nonzero, which corresponding to training data points
referred to as support vectors. Approximation errors at the point of support
vectors are larger than or equal to ε.

2.3 Two-Stages Architecture

The idea underlying the two-stage architecture is to firstly partition the whole
input space into several non-overlapped regions and then use regression models to
produce forecasting results on those partitioned regions. These regression models
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Fig. 1. A generalised scheme for constructing local models and their predictions

are called local models. A generalised scheme for constructing and evaluation the
local models is depicted in Fig. 1.

The learning algorithm for the proposed two-stage architecture is outlined as
follows:

1. Window the time series data into vectors. Separate into training, validation,
testing parts.

2. Create a one dimensional chain with a number of terminal nodes and ini-
tialise it with random weights.

3. Recursively 1 training the Recurrent SOMs with the training data. Use the
trained weight to partition input space into different regions.

4. Calculate the number of training data points in each regions. If the number
of data points large than the preset threshold, expand the terminal node to
a branch(a sub-RSOM chain) with at least two nodes on it. Otherwise, stop.

5. Repeat (3)-(4) until the partition cannot be preceded in any region.
6. Train SVM for the partitioned regions and find out the most adequate SVM

based on the training data points in each partitioned region.

A validation set is used to early stop the RSOM in step (3) when the quanti-
sation error of validation data starts to increase.

3 Experimental Results

We evaluate the proposed approach using real market data (exchange rate of
U.S. Dollar to British Pound). The data is retrieved from the PACIFIC Ex-
change Rate Service provided by Prof. Werner Antwiler at UBCs Sauder School
of Business. There are around 15 years’ daily data excluding weekends and bank

1 Only the initial weights are set randomly. The final weights of the first training phrase
is brought to the second training phrase as its initial weights. Same as the learning
rate, it is a continues variable rather than reset at the each time as a new sub-
map is created.
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holidays when currency markets were closed. We applied the price-return con-
vert(i.e. x′n = ln xn+1

xn
here the xn is the scalar values of the original data at

the time n) to the original data. Considering the highly varying nature of the
exchange rate, we train the neural networks with 3000 consecutive data points
and we test the performance of the prediction method on the following 100 data
points. Then, we window both of the training and testing sets with a window
length of 13 to form two vector spaces. The window length is chosen empirically
according to relatively good performances in SVM prediction.

We compare the various modeling and prediction methods on three mea-
surements. The first is the Mean Square Error between target time series and
predicted ones. The second measurement is the correct prediction percentage,
which is a criterion to check whether the prediction is made on the right direc-
tion (i.e. we calculate how many percents predicted returns have the same sign
as their corresponding actual returns). The third measurement is called profit
earned, which is a program based on a virtual real trader’s reaction in a real
market. A set of rules have to be pre-set, such as if the increasing percentage
is larger than a threshold, we invest certain amount of money to buy. If either
increase or decrease is less than another threshold, no action is taken.

Fig. 2 shows the results of predictions of difference methods. The first sub-
figure shows the prediction of the proposed local model method combining Re-
current SOM and SVM. The second sub-figure shows the local model method
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Fig. 2. The prediction results of three different approaches, the solid lines represent
the original time series and the dot lines represent the predicted curves

Table 1. Total errors of various methods on the test set

RSOM+SVM SOM+MLP GARCH
Mean Square Error (e-005) 3.0886 3.0999 3.9857
Correct Prediction (%) 67.5275 62.7907 46.6667
Profit earned (%) 7.20 4.29 5.56
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Fig. 3. The profits made based on three approaches. The closer the dash line is to
the solid line, the better the performance. The solid line is the best profit curve, which
means in case that prediction is 100% correct, the best performance a trader can achieve
based on the strategy. The dash lines are the profits actually achieved.

combing SOM and MLP 2, and the third shows GARCH model prediction. Fig. 3
shows the profits made on these predictions of different approaches. Table 1
shows the measurements of three methods. The results of the first two methods
are average of several experiments, because of the random initially weights and
randomly feed in input vectors sequence.

4 Conclusion

Based on the principal of ”divide-and-conquer”, the proposed two-stage hybrid
system outperforms other traditionary modeling techniques. There are a few
inherent advantages of this approach. Firstly, since the prediction is based on
smaller sets of data points in local models, it is thus possible to choose the
best SVM for each individual model. Secondly, SOM is inherently an efficient
clustering technique as it has a neighbourhood structure which can prevent the
clustering being trapped to local minima. Thirdly, the convergence speed of
SVMs can be greatly increased as the number of support vector decreases in
smaller data regions (local models).

The future work includes alternative validation methods such as entropy [12]
and nongaussian measurement [17] which can be used as a self-validation method.
In this paper, we use Gaussian kernels as we know little about the distribution
of exchange rate data. We will try to use more appropriate kernels if we can
explore more on the data distribution in the future. Furthermore, we will also
extend this work to multi-step prediction and consider bid-offer margins in profit
estimation.
2 The MLP has linear activation function and a number of inputs equals to the window

size of the RSOM with one output.
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Abstract. We propose a new criterion, called autocorrelation coefficient crite-
rion (ACC) to select the appropriate lag structure of foreign exchange rates 
forecasting with neural networks, and design the corresponding algorithm. The 
criterion and algorithm are data-driven in that there is no prior assumption 
about the models for time series under study. We conduct the experiments to 
compare the prediction performance of the neural networks based on the differ-
ent lag structures by using the different criterions. The experiment results show 
that ACC performs best in selecting the appropriate lag structure for foreign ex-
change rates forecasting with neural networks.  

1   Introduction 

Financial time series forecasting is one of the most challenging problems among the 
many applications of neural networks. Several modeling issues have been discussed 
[1-7]. In many situations, we have to predict the future value of foreign exchange 
rates through past measurements of it in the following way: 

nty +ˆ = F (
1sty − ,

2sty − , …, 
isty − , …) (1) 

where nty +ˆ  is the predicted value when we make a prediction of n  periods ahead 

from the present period t ; jy is the actual value at period j ; is  is the lag period 

from the present period t ; )(•F   is a nonlinear function determined by the neural 

networks. The problem is to select the appropriate lag structure { },...,...,, 21 isss . 

In previous work, the criteria of selecting the lag structure include Akaike Informa-
tion Criterion (AIC), Hannan-Quinn Criterion (HQC), Bayesian Information Criterion 
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(BIC), Schwarz Information Criterion (SIC), the general-to-specific sequential Likeli-
hood Ratio test (LR) and the specific-to-general sequential Portmanteau test. For 
monthly VAR models, AIC produces the most accurate structural and semi-structural 
impulse response estimates for realistic sample sizes. For quarterly VAR models, 
HQC appears to be the most accurate criterion with the exception of sample sizes 
smaller than 120, for which SIC is more accurate. For persistence profiles based on 
quarterly vector error correction (VEC) models, the SIC is the most accurate criterion 
for all realistic sample sizes. Sequential Lagrange-multiplier and likelihood ratio tests 
cannot be recommended [8]. AIC, SIC, HQC have an important role to play in model 
selection for nonlinear threshold models, while Generalized Information criterion 
(GIC) and especially Informational Complexity Criterion (ICOMP) prove less reliable 
[9]. A class of Modified Information Criteria (MIC) was considered which account 
for the fact that the bias in the sum of the autoregressive coefficients is highly de-
pendent on the lag order [10]. For symmetric lag and asymmetric lag models, the 
results are more ambiguous in terms of forecasting performance in comparisons of 
AIC, SIC, Posterior Information Criterion (PIC), and Keating’s modification of the 
AIC and SIC (KAIC and KSIC, respectively) [11]. It is thus difficult to generalize 
about the preferred lag selection technique when there is uncertainty about the true lag 
length and whether the lags are symmetric or asymmetric. AIC and BIC as well as 
several extensions have been used as information-based in-sample model selection 
criteria in selecting neural networks for foreign exchange rates forecasting [12]. How-
ever, the in-sample model selection criteria are not able to provide a reliable guide to 
out-of-sample performance and there is no apparent connection between in-sample 
model fit and out-of-sample forecasting performance. A nonparametric version of the 
Final Prediction Error (FPE) was analyzed for lag selection in nonlinear autoregres-
sive time series under relative general conditions including heteroskedasticity [13]. 
There are assumptions that can’t necessarily be satisfied in most cases. It requires 
suitable kernel and bandwidth choices to compute the lag selection criteria.  

Our contribution is to propose a new criterion of selecting the appropriate lag struc-
ture of foreign exchange rates forecasting with neural networks and design the corre-
sponding algorithm. The remainder of this paper is organized as follows. Section 2 
describes the new criterion and algorithm. In Section 3, we conduct the experiments to 
compare the prediction performance of the neural networks based on the different lag 
structures by using the different criterions. Finally, conclusions are given in Section 4. 

2   Autocorrelation Coefficient Criterion and Algorithm 

In foreign exchange rates forecasting with neural networks, the contribution of one 
input variable to the output variable is affected by the other input variable. The input 
variables should be as predictive as possible. On the other hand, the input variables 
should not be much correlated, because the correlated input variables may degrade the 
prediction performance by interacting with each other and producing a biased effect 
[14]. Actually, the correlated input variables contribute the similar information for the 
output variable of neural networks. Therefore, the neural networks get confused and 
do not know to use which one. Considering the above features of foreign exchange 
rates forecasting with neural networks, we propose a new criterion of selecting the lag 
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structure of foreign exchange rates forecasting, called autocorrelation coefficient 
criterion (ACC) as follows: 

(1) The absolute value of autocorrelation coefficient between the lag period and the 
forecasting period ahead should be as large as possible. In this case, the input variable 
is more correlated to the output variable. Therefore, the input variable contributes 
more predictive information for the output variable. 

(2) The sum of absolute value of autocorrelation coefficients between the lag pe-
riod and the other selected lag periods should be as small as possible. In this case, the 
input variable will not be much correlated to the other selected input variables.  

One of the main features of foreign exchange rates is that as the lag period be-
comes long, the absolute value of autocorrelation coefficient will becomes small. 
Accordingly, we design an algorithm to select the lag structure of foreign exchange 
rates forecasting with neural networks as follows: 

Step 1.  Let i =1, 1s =0; and set the maximum lag period N , the forecasting period 

ahead .n  

Step 2.  Let 1+is =

=
−

+
≤< i

j
sk

nk
Nks

j

i

r

r
Max

1

arg , and 1+= ii . 

Step 3.  If is  less than 1−N , go to Step 2; otherwise, exit and the appropriate lag 

structure is { }isss ,...,, 21 . 

In order to further compare the effect of the different lag structures on the predic-
tion performance, we add another two criterions of selecting the lag periods of foreign 
exchange rates forecasting, namely short criterion (SC) and long criterion (LC) as 
follows: 

(1) Short criterion (SC) 
If the lag structure based on ACC is { }msss ,...,, 21 , the lag structure based on 

SC is { }1,...,1,0 −m . 

(2) Long criterion (LC) 
If the initial parameter maximum lag period of ACC is ,N  the lag structure 

based on LC is { }N,...,1,0 . 

3   Experiments Analysis 

We conduct the experiments to compare the prediction performance of the neural 
networks based on the different lag structures by using the different criterions. 

3.1   Neural Network Model 

We employ the popular three layers back-propagation network with adaptive learning 
rate and momentum. The logistic function is used for all hidden nodes as the activation 
function. The linear activation function is employed for the output node. For time 
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series forecasting problem, the network inputs are the past, lagged observations of the 
data and the output is the future value. Therefore, the number of input nodes corre-
sponds to the number of past lagged data. Generally speaking, too many nodes in the 
hidden layer produce a network that memorizes the input data and lacks the ability to 
generalize. Parsimony is a principle for designing neural networks. Hence, the number 
of hidden nodes is equal to the number of input nodes.  

3.2   Performance Measure 

Normalized mean squared error (NMSE) is used to evaluate the prediction perform-
ance of neural networks. Given a set P  comprising pairs of the actual value kx  and 

predicted value kx̂ , the NMSE can be defined as follows: 

NMSE =
−
−

∈

∈

Pk kk

Pk kk

xx

xx
2

2

)(

)ˆ(
  (2) 

where kx is the mean of actual values. 

3.3   Data Preparation 

From Pacific Exchange Rate Service provided by Professor Werner Antweiler, Uni-
versity of British Columbia, Canada, we obtain 1005 daily observations covering the 
period from 2001 to 2004 for the three exchange rates respectively. For each ex-
change rate, we select the appropriate size of training set by using the method in [15]. 
The test set contains 209 daily observations covering the period from Jan 2005 to Oct, 
2005 for the three exchange rates respectively. 

3.4   Results 

We set the initial parameters of ACC: (1) the maximum lag period ;10=N  (2) the 
forecasting period ahead .1=n  Table 1 shows the lag structures of the three ex-
change rates forecasting by using the different criterions. Table 2 shows the three 
exchange rates prediction performance of the neural networks based on the different 
lag structures by using the different criterions. The value of NMSE under ACC is the  
 

Table 1. The lag structures of the three exchange rates forecasting by using the different crite-
rions (EUR, GBP and JPY against USD) 

Criterion of select-
ing lag structure 

Lag structure of  
EUR 

Lag structure of 
GBP 

Lag structure of 
JPY 

ACC {0, 4, 6, 9} {0, 4, 6, 9} {0, 4, 6, 9} 
AIC {0, 1, 6, 8} {0, 1, 6, 8} {0, 1, 6, 8} 
BIC {0} {0} {0} 
HQC {0, 1, 6, 8}  {0, 1, 6, 8}  {0, 1, 6, 8}  
SC {0, 1, 2, 3} {0, 1, 2, 3} {0, 1, 2, 3} 
LC {0, 1, …, 10} {0, 1, …, 10} {0, 1, …, 10} 
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Table 2. The three exchange rates prediction performance of the neural networks based on the 
different lag structures by using the different criterions (EUR, GBP and JPY against USD) 

Criterion of select-
ing lag structure 

NMSE of  EUR NMSE of GBP NMSE of JPY 

ACC 0.0861 0.0859 0.0852 
AIC 0.1095 0.1092 0.1084 
BIC 0.0994 0.0986 0.0962 
HQC 0.1095 0.1092 0.1084 
SC 0.1191 0.1187 0.1151 
LC 0.3731 0.3728 0.3692 

smallest among the different criterions in each exchange rates forecasting. It shows 
that ACC performs best in selecting the appropriate lag structure. ACC doesn’t re-
quire any assumptions, completely independent of particular class of model. The 
criterion makes full uses of information among sample observations even if the under-
lying relationships are unknown or hard to describe. It integrated the features of auto-
correlation coefficient of foreign exchange rates and the requirements of inputs for 
neural networks. 

4   Conclusions  

In this paper, we propose a new criterion, called autocorrelation coefficient criterion 
(ACC) to select the lag structure of foreign exchange rates forecasting with neural 
networks, and design the corresponding algorithm. The criterion and algorithm are 
data-driven in that there is no prior assumption about the models for time series under 
study. We conduct the experiments to compare the prediction performance of the 
neural networks based on the different lag structures by using the different criterions. 
The experiment results show that ACC outperforms the other criterions in selecting 
the lag structure for foreign exchange rates forecasting with neural networks.  
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Abstract. Forecasting exchange rates is an important financial prob-
lem that is receiving increasing attention especially because of its diffi-
culty and practical applications. This paper proposes a Flexible Neural
Tree (FNT) model for forecasting three major international currency ex-
change rates. Based on the pre-defined instruction sets, a flexible neural
tree model can be created and evolved. This framework allows input vari-
ables selection, over-layer connections and different activation functions
for the various nodes involved. The FNT structure is developed using
the Extended Compact Genetic Programming and the free parameters
embedded in the neural tree are optimized by particle swarm optimiza-
tion algorithm. Empirical results indicate that the proposed method is
better than the conventional neural network forecasting models.

1 Introduction

Forecasting exchange rates is an important financial problem that is receiving
increasing attention especially because of its difficulty and practical applications.
Exchange rates are affected by many highly correlated economic, political and
even psychological factors. These factors interact in a very complex fashion.
Exchange rate series exhibit high volatility, complexity and noise that result
from an elusive market mechanism generating daily observations [1].

Much research effort has been devoted to exploring the nonlinearity of
exchange rate data and to developing specific nonlinear models to improve
exchange rate forecasting, i.e., the autoregressive random variance (ARV) model
[2], autoregressive conditional heteroscedasticity (ARCH) [3], self-exciting
threshold autoregressive models [4]. There has been growing interest in the adop-
tion of neural networks, fuzzy inference systems and statistical approaches for
exchange rate forecasting problem [5][6][15][8]. For a recent review of neural
networks based exchange rate forecasting, please consult [9].

The input dimension (i.e. the number of delayed values for prediction) and
the time delay (i.e. the time interval between two time series data) are two
critical factors that affect the performance of neural networks. The selection of
dimension and time delay has great significance in time series prediction.

J. Wang et al. (Eds.): ISNN 2006, LNCS 3973, pp. 518–523, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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Fig. 1. A flexible neuron operator (left), and a typical representation of the FNT
with function instruction set F = {+2, +3, +4, +5, +6}, and terminal instruction set
T = {x1, x2, x3} (right)

This papers proposes a Flexible Neural Tree (FNT) [10][11] for selecting the
input variables and forecasting exchange rates. Based on the pre-defined instruc-
tion/operator sets, a flexible neural tree model can be created and evolved. FNT
allows input variables selection, over-layer connections and different activation
functions for different nodes. In our previous work, the hierarchical structure was
evolved using Probabilistic Incremental Program Evolution algorithm (PIPE)
with specific instructions. In this research, the hierarchical structure is evolved
using the Extended Compact Genetic Programming (ECGP), a tree-structure
based evolutionary algorithm. The fine tuning of the parameters encoded in the
structure is accomplished using particle swarm optimization (PSO). The nov-
elty of this paper is in the usage of flexible neural tree model for selecting the
important inputs and/or time delays and for forecasting foreign exchange rates.

2 The Flexible Neural Tree Model

The function set F and terminal instruction set T used for generating a FNT
model are described as S = F

⋃
T = {+2,+3, . . . ,+N}

⋃{x1, . . . , xn}, where
+i(i = 2, 3, . . . , N) denote non-leaf nodes’ instructions and taking i arguments.
x1,x2,. . .,xn are leaf nodes’ instructions and taking no other arguments. The
output of a non-leaf node is calculated as a flexible neuron model (see Fig.1).
From this point of view, the instruction +i is also called a flexible neuron op-
erator with i inputs. In the creation process of neural tree, if a nonterminal
instruction, i.e., +i(i = 2, 3, 4, . . . , N) is selected, i real values are randomly
generated and used for representing the connection strength between the node
+i and its children. In addition, two adjustable parameters ai and bi are ran-
domly created as flexible activation function parameters. For developing the fore-
casting model, the flexible activation function f(ai, bi, x) = e

−( x−ai
bi

)2 is used.
The total excitation of +n is netn =

∑n
j=1 wj ∗ xj , where xj(j = 1, 2, . . . , n)

are the inputs to node +n. The output of the node +n is then calculated by
outn = f(an, bn, netn) = e−( netn−an

bn
)2 . The overall output of flexible neural tree

can be computed from left to right by depth-first method, recursively.
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Tree Structure Optimization. Finding an optimal or near-optimal neural tree
is formulated as a product of evolution. In our previously studies, the Genetic
Programming (GP), Probabilistic Incremental Program Evolution (PIPE) have
been explored for structure optimization of the FNT [10][11]. In this paper, the
Extended Compact Genetic Programming (ECGP) [13] is employed to find an
optimal or near-optimal FNT structure.

ECGP is a direct extension of ECGA to the tree representation which is based
on the PIPE prototype tree. In ECGA, Marginal Product Models (MPMs) are
used to model the interaction among genes, represented as random variables,
given a population of Genetic Algorithm individuals. MPMs are represented as
measures of marginal distributions on partitions of random variables. ECGP is
based on the PIPE prototype tree, and thus each node in the prototype tree
is a random variable. ECGP decomposes or partitions the prototype tree into
sub-trees, and the MPM factorises the joint probability of all nodes of the proto-
type tree, to a product of marginal distributions on a partition of its sub-trees.
A greedy search heuristic is used to find an optimal MPM mode under the
framework of minimum encoding inference. ECGP can represent the probability
distribution for more than one node at a time. Thus, it extends PIPE in that
the interactions among multiple nodes are considered.

Parameter Optimization with PSO. The Particle Swarm Optimization
(PSO) conducts searches using a population of particles which correspond to in-
dividuals in evolutionary algorithm (EA). A population of particles is randomly
generated initially. Each particle represents a potential solution and has a po-
sition represented by a position vector xi. A swarm of particles moves through
the problem space, with the moving velocity of each particle represented by a
velocity vector vi. At each time step, a function fi representing a quality mea-
sure is calculated by using xi as input. Each particle keeps track of its own best
position, which is associated with the best fitness it has achieved so far in a vec-
tor pi. Furthermore, the best position among all the particles obtained so far in
the population is kept track of as pg. In addition to this global version, another
version of PSO keeps track of the best position among all the topological neigh-
bors of a particle. At each time step t, by using the individual best position, pi,
and the global best position, pg(t), a new velocity for particle i is updated by

vi(t + 1) = vi(t) + c1φ1(pi(t)− xi(t)) + c2φ2(pg(t)− xi(t)) (1)

where c1 and c2 are positive constant and φ1 and φ2 are uniformly distributed
random number in [0,1]. The term vi is limited to the range of ±vmax. If the
velocity violates this limit, it is set to its proper limit. Changing velocity this
way enables the particle i to search around its individual best position, pi, and
global best position, pg. Based on the updated velocities, each particle changes
its position according to the following equation:

xi(t + 1) = xi(t) + vi(t + 1). (2)

For detailed description of general algorithm, please refer to [10] and [11].
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3 Exchange Rates Forecasting Using FNT Paradigms

3.1 The Data Set

We used three different datasets in our forecast performance analysis. The
data used are daily forex exchange rates obtained from the Pacific Exchange
Rate Service [14], provided by Professor Werner Antweiler, University of British
Columbia, Vancouver, Canada. The data comprises of the US dollar exchange
rate against Euros, Great Britain Pound (GBP) and Japanese Yen (JPY). We
used the daily data from 1 January 2000 to 31 October 2002 as training data set,
and the data from 1 November 2002 to 31 December 2002 as evaluation test set
or out-of-sample datasets (partial data sets excluding holidays), which are used
to evaluate the good or bad performance of the predictions, based on evaluation
measurements.

The forecasting evaluation criteria used is the normalized mean squared error
(NMSE),

NMSE =
∑N

t=1(yt − ŷt)2∑N
t=1(yt − ȳt)2

=
1
σ2

1
N

N∑
t=1

(yt − ŷt)2, (3)

where yt and ŷt are the actual and predicted values, σ2 is the estimated variance
of the data and ȳt the mean. The ability to forecast movement direction or
turning points can be measured by a statistic developed by Yao and Tan [12].
Directional change statistics (Dstat) can be expressed as

Dstat =
1
N

N∑
t=1

at × 100%, (4)

where at = 1 if (yt+1 − yt)(ŷt+1 − ŷt) ≥ 0, and at = 0 otherwise.

3.2 Experimental Results

For simulation, the five-day-ahead data sets are prepared for constructing FNT
models. A FNT model was constructed using the training data and then the
model was used on the test data set. The instruction sets used to create an
optimal FNT forecaster is S = F

⋃
T= {+2, +3}

⋃{x1, x2, x3, x4, x5}. Where
xi(i = 1, 2, 3, 4, 5) denotes the 5 input variables of the forecasting model.

The optimal FNTs evolved for three major internationally traded currencies:
British pounds, euros and Japanese yen are shown in Figure 2. It should be noted
that the important features for constructing the FNT model were formulated in
accordance with the procedure mentioned in the previous section.

For comparison purpose, the forecast performances of a traditional multi-
layer feed-forward network (MLFN) model and an adaptive smoothing neural
network (ASNN) model are also shown in Table. The actual daily exchange
rates and the predicted ones for three major internationally traded curren-
cies are shown in Figure 3. From Table 1, it is observed that the proposed
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Fig. 2. The evolved FNT trees for forecasting euros (left), British pounds (middle) and
Japanese yen (right)
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Fig. 3. The actual exchange rate and predicted ones for training dan testing data set,
from left to right: Euros, British pounds Japanese yen

FNT forecasting models are better than other neural networks models for three
major internationally traded currencies.

4 Conclusions

In this paper, we presented a Flexible Neural Tree (FNT) model for forecasting
three major international currency exchange rates. We have demonstrated that
the FNT forecasting model may provide better forecasts than the traditional
MLFN forecasting model and the ASNN forecasting model. The comparative
evaluation is based on a variety of statistical measures such as NMSE and Dstat.
Our experimental analyses reveal that the NMSE and Dstat for three currencies
using the FNT model are significantly better than those using the MLFN model

Table 1. Forecast performance evaluation for the three exchange rates: NMSE(Dstat)
for testing)

Exchange rate euros British pounds Japanese yen
MLFN [15] 0.5534(57.5%) 0.2137(55.0%) 0.2737(52.5%)
ASNN [15] 0.1254(72.5%) 0.0896(77.5%) 0.1328(67.5%)
FNT (This paper) 0.0180(81.0%) 0.0142(84.5%) 0.0084(74.5%)
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and the ASNN model. This implies that the proposed FNT model can be used
as a feasible solution for exchange rate forecasting.
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Abstract. Modelling volatility smile is very important in financial prac-
tice for pricing and hedging derivatives. In this paper, a novel learning
method to approximate a local volatility function from a finite mar-
ket data set is proposed. The proposed method trains a RBF network
with fewer volatility data and finds an optimized network through op-
tion pricing error minimization. Numerical experiments are conducted on
S&P 500 call option market data to illustrate a local volatility surface
estimated by the method.

1 Introduction

Volatility is known as one of the most important market variable in financial
practice as well as in financial theory, although it is not directly observable
in the market. The celebrated Black-Scholes (BS) model that assumes constant
volatility has been widely used to estimate volatility (often called implied volatil-
ity since it calculates the volatility by inverting the Black-Scholes formula with
option price data given by the market) [3, 14]. If the assumption of BS model
is reasonable, the implied volatility should be the same for all option market
prices.

In reality, however, it has been observed that the implied volatility shows
strong dependence on strike price and time to maturity. This dependence, called
the volatility smile, cannot be captured in BS model, and results in failure to
produce an appropriate volatility for the corresponding option [17, 18].

One practical solution for the volatility smile is the constant implied volatility
approach which is to simply use different volatilities for options with different
strikes and maturities. In other words, if we had options with the whole range of
strikes and maturities, we could simply calculate the implied volatility for each
pair of strike and maturity by inverting the BS formula for each option. Although
it works well for pricing simple European options, it cannot provide appropriate
implied volatilities for pricing more complicated options such as exotic options or
American options. Moreover, this approach can produce incorrect hedge factors
like Gamma, Vega, Delta, etc. even for simple options [8, 12].

During the last decade, a number of researches based on different type of
models have been conducted to model the volatility smile [15, 8, 1, 2]. One of the
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successful type of model is to use a 1-factor continuous diffusion model. This
model, describing volatility as a function of strikes (or stocks) and maturities
(called a local volatility function), is turned out to be a complete model by
excluding non-traded source of risks and allows for arbitrage pricing and hedging
[5]. When the underlying asset follows this model, one important task is then to
accurately approximate the local volatility function for accurately pricing exotic
options and computing correct hedge factors [4]. Estimating a local volatility
function is, however, a nontrivial task since it is generally an ill-posed problem
due to insufficient market option price data.

In this paper, we propose a novel learning method to approximate a local
volatility function from a finite market data set in pricing and hedging deriva-
tives. The proposed method consists of two phases. In the first phase, we train
a preparatory radial basis function (RBF) network from an available volatil-
ity data to estimate the local volatility surface and then obtain the estimated
volatilities for the whole range of strikes and maturities. In the second phase,
we reconstruct an optimized RBF network by controlling the volatility values
of a preparatory RBF network to minimize the error between estimated option
prices and real market option prices.

The organization of this paper is as follows. In section 2, we propose a learning
method to model a volatility smile. Computational simulation applied to the S&
P 500 index options are conducted in Section 3. Section 4 concludes the result.

2 The Proposed Method

The 1-factor continuous diffusion model assumes the underlying asset follows the
following process with the initial value Sinit:

dSt

St
= µ(St, t)dt+ σ(St, t)dWt, t ∈ [0, τ ], τ > 0 (1)

where τ is a fixed time horizon, Wt is a standard Brownian motion and µ(s, t),
σ(s, t) : R

+ × [0, τ ] → R are deterministic functions sufficiently well behaved to
guarantee that (1) has a unique solution [9]. σ(s, t) is the local volatility function.

When we estimate a local volatility function from a finite data set, we can
avoid over-fitting problem by regularizing with some kind of smoothness of the
local volatility function. A RBF network is a well-known method that is capable
of solving ill-posed problems with regularization [7].

In this section, we propose a method to approximate the local volatility func-
tion using RBF networks when the underlying asset follows a 1-factor model
(1). The local volatility function σ(s, t) will be explicitly represented by a recon-
structed RBF network.

2.1 Phase I: Initial Local Volatility Function Approximation Using
RBF Networks

In the first phase, we initially approximate a local volatility function by using
RBF networks. A RBF network is constructed with a given training volatility
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data set. Each training input has two attributes; strike price and time to ma-
turity, (Ktr

j , T
tr
j ), j = 1, ..., l and training output has its corresponding local

volatility value, σj . A RBF network involves searching for a suboptimal solution
in a lower-dimensional space that approximates the interpolation solution where
the approximated solution σ̂

RBF
(w) can be expressed as follows:

σ̂
RBF

(w;K,T ) =
l∑

j=1

wjφ

(‖(K,T )− (Ktr
j , T

tr
j )‖

η

)
(2)

where each φ = φ((K,T ), (Ktr
j , T

tr
j )) is a radial basis function centered at

(Ktr
j , T

tr
j ) and η is an user pre-specified scale parameter. The training proce-

dure of the RBF network is to estimate the weights that connect the hidden and
the output layers and these weights will be directly estimated by using the least
squares algorithm [7, 6, 11].

To determine the optimal network weights that connect the hidden and the
output layers from a training data set, {Ktr

j , T
tr
j , σj}l

j=1, we fit an initial local
volatility surface by minimizing the following criterion function with a weight
decay regularization term

J(w) =
l∑

j=1

‖σj − σ̂
RBF

(w;Ktr
j , T

tr
j )‖2 + λ‖w‖2. (3)

where λ is a regularization parameter introduced to avoid over-fitting. The net-
work weights can then be explicitly given by

w = (Φ + λI)−1σ (4)

where Φ = [φ((Ktr
i , T

tr
i ), (Ktr

j , T
tr
j ))]i,j=1,...,l and σ = (σ1, ..., σl)T . Substituting

Eq. (4) into Eq. (2) makes us to rewrite σ̂RBF (w;K,T ) as σ̂RBF (σ;K,T ).
Initially, we do not use the training volatility information σ at this stage

for the estimated option prices to match the market option prices as closely as
possible. Instead, we randomly generate the initial volatility vector, σ(0) ∈ �l

in Eq. (4), as nonnegative values. For this reason, we will call the RBF network
obtained in the first phase a preparatory RBF network.

2.2 Reconstructing RBF Networks Via Pricing Error Minimization

To obtain a better local volatility function that minimizes the option pricing er-
ror, in the second phase, we reconstruct the RBF network by iteratively updating
the current volatility vector σ(0) to a better one.

Let pi be the i-th option market price with (Ki, Ti) as its strike price and matu-
rity for i = 1, ...,m. Note that the set {(Ki, Ti)}m

i=1 has its corresponding option
price pi and is a different set from the training input data set {(Ktr

j , T
tr
j )}l

j=1.
Also let Pi be the i-th option pricing formula (highly nonlinear function with
respect to its input) where its strike price, maturity, and volatility are given
at Ki, Ti, σ̂RBF , respectively. Utilizing this information, Phase II tries to find
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an optimal volatility, σ∗ = (σ∗
1 , ..., σ

∗
l ), to reconstruct a final RBF network by

solving the following nonlinear optimization:

min
σ

E(σ) =
m∑

i=1

{pi − Pi[Ki, Ti, σ̂RBF (σ;Ki, Ti)]}2 (5)

+α
l∑

j=1

‖σtr
j − σ̂RBF (σ;Ktr

j , T
tr
j )‖2

where σtr
j is a volatility output at a training input (Ktr

j , T
tr
j ) and α is an user-

controllable compensation parameter. In this paper, we will call the RBF corre-
sponding to this optimal volatility σ∗ as a reconstructed RBF.

To get the optimal solution that minimizes Eq. (5) efficiently, we employ
a trust region algorithm described as follows. For a volatility vector σ(n) at
iteration n, the quadratic approximation Ê is defined by the first two terms of
the Taylor approximation to E at σ(n);

Ê(s) = E(σ(n)) + g(n)T s +
1
2
sT H(n)s (6)

where g(n) is the local gradient vector and H(n) is the local Hessian matrix. A
trial step s(n) is then computed by minimizing (or approximately minimizing)
the trust region subproblem stated by

min
s
Ê(s) subject to ‖s‖2 ≤ ∆n (7)

where ∆n > 0 is a trust-region parameter. According to the agreement between
predicted and actual reduction in the function E as measured by the ratio

ρn =
E(σ(n))− E(σ(n) + s(n))

Ê(0)− Ê(s(n))
, (8)

∆n is adjusted between iterations as follows:

∆n+1 =

‖s(n)‖2/4 if ρn < 0.25
2∆n if ρn > 0.75 and ∆n = ‖s(n)‖2
∆n otherwise

(9)

The decision to accept the step is then given by

σ(n+ 1) =
{

σ(n) + s(n) if ρn ≥ 0
σ(n) otherwise (10)

which means that the current weight vector is updated to be σ(n) + s(n) if
E(σ(n) + s(n)) < E(σ(n)); Otherwise, it remains unchanged and the trust
region parameter ∆n is shrunk and the trial step computation is repeated. One
nice property of the trust region method is that this method retains the rapid
rate of convergence of Newton’s method, but is also generally applicable and
globally convergent [10, 13, 16].
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3 Computational Examples

We use the S&P 500 Index European call option data of October 1995, which
is also used in [1, 4]. The market option price data is given in Table 1. Only the
options with no more than two years maturity are used for accuracy. The initial
index, interest rate, and dividend rate are set as follows:

Sinit = $590, r = 0.06, q = 0.0262

In Phase I, we used the following 16 training volatility input data to train a
preparatory RBF network:

(Ktr
j , T

tr
j ) = (K(p), T (q)), j = 4(p− 1) + q, p, q = 1, ..., 4

K = [0.8000Sinit, 0.9320Sinit, 1.0640Sinit, 1.3940Sinit]
T = [0, 0.66, 1.32, 1.98]

In Phase II, we used 70 S&P 500 Index option price data given in Table 1.

Table 1. S&P 500 Index call option price

Maturity Strike(% of spot price)
85% 90% 95% 100% 105% 110% 115% 120% 130% 140%

.175 9.13e1 6.28e1 3.52e1 1.29e1 2.11 1.21e−1 3.73e−2 1.62e−2 1.65e−3 5.14e−4

.425 9.63e1 6.91e1 4.40e1 2.33e1 8.54 2.26 4.21e−1 1.94e−1 2.77e−2 8.72e−3

.695 1.02e2 7.61e1 5.26e1 3.26e1 1.64e1 5.95 1.90 6.04e−1 7.25e−2 2.66e−2

.94 1.07e2 8.22e1 5.99e1 3.99e1 2.38e1 1.13e1 4.71 1.78 1.82e−1 4.48e−2

1 1.08e2 8.36e1 6.16e1 4.16e1 2.54e1 1.28e1 5.50 2.13 2.27e−1 5.44e−2

1.5 1.17e2 9.44e1 7.31e1 5.40e1 3.73e1 2.37e1 1.43e1 7.65 1.85 3.10e−1

2 1.26e2 1.04e1 8.36e1 6.49e1 4.82e1 3.42e1 2.36e1 1.47e1 5.65 1.78

The proposed method is compared with a popularly used natural cubic spline
method (cf. [4]). The spline approach normally uses the same amount of training
data (with a different set of strike prices and maturities) for its knot points as
that of option market data to get a reasonable performance. The spline func-
tion is then reconstructed from the 70 option market data by minimizing option
pricing error with respect to 70 volatility input variables. The criteria for com-
parison are pricing error (MSE; mean squared error) and hedging error between
predicted volatility and true implied volatility.

Table 2 demonstrates the feature of our proposed method: that is, the pro-
posed method achieved a better or comparable performance compared to spline
approach in pricing and hedging derivatives with fewer input variables (16 in our
method and 70 in spline approach). Fig. 1 shows the estimated volatility surfaces
generated by the spline and the proposed. The proposed method showed more
skewed volatility smile effects as observed in practice.



Local Volatility Function Approximation 529

Table 2. Accuracy of Pricing and Hedging

Measure Reconstructed Spline Reconstructed RBF
Pricing Price 0.0317 0.0284
Hedging Vega 7.1153 5.8509

Delta 1.1535e−5 1.0255e−5

Gamma 1.3316e−8 1.0839e−8

Rho 1.5961 1.6449
Theta 0.2935 0.3129

(a) (b)

Fig. 1. Estimated volatility surfaces. (a) spline approach and (b) proposed method.

4 Conclusion

In this paper, we’ve proposed a novel learning method to approximate the local
volatility function. The proposed method first trains a preparatory RBF net-
work with a training volatility data set to estimate volatility surface and then
reconstructs an optimized RBF network by minimizing the errors between es-
timated prices and real market prices. A simulation has been conducted with
a S&P500 option data example. The experimental results demonstrated a per-
formance improvement of the proposed method compared to other approach in
terms of pricing and hedging error.
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Abstract. Treating an averaged evoked-fields (EFs) or event-related
potentials (ERPs) data is a main approach in the topics on applying Inde-
pendent Component Analysis (ICA) to neurobiological signal processing.
By taking the average, the signal-noise ratio (SNR) is increased, however
some important information such as the strength of an evoked response
and its dynamics (trial-by-trial variations) will be lost. The single-trial
data analysis, on the other hand, can avoid this problem but the poor
SNR is necessary to be improved.

This paper presents a robust multi-stage data analysis method for the
single-trial Magnetoencephalograph (MEG) and Electroencephalograph
(EEG) recorded data. In the pre-processing stage, a robust subspace
method is firstly applied for reducing a high-level unique component
(additive noise) in single-trial raw data. In the second stage, a parame-
terized t-distribution ICA method is applied for further decomposing the
overlapped common components (sources). In the post-processing stage,
the source localization or scalp mapping technique and post-averaging
technique are applied for visualizing the dynamic brain activities. The re-
sults on single-trial MEG and EEG data analysis both illustrate the high
performances not only in the visualization of the behavior and location
but also in the visualization of the trial-by-trial variations of individual
evoked brain response.

1 Introduction

Applying the ICA to physiological data has received a lot of attentions due
to many practical results have been achieved[1-4]. The analysis of single-trial
data is more interested since many pieces of important information such as the
strength and dynamics of an evoked response can be visualized from the data.
This paper presents a practical method for decomposing and localizing MEG
and EEG single-trial data.

The problem of the single-trial data analysis is formulated by

x(t) = As(t) + ξ(t), t = 1, 2, · · · , (1)

where x(t) = [x1(t), · · · , xm(t)]T represent the transpose of m observations at
time t. Each observation xi(t) contains n common components (sources) s(t) =

J. Wang et al. (Eds.): ISNN 2006, LNCS 3973, pp. 531–540, 2006.
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[s1(t), · · · , sn(t)]T and a unique component (additive noise) which is included in
the vector ξ(t) = [ξ1(t), · · · , ξm(t)]T . Since the tissue and skull do not attenuate
magnetic fields in an MEG measurement, A∈Rm×n = (aij) can be represented
by a numerical matrix whose element aij is a quantity related to the physical
distance between i-th sensor and j-th source. In EEG signal processing, A =
(aij) is also usually assumed as a numerical matrix.

In this model, the sources s and their number n, additive noise ξ and ma-
trix A are unknown but the sensor signals x are accessible. It is assumed that
the components of s are mutually statistically independent, as well as statisti-
cally independent to the noise components ξ. Moreover, the noise components ξ
themselves are assumed to be mutually independent.

Some remarks about the model :

– Regardless of the nature of components, according to the model, a source
component si contributes to at least two sensors and a noise component ξi
contributes at most to only one sensor. Based on this definition, we can easily
distinguish a noise component from the source components by checking the
distribution of amplitude of the observed signals on the nearby sensors. If
the distribution of amplitude of these signals is not smooth, this means a
noise component is added in one of these sensors. This technique sometimes
can help us in selecting of a suitable model.

– Depending on the condition of the experiment, the sources s usually include:
(1) ‘brain sources’ such as evoked responses, spontaneous and artifacts; (2)
‘interference sources’ such as power interference; environmental interferences.
These sources contain either a positive kurtosis or a negative kurtosis. There-
fore, the separating of the mixture of sub-Gaussian and super-Gaussian sig-
nals is necessary.

– The number of sensors m is fixed depending on the MEG or EEG machine.
The number of sources n is unknown in the model, and it has to be estimated
or to be conjectured by using a prior.

There are two kinds of undesirable components have to be removed in our task.
The first one is additive noises ξ, their power will be reduced by the robust
subspace method in the pre-processing step. The second one, they are usually to
be called ‘noise’ (interference, brain noises etc.) but they are attributed to the
source in our model. They will be discarded after ICA source decomposition.

2 Method of Single-Trial Data Analysis

2.1 Robust Pre-whitening with Noise Reduction

In this subsection, we first describe the standard Principal Component Analysis
(PCA) approach for the pre-whitening. Next, we show that this standard PCA
approach can be extended to pre-whitening with a high-level noise reduction.

Let us rewrite Eq. (1) in a data matrix form as

X(m×N) = A(m×n)S(n×N) + Ξ(m×N), (2)
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where N denotes data samples. When the sample size N is sufficiently large, the
covariance matrix of the observed data can be written as

Σ = AAT + Ψ , (3)

where Σ = XXT /N , and Ψ = ΞΞT /N is a diagonal matrix. For convenience,
we assume that X has been divided by

√
N so that the covariance matrix can

be given by C = XXT .
For the averaged data, the noise variance Ψ is small or zero. A cost function

for fitting the model to the data is to make C − AAT as small as possible.
It is well known that the standard PCA can find the principal components
by employing the eigen-value decomposition. That is, the solution of AAT for
seeking n principal components can be obtained by

ÂÂT = UnΛnUT
n , (4)

where Λn is a diagonal matrix whose elements are the n largest eigenvalues of
C. The columns of Un are the corresponding eigenvectors. In Eq. (4), let one
possible solution for Â is

Â = UnΛ1/2
n , (5)

and then the scores can be obtained from as z = Λ−1/2
n UT

nx. Note that the
covariance matrix is E{zzT } = In, it means that z are orthogonal. Applying
this algorithm for the averaged data analysis, several successful results have
been reported [3].

For unaveraged single-trial data, the SNR is usually very low. This means
that the diagonal elements of Ψ cannot be ignored in the model. In this case, we
can fit AAT to C− Ψ by the eigen-value decomposition. That is, choosing the
columns of A as eigenvectors of C−Ψ corresponding to the n largest eigenvalues
so that the sum of the squares in each column is identical to the corresponding
eigenvalue.

Noted that the noise variance Ψ is assumed to be known. However, in practice
Ψ is unknown, and it has to be estimated. Motivated by this, we employ the
cost function

L(A,Ψ ) = tr[AAT − (C− Ψ )]2 (6)

and minimize it by ∂L(A,Ψ )
∂Ψ

= 0, whereby the estimate

Ψ̂ = diag(C− ÂÂT ) (7)

is obtained. The estimate Â can be obtained in the same way as in Eq. (5).
Both the matrix A and the diagonal elements of Ψ have to be estimated

together from data. The estimate Â is obtained by the standard PCA. The
estimate Ψ̂ is obtained by the so called unweighted least squares method that is
one of the estimation methods in factor analysis. Once the estimates Â and Ψ̂
converge to stable values, we can finally compute the score matrix by using the
Bartlett method as

Q = [ÂT Ψ̂
−1

Â]−1ÂT Ψ̂
−1
. (8)
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Using the above result, the new transformation data can be obtained by z = Qx.
Note that the covariance matrix is E{zzT } = In + CΨCT , which implies that
the subspace of the source signals are decorrelated.

The robust approach plays the same role in decorrelation as the standard
PCA, but the noise variance Ψ is taken into account. The difference is that the
standard PCA is to fit both diagonal and off-diagonal elements of C, whereas
the robust pre-whitening technique is to fit off-diagonals elements of C only.
Based on this property, the robust approach is enable us to reduce a high-level
noise, and which is very important in the single-trial data analysis.

2.2 Optimal Dimensionality Reduction

The cross-validatory techniques have been wildly applied in multivariate statis-
tics. It usually divides the data into two groups, and uses one group to determine
some characteristics of the data, and then uses the other groups to verify the
characteristics. Extending this concept, we propose a criterion for determining
the estimation of the source number n̂ by using the error of estimating the noise
variance.

Let us first divides the data matrix X into several disjoint groups such as
Xi∈Rm×N/K , where N is data samples and the group number i = 1, · · · ,K.
Next, we use each group data to compute one estimate of the noise variance
diag(Ψ̂ i) and use remaining data to compute another estimate of the noise vari-
ance diag(Ψ̂ j) where j 
=i. In general, when the estimate of source number n̂ has
not been marched to its true value, a larger error will arise between the noise
variance and its estimate. Based on this property, we propose a criterion for n̂ as,

Error(n̂) =
1
K

K∑
i=1

tr[diag(Ψ̂
(n̂)
i )− diag(Ψ̂

(n̂)
j )]2. (9)

It should be noted that we are not necessary to compute all of the estimates
of the source number such as from n̂ = 1 to n̂ = m when applying a sufficient
condition as n̂≤ 1

2 (2m + 1 − √
8m+ 1). Within this bound, we know that the

estimate of the source number is reliable.

2.3 Robust Nonlinear Function in ICA Algorithm

After pre-processing the data, a new data vector z = Qx is obtained in which
the power of noises, mutual correlation and dimensionality have been reduced.
The decomposed independent sources y∈Rn then can be obtained from a linear
transformation as

y(t) = Wz(t), (10)

where W∈Rn×n is the demixing matrix that can be computed by using sev-
eral standard ICA methods. For example, applying the natural gradient based
approach, an updating rule is

∆W(t) = η
[
I− ϕ(y(t))yT (t)

]
W(t), (11)
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where η > 0 is a learning rate, and ϕ(·) is the vector of activation functions
whose optimal components are

ϕi(yi) = − d

dyi
log pi(yi) = − ṗi(yi)

pi(yi)
, (12)

where ṗi(yi) = dpi(yi)/dyi.
Typical ICA algorithms rely on the choice of nonlinear functions. The form of

the optimal function depend on the probability distribution of the source which
is usually not available in the ICA task. Several algorithms have been developed
for separating the mixtures of sub- and super-Gaussian sources. In this paper,
we will use the developed the parameterized t-distribution model (unimodal) [2].
We will not go into detail in the theoretical analysis but show some advantages
for the derived nonlinear function : (1) the function is robust to outliers; (2) the
nonlinear function is determined by the value of the kurtosis which corresponds
to the source distribution; (3) the algorithm holds stability as well as it robust to
the misestimation of kurtosis. The proposed nonlinear functions have the forms:

ϕi(yi) = αλα sgn(yi)|λαyi|α−1, κ̂i≤0, (13)

ϕi(yi) =
(1 + β)yi

y2
i + β

λ2
β

κ̂i > 0. (14)

where α and β are the parameters which control the shape of a family of distri-
butions (sub-Gaussian or super-Gaussian), respectively.

Implementation of the proposed ICA algorithm is summarized as [2]:

– Calculate the output y from given observations z and an initial value W.
– Calculate the kurtosis by κ̂i = m̂4/m̂

2
2 − 3 where the 2nd- and 4th-order

moments are estimated by m̂j(t) = [1− η(t)]m̂j(t− 1)+ η(t)yj
i (t), (j = 2, 4).

– Establish the look-up tables by κα = Γ ( 5
α )Γ ( 1

α )
Γ 2( 3

α ) −3 and κβ = 3Γ ( β−4
2 )Γ ( β

2 )
Γ 2( β−2

2 )
−3,

and determine α or β corresponding to the value of κ̂i.

– Calculate the scaling constants λα =
[

Γ ( 3
α )

m2Γ ( 1
α )

] 1
2

or λβ =
[

βΓ ( β−2
2 )

2m2Γ ( β
2 )

] 1
2

ac-
cording to the value of κ̂i.

– Calculate the nonlinear function by Eq. (13) or Eq. (14) and update W by
Eq. (11).

2.4 Single-Dipole Source Localization

After pre-processing and applying ICA to the single-trial data, the individual
sources have been extracted. We will post-processing the decomposed sources
for seeking their location, amplitude and dynamics by using the spatio-temporal
dipole fit method.

Using the matrices W and Q or Â, we can obtain the estimated behavior of
the brain activities as

ŝ(t) = y(t) = Gx(t), (15)
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where G = WQ. To seek the location of the decomposed independent sources,
let Âg = ÂW−1, where âi is i-th column of matrix Âg and ŝi is ith component
in the estimated sources vector ŝ (i = 1, · · · , n). The virtual contribution of
multi-sources or a single source to the sensors can be represented by

x̂(k) = Âg ŝ(k) or x̂(k) = âiŝi(k), (16)

where k is the sample index of data samples of a single-trial, ŝi is an independent
source which is usually selected from our interest.

3 Results for Single-Trial Data Analysis

3.1 MEG Single-Trial Data Analysis

The auditory-evoked-fields (AEF) data was recorded by an MEG system (made
in CTF Systems Inc., Canada) in Japan. The sensor arrays consists of 64 MEG
channels. The AEF experiment was performed on a normal male adult whose
both ears were stimulated by 1 kHz tone. There were 630 sets of trial data
recorded in 379.008 sec. The duration of each single-trial was 0.6016 sec and the
stimulus was given at 0.2 sec. The sampling rate was 312.5 Hz and the samples
were 188 in each trial.

Taking an average of 630 trials, and localizing the evoked fields by using the
dipole fitting method, we obtain averaged map as shown in Fig. 1. This is a
typical result of averaged AEF analysis in which the two dipoles appear in the
left and right temporal cortex. The latency was set at 0.096 sec in the fitting
process. As seen from this map, the maximum evoked response is 330 fT. That
represents the averaged strength of evoked fields.
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Fig. 1. Results for averaged AEF data and AEF’s locations
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Further beyond the behavior and location of the evoked response as in av-
eraged data, we search the activity strength information of each single evoked
response and its dynamics (the strength of the evoked response corresponding to
related stimulus). As a typical example, we show the results for the first single-
trial data in Fig. 2. Two independent components (IC1 and IC3) are successfully
extracted corresponding to the N100 evoked responses. IC2 is a typical alpha-
wave component of 11 Hz and IC4 has a high frequency which may has been
effected by environment interference. Projecting IC1 and IC3 onto the sensor
space by using Eq. (16) and localizing them independently, the head map for
the individual components is obtained (see Fig. 2). The map in Fig. 2 left shows
that the magnetic field distribution for the decomposed IC1 is in the right side
of the temporal cortex. The maximum response for IC1 is 184 fT evoked at 110
ms in the first trial. The map in Fig. 2 right shows that the magnetic field dis-
tribution for the decomposed IC3 is in the left side of the temporal cortex. The
maximum response for IC3 is 721 fT at 101 ms in the first trial.

Let us focus the discussion on N100 evoked responses by the ICA decompo-
sition and the average of stimulus trials. Comparing the two maps derived by
ICA in Figs. 2 with the averaged map in Fig. 1, we can easily find that the two
evoked individual responses IC1 and IC3 correspond to the averaged map in
their locations. It is impossible to obtain the amplitude information of a single
evoked response from the averaged map. However, by using ICA approach for
the unaveraged single-trial data, the amplitude information (activity strength)
for each individual evoked response has been obtained. Moreover, based on the
results in Fig. 2, we note that the evoked response in the left side of the tem-
poral cortex IC3 is stronger than that in the right side IC1 when given the first
stimulus.

In order to observe the dynamics of the evoked response, we investigated
sample data from 1st to 100th trial (100 trials). As an example, we show the
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Fig. 2. Results for the first single-trial MEG data. Left: decomposed time-course ICs.
Right: source localization of IC1 and IC3.
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Fig. 3. Evoked responses on the 4th. trial

results of the decomposed IC1 and IC3 maps corresponding to the 4th stimulus
in Fig. 3. Comparing these results with the results shown in Fig. 2, we have
found that the locations of the IC1 and IC3 are almost similar for both the 1st
and 4th stimulus. However, the maximum amplitude of IC1 changes as 184 →
516 fT and IC3 as 721 → 201 fT. This implies that the evoked response IC3
in the left side maybe ‘familiar’ since the first evoked response is the strongest
one in the 100 trials, and the IC1 in the right side maybe ‘novel’ since the 4th
evoked response is the strongest one in 100 trials.

Other phenomena for IC1 and IC3 have been observed in other single-trials.
The locations are similar as the 1st and 4th trial but their amplitude are rela-
tively weaker. For example, the alpha-wave component IC2 is the strongest in a
trial but IC1 and IC3 are relatively weaker, this may indicate the subject lost
his attentions.

3.2 EEG Single-Trial Data Analysis

The EEG data was recorded using NEUROSCAN system with 64 channels in
Japan. The auditory evoked potentials experiment was performed on 10 adults
whose both ears were stimulated by 1 kHz tone. There were 30 sets of trial data
recorded in 324 sec. The stimulus is given at 0, and the time window between
-100 ms to 600 ms is defined as a single-trial.

Using the robust pre-whitening with the ICA algorithm, we have analyzed
all the ten subjects, each of 30 sets of the single-trial data one by one. As a
typical example, the analytical result of subject-2’s the 23th single-trial data is
shown in Fig.4. In Fig.4, we find that the 3rd component appears with a peak
around 100 ms, which is related to an AEPs. With the indication of the scalp
map and the frequency 10 (Hz), the 5th component represent an alpha wave.
Other components are line noise or eye movement artifacts.

The scalp map of other six different trials is shown in Fig.5. From the scalp
maps of the respective single-trials in Fig.5, it is evident that the strength of the
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Fig. 4. Result of decomposing the subject 2’s the 23th single-trial data, in the time-
wise, frequency representations and scalp map representations

Fig. 5. Scalp maps of the evoked response in the 3rd; 6th; 11th; 19th and 26th trial

evoked responses varies from each other, though the locations of the AEPs appear
almost at the same place (on the left side of the brain) for all the cases. Similar
to MEG single-trial data analysis, comparing these single-trial maps with the
averaged case, we also find that the locations of the evoked responses are almost
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the same as the averaged result. It is notable that the trial-by-trial variation of
the evoked strength can be visualized when using the proposed method.

When we investigated the relationship between the evoked response compo-
nent and α-wave component, we observe that the strength of the α-wave varies
from trial to trial. Comparing the scalp maps of the α-wave with the AEP maps,
we observe that, when the AEP is stronger, the α-wave becomes, in opposite,
weaker; inversely, when the AEP becomes weaker, the α-wave is going to be
stronger. This may indicate that the subject may have become familiar with the
auditory stimulus presentation (i.e habituation) or lost their attention during
performing the EEG experiment.

4 Conclusions

This paper presents a robust multi-stage data analysis method for the single-
trial MEG and EEG recorded data. Based on this method, some novel features
of AEFs or AEPs have been observed : (1) The activity strength of each evoked
response is possible to be visualized; (2) The locations of evoked individual re-
sponses are correspond to those in the averaged map, and the trial-by-trial varia-
tions of the individual evoked response was visualized; (3) Related to the evoked
responses, some phenomena such as ‘familiar’, ‘novel’ and ‘lost attentions’, have
been observed. The author hope that this kind of data analysis procedure can
be useful to study the mechanism of the temporal cortex.
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Abstract. We have previously shown that classification of single-trial
electroencephalographic (EEG) recordings is improved by the use of ei-
ther a multichannel classifier or the best independent component over
a single channel classifier. In this paper, we introduce a classifier that
makes explicit use of multiple independent components. Two models
are compared. The first (“direct”) model uses independent components
as time-series inputs, while the second (“indirect”) model remixes the
components back to the signal space. The direct model resulted in sig-
nificantly improved classification rates when applied to two experiments
using both monopolar and bipolar settings.

1 Introduction

In electroencephalography (EEG), pairs of electrodes are placed on the scalp and
the potential difference between them is recorded. There are naturally many
different ways to arrange the electrodes on the scalp, of which we have chose
the classic 10-20 system [1]. A common electrode reference was used for the
monopolar setting, and neighboring electrode pairs were used in a bipolar setting
to reduce common-mode noise. In the last section, we summarize the results
taking these two different settings into account.

The two experiments considered here were previously reported in [2][3]. In
both experiments, sentences about geography were presented to subjects visually,
one word at a time for a duration equal to that of matched auditory stimuli (not
considered here). Subjects were asked to indicate the truth or falsity of each
sentence via keypress. The first experiment had 24 sentences and the second 48.
The recordings were done primarily with monopolar settings for the 24-sentence
experiment, and with bipolar settings for the 48-sentence experiment. In the 24-
sentence experiment, there were 7 subjects with monopolar settings and 3 with
bipolar settings. In the 48-sentence experiment, there were 10 subjects with
bipolar settings. Each subject saw 10 trials of each sentence.

2 Methods

Independent component analysis (ICA) was designed to estimate the most sta-
tistically independent sources from a linear mix of sensor-recorded signals, and

J. Wang et al. (Eds.): ISNN 2006, LNCS 3973, pp. 541–547, 2006.
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assumes that sources are fixed in location and that signal propagation is ap-
proximately instantaneous. Based on different approaches to such estimation,
algorithms such as FastICA [4], Infomax [5], and SOBI [5] have been proposed.
Infomax, which can be implemented as an unsupervised neural network, reduces
statistical dependency by maximizing the mutual information between output
and input. In addition to the sources y, the algorithm computes the mapping
between the sensor recordings and the independent components, called the un-
mixing matrix W, i.e., y = Wx. As shown in [6], the update rule for an N → N
network is ∆W ∝ [WT ]−1 +(1−2y)xT . We used the EEGLAB implementation
of the Infomax algorithm [7] in the current investigation.

Our general methods were as follows. Low-passed filtered trials were down-
sampled 16 times, then bandpass filtered to remove noise below 1Hz. Trials were
split into three sets: training, validation and test. For each sentence, the 10 trials
per subject were split 4/3/3 and scaled to between -1 and +1 trial-by-trial. A
classification was made on the validation set by selecting the class corresponding
to the maximum of the output vector. We minimized the regularized objective
function Gλ(wi) = ‖Zwi − ŷ‖2 + λ2 ‖wi‖2 , with Zwi being the outputs and ŷ
the target values.

2.1 Baseline Models

Results for these models were previously published in [3]. By selecting the chan-
nel with the best average classification rate, a single-channel classifier (SCC)
was defined. The multichannel classifier (MCC) was then defined by choosing
the k best channels and concatenating them, yielding longer vectors for the in-
put matrix. In the case of the single ICA-component classifier (ICA-SCC), trials
in the training and validation sets were used to estimate the unmixing matrix.
The unmixing matrix was then applied to all trials, projecting the trials onto
the space of the approximately independent components.

For each permutation, the superset of training and validation data after un-
mixing was used to compute the matrix, in which each row represented a single
trial of the best independent component. The previously reported results of these
methods are also included in the results section for the purpose of comparison.
We now present the two possible models for implementing the multiple ICA-
component classifier (ICA-MCC).

2.2 ICA Direct Model

Procedure for the ICA direct method is:

1. Split the data into two sets and compute unmixing matrix W based on the
first set.

2. Apply W to unmix all trials in both sets. Each trial can be presented as
a matrix T, the multichannel recording, with each row corresponding to a
channel T̃ = WT.

3. Partition the first unmixed set into two subsets: training and validation.
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4. Compute the weight matrix for a regularized linear classifier (SCC) using
each component from the training set.

5. Use the weights of the classifier on the validation set to estimate the gener-
alized performance of each component.

6. Repeat steps 3 through 5 three times with different partitioning of the first
set to better estimate the components’ performance.

7. Sort the components based on their average classification rates on the vali-
dation set and then apply MCC classification. Now the best k components
are picked and applied to the test set defined in 1. (We fix the regularization
parameter λ2 = 40 a priori and do not apply validation on k. Instead, we
show the results for all k up to the maximum number of components, which
is set to be the same as the number of channels.) For each k, a correspond-
ing “indicator” matrix S is set by having the ith column equal to zero for
those channels which are eliminated, and one otherwise. So S has k non-zero
columns. For simplicity, we denote S with Sk in subsequent sections.

2.3 ICA Indirect Model

Unlike the direct model, the indirect model involves remixing selected indepen-
dent components back to the signal space. Given a total number of channels N ,
and assuming N ICA sources, we eliminated (N − k1) sources. We then remixed
the remaining k1 sources to form N ICA-cleaned channels. Note that k1 is a
parameter representing the number of ICA sources used. Finally, we applied
multichannel classification to these cleaned data, using k2 channels. It is worth
pointing out that this indirect method is closely related to a common artifact
cleaning technique often applied to EEG data. In fact, the only difference is that
in the common artifact cleaning, e.g. eye-blink removal, the criterion used to
decide which sources are eliminated is based on some physical understanding
of the nature of the noise. For example, sources resembling eye blinks would
be removed based on visual inspection or some computational heuristic. Fig. 1
illustrates the indirect model.

In this case, the decision to eliminate sources depends only on the classification
rate for each component on a validation set, and the procedure up to the remixing
step is similar to that of the direct model. Assuming a selection matrix Sk1 is
determined as in the direct model, the mixing matrix W−1 is used to remix the
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Fig. 1. Illustration (ICA-MCC indirect) of the multichannel classifier based on remixed
independent components. The parameter k1 is the number of ICA sources used and the
parameter k2 is the number of ICA-cleaned channels used.
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data back to the signal space. MCC is then used on the ICA-cleaned multichannel
data W−1Sk1WT, where T is the original multichannel recording of a trial. We
denoted the number of channels used in MCC as k2.

2.4 Comparison of the Direct and Indirect Models

If we compare the two models in order to choose a scheme for ICA-MCC, we find
that the direct model classifiers outperform most of the indirect model classifiers.
In Fig. 2, each line of the indirect model corresponds to a specific k1, and we see
that the ICA direct model is consistently better for monopolar subjects. Results
are similar for the bipolar setting. It is clear that the direct model is both simpler
and more competitive than the indirect model.

S14
16 16 16

1616 1616 1616

1616

ICA-MCC (direct)
MCC
ICA-MCC (indirect) with k1 = 1
ICA-MCC (indirect) with diffe rent k,
fro m 2 to the max. nu mber o f channels N

Fig. 2. Comparison of direct and indirect models with different subjects S10-S15 and
S19 with monopolar setting. The x-axes are the numbers of channels used and y-axes
are the average classification rates achieved on the test sets for 10 permutations.

3 Results

3.1 Scalp Maps

Scalp maps, computed by projecting the appropriate columns of W−1 onto the
locations of the electrodes, are commonly used to show the spatial distribution
of components. In [3], we showed two scalp maps, one of an obvious eye blink
and the other of the best component, for the best monopolar subject S14. In
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Fig. 3. Classification rates are shown when a different number of channels/components
were used for the MCC and ICA-MCC models in (a). The top five components of
the best monopolar subject S14 of the ICA-MCC model are shown in (b), and the
corresponding scalp maps in (c).

Fig. 3a, we show the classification rates achieved for MCC and ICA-MCC models,
with different number of channels or components used. In Fig. 3b, the top five
components of ICA-MCC are shown, with (i) the best and (v) the fifth best.
In addition, the corresponding scalp maps of these components are shown in
Fig. 3c. The eye-blink component which we identified in [3] ranked fifth, while the
optimal number of channels k was four, which is indicated in Fig. 3a. Although
this parameter k is not validated as rigorously as the other parameters, evidence
from a similar experiment suggests that k is robust [8].

From the scalp maps, we can see that the main “sources” come from the tem-
poral regions. We do not attempt to draw any conclusions concerning underlying
physiology or the invariance of “sources” across subjects here, as such claims
would require techniques we are not currently evaluating, e.g., dipole modelling.
However, the scalp maps shown here do provide some evidence against claims
that the best components are merely eye-blink artifacts.

3.2 Classification Rates

To summarize our results so far, we expand the table published previously with
an additional column corresponding to the new ICA direct model, denoted “ICA-
MCC”. As the probability distribution of the joint classification results for the 10
permutations cannot be derived without making further assumptions regarding
sampling frequency, we conservatively report the results as if they were based
on a single permutation. The probability (p-value) of the null hypothesis that
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the observed probabilities are at chance level is computed using P (Y � k) =

1 k 1
j=0

n
j p

j(1 p)n j , where n is the number of test trials, k is the number
of correct classifications and p the chance probability (note that p is not the
same as p-value). The statistical significance of these results is quite remarkable
when compared to that of all other methods.

In the case of the monopolar electrodes (Table 1), ICA-MCC outperforms both
MCC and ICA-SCC in all cases. The p-values for 6 out of the 7 subjects are less
than 10−18, a significance level better than that achieved for the best subject
using SCC or MCC. For the bipolar setting (Table 1), ICA-MCC outperforms
MCC on 10 of the 13 experimental conditions, with 2 ties and only 1 loss. The
results of the best subject (S18) on both experiments are markedly improved.
For the 24-sentence experiment, the p-value improves from 10−40 to 10−55. For
the 48-sentence experiment, from 10−65 to 10−119. For the other two subjects of
the 24-sentence experiment, the results are changed from 10−3 to 10−10 and to
10−6. Even the worst subject of the 48-sentence experiment improves from 10−1

to 10−4. The achieved classification rates for monopolar and bipolar settings are
shown in Fig. 4.
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Fig. 4. Percent classification rates of single trials for SCC, MCC, ICA-SCC and ICA-
MCC for monopolar (on the left) and bipolar settings (on the right) are shown. All
the results shown for the monopolar setting are from the 24-sentence experiment. The
results for the bipolar setting are from the 48-sentence experiment, except the first
three results (S16,S17,S18) which are from the 24-sentence experiment.

We find that ICA and MCC complement each other well, yielding cleaner
sources and enough redundancy to significantly improve classification rates.
Regularized-linear methods are clearly effective for single-channel classifications,
as they are more effective than the filtered-average-prototype method, and use
more efficient computation. Moreover, the family of linear models can be easily
extended to multichannel classification (MCC) in a simple manner, yielding sig-
nificantly improved results for subjects with bipolar settings. In addition, ICA
can be used for multichannel classification with a linear combination of the sensor
recordings. The improvement on monopolar electrodes is particularly effective



Multichannel Classification of Single EEG Trials with ICA 547

Table 1. Significance levels for the monopolar setting are shown on the left and that
for the bipolar setting are on the right. All the results shown for the monopolar setting
are from the 24-sentence experiment. The results for the bipolar setting are from the
48-sentence experiment, except the first three results (subjects S16, S17, S18) which
are from the 24-sentence experiment.

SCC MCC ICA-SCC ICA-MCCSCC M CC ICA-SCC ICA-M CC

S16 -3 -6 -3 -10
S17 -3 -7 -2 -6

S10 -4 -8 -4 -18

S18 -40 -55 -32 -55

S11 -9 -9 -20 -26

S10 -14 -24 -17 -36

S12 -14 -14 -20 -38

S11 -1 -1 -4 -4

S13 -3 -6 -10 -32

S12 -16 -34 -17 -47

S14 -9 -9 -24 -51

S13 -3 -11 -6 -27

S15 -1 -3 -6 -7

S16 -6 -9 -6 -9

S19 -8 -10 -20 -30

S18 -65 -86 -97 -119
S24 -9 -13 -13 -42
S25 -4 -12 -11 -17
S26 -18 -42 -18 -57
S27 -9 -17 -16 -39

values of -n

p <10-n p <10-n

values of -n

monopolar bipolar

using the best component derived with ICA. Finally, combining ICA sources
with the multichannel classifier (ICA-MCC) improves all results, with an aver-
age improvement of more than 100% for both monopolar and bipolar subjects.
The good statistical fits achieved using the ICA-MCC model suggest that it
would be useful to develop a more elaborate model that takes into account the
actual physical locations of the sensors in the two-dimensional surface covering
the scalp.
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Abstract. A brain-computer interface (BCI) system requires effective online 
processing of electroencephalogram (EEG) signals for real-time classification 
of continuous brain activity. In this paper, based on support vector machines 
(SVM), we present a framework for single trial online classification of 
imaginary left and right hand movements. For classification of motor imagery, 
the time-frequency information is extracted from two frequency bands ( µ  and 

β  rhythms) of EEG data with Morlet wavelets, and the SVM framework is 

used for accumulation of the discrimination evidence over time to infer user’s 
unknown motor intention. This algorithm improved the single trial online 
classification accuracy as well as stability, and achieved a low classification 
error rate of 10%. 

1   Introduction 

The online analysis of single trial electroencephalogram (EEG) measurements is a 
challenge for signal processing and machine learning [1]. Once this complex and non-
stationary signal can be reliably processed, we can make use of the brain activities for 
establishing a communication channel from a human to an output device such as a 
computer application, like a brain-computer interface (BCI) system.  

It is well known that a so-called idle rhythms that are attenuated when engagement 
with the respective limbs activity takes place (actual, or just imagined), and it can be 
measured in EEG as a brain rhythm around 10 Hz ( µ  rhythm), and usually associated 

with 20 Hz ( β  rhythm). These two rhythms are both focused over somatosensory or 

motor cortex, so they can be distinguished from each other by location, frequency or 
relationship to concurrent motor activity. As the attenuation effect is due to loss of 
synchrony in the neural populations, it is labeled event-related desynchronization 
(ERD). In opposite, an increased rhythmic activity is called event-related 
synchronization (ERS) occurred after movement and with relaxation [2].  

In this work, we utilize these well known neurophysiological phenomena 
(ERD/ERS), and extracted the rhythmic information of the EEG raw data for analysis 
in time-frequency domain by means of Morlet wavelets. Though some classification 
methods, e.g. probabilistic models [3], have been successfully used for online analysis 
in BCI, the support vector machines (SVM) was known as a powerful classifier that 
may yield very good results using only simple and redundant features. Therefore, we 
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use a SVM framework for the discrimination evidence accumulation over time,
which in order to improve the single trial online classification accuracy and stability, 
then a continuous classification output of an unknown single trial will be derived for 
online analysis (e.g. as a part of feedback systems). 

2   Methods 

2.1   Preliminary Analysis 

The data is provided by Graz BCI group in BCI Competition 2003 [4]. This data set is 
single trial EEG recorded during left and right hand imaginary movements.  

 

Fig. 1. 2r  values across the spectrum in C3 and C4 channels for discrimination of the two 
classes, the larger 2r  values indicate the more discriminative power bands 

For channels C3 and C4, we estimated the power spectrums over all trials in the 
training data set individually for the left and right classes by means of Welch method, 
then the individual channel 2r  values [5] corresponding to the discrimination of these 
two classes were calculated ( Fig.1). The 2r  values reflect the proportion of the 
variance of the power spectral values accounted for by the class information. Here we 
kept two discriminative frequency bands, which corresponding to peaks of 2r  values, 
roughly in 10~11 Hz ( µ  rhythm) and 20~22 Hz ( β  rhythm). 

2.2   Feature Extraction 

In our study, we use wavelet analysis for extraction of the time-frequency information 
[6]. The continuous wavelet transform (CWT) ),( τsW of a signal )(tz  is computed 

according to the formula: 
∞

∞−

−= dt
s

t
tz

s
sW )()(

1
),( * τψτ  (1) 

where τ  denotes the time shift, s is the scale, t is the time variable, * means complex 
conjugation and ψ  is the wavelet function. Compare with a real wavelet function, a 
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complex wavelet function will return information about both amplitude and phase that 
is better adapted for capturing oscillatory behavior. Hence, we use the complex 
Morlet wavelets that are well localized in the frequency domain 
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where 
0ω  is the eigenfrequency. The wavelet power spectrum of a signal )(tz  is the 

square norm of its convolution with the scaled and shifted wavelet 
2

*
,

2
)()(),( = dtttzsW sτψτ  (3) 

where 2
),( τsW  is the wavelet power spectrum in scale s at time τ , 2

),( τisW  denotes 

the wavelet power spectrum over ith scale. For online processing permits only causal 
filtering and the Morlet wavelets are unbounded time symmetric filters centered on 
the time-point under study [3], here we shift the wavelets backward in the time 
domain and calculate the convolution of the signal with the causal wavelets. 

To examine fluctuations in power over a range of scales (a frequency band), one 
can define the scale-averaged wavelet power as the weighted sum of the wavelet 
power spectrum over scales s1 to s2. For two frequency bands 10~11Hz and 
20~22Hz, we calculated the wavelet power over a range of scales individually, then 
results in two scale-averaged wavelet power in individual channel 
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where jδ  is the factor for scale averaging, tδ is the time step in a time series, and δC  

is a reconstruction factor for each wavelet function. 
The resulting scale-averaged wavelet power for the two frequency bands ( µ  and β  

rhythms) at the two channels (C3 and C4) are then concatenated in order to construct 
a feature vector at time point t 

TCCCC
tWtWtWtWtx ))(),(),(),(()(

4343
ββµµ=  (5) 

These features represent activities over ipsilateral and contralateral motor cortex area. 

2.3   SVM Framework 

SVM has been successfully applied for classification in various domains, its basic 
idea is to map data into a high dimensional space and find a separating hyperplane 
with the maximal margin [7]. Given training vectors 

ix  of l  examples and the 

corresponding class labels
iy , }1,1{),(,),,( 11 −×∈ N

ll Ryxyx . For any testing case x , 

the non-linear discriminant function is 

+=
SN

i
iii bxxKyxf ),()( α  (6) 
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where 
sN  is the number of resulting support vectors, 

iα  is the positive Lagrangian 

multipliers, ),( ixxK  is kernel function and b is the bias term. Here we used the 

Gaussian kernel for SVM realizations 

)exp(),(
2

ii xxxxK −−= γ  (7) 

where γ  is the Gaussian kernel parameter. For optimal hyperplane passing through 

the origin, there is an alternative bound on the actual risk of support vector machines 

l

SVE
errorPE

][
)]([ ≤  (8) 

where E [P(error)] is the expectation of the actual risk over all choices of training set 
of size 1−l , and E[SV] is the expectation of the number of support vectors (SV) over 
all choices of training sets of size l  [7]. 

 

Fig. 2. Time course of discriminative power, the values indicate the estimated accuracy 

According to (8), the discriminative power 
tw  at time point t can be defined as 

l

SVE
wt

)(
1−=  (9) 

Therefore, 
tw  can be considered as an estimation of the test accuracy at time point t. 

Fig.2 is the time course of the 
tw  on training data set. As indicated by the maximum 

of 
tw , the most discriminative information occurred around 4s. 

We regard the values of the discriminant function )(xf  in (6) as a time-varying 
signed distance function (TSD), the absolute magnitude of the value indicates the 
confidence of the classification. In order to improve the online classification 
performance, we use a SVM temporal combination framework to incorporate 
knowledge from preceding time points at a certain time as an evidence accumulation 
process. The SVM framework is defined as combining the discriminant function )(xf  

with corresponding discriminative power 
tw  at each time point 
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where )(xft
 denotes the time-varying signed distance function at time point t, n

tw  

denotes an integer power of 
tw , so we can change the value of n for adjusting the 

effect of discriminative power, here taken to be 2 as an empirical value. 

3   Results 

As a model selection procedure, the values of the two SVM parameters (the 
regularization parameter C  and Gaussian kernel parameter γ ) were estimated via 5-

fold cross-validation (CV) with the whole training set.  
For comparing different methods, mutual information (MI) [8] was used to reflect 

the confidence of the classification results. So the resulting time courses for both the 
classification error and the mutual information on the test data are presented in Fig. 3.  

 

Fig. 3. Time courses of the classification error (solid line) and mutual information (dot line) for 
(a) classification with the SVM framework and (b) classification without the SVM framework 

In Fig. 3(a), the classification is made by chance during the first 4 s. But after 4 s, a 
noticeable improvement can be observed in both the raising MI and the decreasing 
classification error. While the discriminative power begin to gradually decrease after 
5 s (Fig.2), which indicates fading discriminative ability of the classifier, the full 
model still gains useful discrimination information via the evidence accumulation 
process. Finally, the maximum mutual information of 0.71 bits occurs at 6.5 s that 
reflecting the peak decision confidence and the minimum error of 10% is achieved at 
7.8 s. In Fig.3 (b), the classification error was kept around 20% only from 4s to 6s and 
restarted to increase after that time, and the MI reflect the similar results. Hence the 
classification accuracy and stability were effectively improved by the framework. 

4   Conclusion 

In this work, we proposed a method of SVM-based framework for single trial online 
classification of imaginary hand movements, which enables us to achieve high 
discrimination accuracies and stability. Therefore, our algorithm seems promising for 
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a practical realization within an online classification scenario. More generally, this 
SVM framework is also applicable to other kinds of online classification tasks that 
discriminate between two classes of such signals, just by adapting the feature 
extraction procedure. EEG signals that recorded for a brain-computer interface system 
are generally very noisy, non-stationary, contaminated with artifacts (e.g. EMG and 
EOG) and usually different from subject to subject that can strongly distort the 
classifier performance, result in bad generalization. For a continuous adaptation of 
these characteristics of EEG signal, a specially adapted SVM algorithm applied with 
this framework would probably against such distortions and lead to a significant 
improvement in the performance of the brain state classifier, which will be 
investigated in future work. Our future research will also focus on the combination of 
this SVM framework with some other robust signal processing methods for single 
trial EEG analysis, which in order to improve both the classification accuracy and the 
generalization ability. 
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Abstract. The KIII model of the chaotic dynamics of the olfactory system was 
designed to simulate pattern classification required for odor perception. It was 
evaluated by simulating the patterns of action potentials and EEG waveforms 
observed in electrophysiological experiments. It differs from conventional arti-
ficial neural networks in relying on a landscape of chaotic attractors for its 
memory system and on a high-dimensional trajectory in state space for virtually 
instantaneous access to any low-dimensional attractor. Here we adapted this 
novel neural network as a diagnostic tool to classify normal and hypoxic EEGs. 

1   Introduction 

Biological neural systems are complex but rapid and reliable in pattern classification. 
We follow the architecture of the olfactory system to construct a high dimensional 
chaotic network, the KIII model, in which the interactions of globally connected 
nodes are shaped by reinforcement learning to support a global landscape of high-
dimensional chaotic attractors. Each low-dimensional local basin of attraction corre-
sponds to a learned class of stimulus patterns. Convergence to an attractor constitutes 
abstraction and generalization from an example to the class.  KIII model has per-
formed well on several complex pattern recognition tasks [1], [2], [3]. 

Here we present a new application of the KIII network for recognition of normal 
and hypoxic EEGs based on the feature vectors of 30-60 Hz sub-band wavelet packet 
tree coefficients constructed using wavelet packet decomposition.  

2   KIII Model Description 

Biologically, the central olfactory neural system is composed of olfactory bulb (OB), 
anterior nucleus (AON) and prepyriform cortex (PC). In accordance with the anatomic 
architecture, KIII network is a multi-layer neural network model, which is composed 
of several K0, KI, KII units [4]. Among the models, every node is described by a sec-
ond order differential equation. The parameters in the KIII network are optimized to 
fulfill some criteria that were deduced in electrophysiological experiments [5]. 
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In the KIII network, Gaussian noise is introduced to simulate the peripheral and 
central biological noise source, respectively; the peripheral noise is rectified to simu-
late the excitatory action of input axons. The additive noise eliminates numerical 
instability of the KIII model, and makes the system trajectory stable and robust under 
statistical measures. Because of this kind of stochastic chaos, the KIII network can 
approximate the real biological intelligence for pattern recognition [6].  

3   Application to Normal and Hypoxic EEG Recognition 

3.1   Data Acquisition 

A mixture of nitrogen and oxygen at normal atmosphere pressure was used to simu-
late different altitudes in the atmosphere by adjusting oxygen partial pressure: It was 
provided to subjects via a pilot mask. In the first day, when the subjects stayed at 
normal atmosphere, they were tested for auditory digit span and serial addi-
tion/subtraction tests while the EEGs were recorded. In the second day, after the sub-
jects stayed at environment simulating 3500 m altitude for 25 minutes, they repeated 
the aforementioned test procedure. The experiments were carried out during the same 
time period each day. Five healthy male volunteers around 22 years old were taken as 
subjects. Immediately after the behavioral evaluations 1.5 seconds EEGs were re-
corded for analysis under both normal oxygen partial pressure and 3500 m altitude. 
EEG data were taken from 30 Channels including: FP1, FP2, F7, F3, FZ, F4, F8, FT7, 
FC3, FCZ, FC4, FT8, T3, C3, CZ, C4, T4, TP7, CP3, CPZ, CP4, TP8, T5, P3, PZ, P4, 
T6, O1, OZ and O2 (10/20 system). The reference was (A1+A2)/2 (A1 = left mastoid, 
A2 = right mastoid). The EEG amplifier used was NuAmps Digital Amplifier (Model 
7181) purchased from Neuroscan Compumedics Limited, Texas, USA. Sampling rate 
was 250 S/s. All values are in µVolt. 

3.2   Evaluation of the Severity of the Effects of Hypoxia by NE Testing 

NE is a sensitive and reliable tool for early detection of adverse effects of the envi-
ronmental hazards on central nervous system. In the normal and simulating 3500m 
altitude experiments, auditory digit span and serial addition and subtraction were 
utilized to evaluate the degree of hypoxia. The result of the test is shown in Table 1. 
 

Table 1. Performance of NES under normal and hypoxia states 

Auditory Digit Span 
Scores 

Serial Addition And 
Subtraction Scores 

Subject 

Normal Hypoxia Normal Hypoxia 
1 
2 
3 
4 
5 

30 
28 
25 
32 
19 

29 
24 
21 
23 
9 

28 
31 
20 
24 
18 

21 
16 
20 
15 
12 
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T-tests were performed on the NE under normal and hypoxia conditions. As a result, 
the NE scores of normal and hypoxia were different observably (p<0.05). Further-
more, the scores under the hypoxia condition were lower distinctly, which means that 
subjects’ behavior capability became weaker under the hypoxia condition. 

3.3   Feature Vector Extraction 

By wavelet packet decomposition, the original waveform can be reconstructed from a 
set of analysis coefficients that capture all of the time (or space) and frequency infor-
mation in the waveform [7]. In our analysis, we use the COIF5 wavelet. The number 
of levels of decomposition is chosen as two and wavelet packet tree coefficients of a 
30-60Hz sub-band are abstracted. The feature vector is a 30-dimensions vector due to 
30 EEG channels. For each channel, the square of the wavelet packet tree coefficients 
are summed up as one dimension of the feature vector. According to the topology of 
the EEG channel, feature vectors can be transformed as a feature topography. A typi-
cal feature topography sample of comparing normal and hypoxic EEGs collected from 
the same subject is illustrated in Fig. 1. 

 

Fig. 1. A feature vector topography of the normal and hypoxia EEG 

3.4   Learning Rule 

There are two main learning processes: Hebbian associative learning and habituation. 
Hebbian reinforcement learning is used for establishing the memory basins of certain 
patterns, while habituation is used to reduce the impact of environment noise or those 
non-informative signals input to the KIII network. The output of the KIII network at 
the mitral level (M) is taken as the activity measure of the system. The activity of the 
ith channel is represented by SDai, which is the mean standard deviation of the output 
of the ith mitral node (Mi) over the period of the presentation of input patterns, as 
Eq.(1). The response period with input patterns is divided into equal segments, and 
the standard deviation of the ith segment is calculated as SDaik, SDai is the mean value 
of these S segments. SDa

m is the mean activity measure over the whole OB layer with 
n nodes (Eq.(2)). 
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The modified Hebbian rule holds that each pair of M nodes that are co-activated by 
the stimulus have their lateral connections W(mml)ij strengthened. Here W(mml)ij 
stands for the connection weights both from Mi to Mj and from Mi to Mj. Those nodes 
whose activities are larger than the mean activity of the OB layer are considered acti-
vated; those whose activity levels are less than the mean are considered not to be 
activated. Also, to avoid the saturation of the weight space, a bias coefficient K  is 
defined in the modified Hebbian learning rule, as in Eq.(3). W(mml)ij is multiplied by 
a coefficient r (r>1) to represent the Hebbian reinforcement. 

IF                    (1 ) (1 )m m
ai a aj aSD K SD and SD K SD> + > +    

THEN       ( ) ( ) ( ) ( )high high
ij jiW mml W mml and W mml W mml= =  . (3) 

OR           ( ) ( ) ( ) ( )ij ij ji jiW mml r W mml and W mml r W mml= × = ×  .  

Two algorithms to increase the connection weight are presented, algorithm 1 is used 
to set the value to a fixed high value W(mml)high as in previous references and algo-
rithm 2 is a new algorithm that will multiply an increasing rate to the original value. 
For the habituation learning, a continuous habituation strategy is used, which means 
that habituation occurs cumulatively at each time step [1]. At the end of a training 
session for two types of learning, the connection weights are fixed to perform pattern 
classification tests. During training, several samples for each class are given. The activ-
ity measure vector for every trail is calculated, and the mean activity of those trails, 
which belong to one class, is defined as the cluster center of that class. Inputs of differ-
ent classes that the system is trained to discriminate form multiple clusters, each with 
its center of gravity. When a test pattern is given, the Euclidean distances from the 
corresponding point to those training pattern cluster centers are calculated, and the 
minimum distance to a center determines the classification. On the other hand,  
the concept of classification threshold was introduced into the classification rule. If the 
difference between the minimum Euclidean distance and the secondary minimum 
distance is less than the threshold value, it is regarded as a recognition failure. 

3.5   Classification of Normal and Hypoxia EEG 

We use the KIII model to distinguish hypoxic from normal EEGs. The KIII model 
learns the desired patterns --- the normal and hypoxic EEG patterns for three times in 
turn. The test data set contains 80 samples of normal and hypoxic EEG for individuals 
by 5 different subjects. We chose 40 samples in the odd position for training and used 
all the 80 samples for classification, and then we chose 40 samples in the even posi-
tion for training and used all the 80 samples for classification. The final correction 
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rate is from the mean of twice correction rate. In this application, a 30-channel KIII 
network is used with system parameters as the reference [5].  

The experimental results are shown in Fig. 2. Effectively, the mean of classifica-
tion rate for test data set is equal to 92%. Hypoxic EEGs can be distinguished from 
normal EEG by the KIII network. In other words, a new pattern in EEG, which is 
different from normal one, comes into being, induced by hypoxia. The conclusion of 
EEG classification is consonant with NE results.  

 

Fig. 2. Rate of correct classification of normal and hypoxic EEGs by the KIII network 

4   Discussion 

The lowest correction rate (85%) was observed from the subject No.3. When we com-
pared this with the NE test results, we found that the auditory digit span scores of the 
subject No.3 changed less than other subjects under normal and hypoxic conditions 
while the scores of serial addition and subtraction remain unchanged. The results of 
EEG analysis and NE conformed to indicate that the effect of hypoxia on subject No.3 
was less than on other subjects. To some extend, rate of correct EEG pattern classifi-
cation using KIII network represents the degree of hypoxia. It provides the possibility 
to measure the effect of hypoxia quantitatively.  

Derived directly from the biological neural system, the KIII network is more com-
plicated yet more effective in simulating the biological neural system in comparison 
with conventional ANN. The KIII model has good capability for pattern recognition 
as a form of the biological intelligence. It needs much fewer learning trials when 
solving problems of pattern recognition. In our study, it is extremely time consuming 
to use a digital computer to solve the numerous differential equations within KIII 
model. This problem restricts the application of the KIII network in real time.   The 
implementation of the KIII in analog VLSI [8] is surely a promising research for 
building more intelligent and powerful artificial neural network. By providing feature 
vectors for classification, the EEG might be made to serve as a quantitative indicator 
of hypoxia in real time, which might significantly improve the safety of those who 
work in high altitude.  
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Abstract. EEG signals were expressed as the typical non-stationary signal. 
More and more evidences were found that both EEG and ERP signals are also 
chaotic signal from the nonlinear dynamics system. A novel model based on 
the time-varying coupled map lattice model is proposed for investigating the 
nonlinear dynamics of EEG under specified cognitive tasks. Moreover, the 
time-variant largest Lyapunov exponent (LLE) is defined for the purpose of 
defining quantitative parameters to reveal the global characters of system and 
extract new information involved in the system. Both simulations and real ERP 
signals were examined in terms of LLE parameter for studying the signal’s 
dynamic structure. Several experimental results show that the brain chaos 
changes with time under different attention tasks of the information processing. 
The influence of the LLE with the different attention tasks occurs in P2 period.  

1   Introduction 

EEG signal has been proved to be complicated signal produced by typical nonlinear 
dynamics process [1-2]. It is the analysis of nonlinear dynamics became an important 
tool that put the observed quantities into the whole variable space of a system, and help 
to find the inherent dynamics characteristics, which is widely used in feature extrac-
tion, pattern recognition, dynamic detection and so on [3-5]. For many real physics 
systems, including nervous system, they are spatial-temporal nonlinear system which 
reveals the nonlinearity not only in time dimension but also in space dimension [6]. 
But the spatial effects were always ignored in the traditional nonlinear dynamics 
analysis [7-8]. In this paper, we propose a coupled map lattice (CML) model to 
describe the spatial-temporal nonlinear dynamic system, and some measurements are 
defined to effectively describe the nonlinear dynamics characters of signals. Further-
more, since the changes of physiochemistry, the oxygen saturation of blood and the 
conductibility in brain happen momentarily, these changes will significantly influence 
the system. Thus, the time-variant factors should be considered fro our purpose. 

To investigate the inherent nonlinear characteristics of EEG signals, a new 
algorithm via time-variant coupled map lattice model is proposed for studying the 
nonlinear dynamics of EEG signals. A new model combining the CML model with 
neural networks is also developed, which has universal approximation capability. The 
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dynamic parameter of EEG signals under different brain functional states was 
estimated. Several experimental results are compared and explained.  

2   Basic Scheme Based on CML 

CML is regarded as a dynamic system with discrete time and space and continuous 
state. CML has the following form [5]: 

( ) ( ) ( ) ( ) ( )−++++=
−= −=

+ jixjinjmixnjmifjix n

K

Km

K

Kn
nn ,,,,,1 εε  (1) 

where f  denotes the local nonlinear map and ),( ji  is the coordinate of lattice. K 

represents the number of lattice points. ε  denotes the spatial coupling coefficient 
which measures the degree of interrelationship between current lattice and associated 
lattice given as 
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−= −=
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For the different local map, both Logistic-CML and RBF-CML models are 
established as the following relationship: 
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. µ  is the 

map coefficient, while L  denotes the number of base functions. s is a parameter 
indicating the width of base function and a  represents the center point of base 

function. Both s  and L  are selected according to the experience. a  is determined 
by averagely selecting  the value between maximum and minimum value of measured 
signals. To obtain the model, the problem of the following optimizing procedure 
needs to be considered 

( ) ( )jixjix ,ˆ,min −
µ

 (5) 

( ) ( )jixjix
W

,ˆ,min −  (6) 
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where ( ) ( ) ( )( )jixjixjix n ,,,,, 1=  represents the real signal and 

( ) ( ) ( )( )jixjixjix n ,ˆ,,,ˆ,ˆ 1=  is the predicted signal. Thus, both µ  and W  can 

be determined. To build a time-variant model, usually the map relationship between 
µ  and measured signals was found [9]. However, we cannot find a one-to-one 

function to fit the curve of µ . As we know, theoretically, RBF can represent 

arbitrary function and has the universal approximation capability. So RBF is 
employed to capture the changes of map coefficient. Thus, the time-variant model 
with universal approximation capability can be defined: 

( ) ( ) ( ) ( ) ( ) ( )( )jixjix
s

lajin
lwjix nn

L

l
n ,1,

,,
exp, ''

1

2

1 −
−−
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+

µ
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where ( )jin ,,µ  is the map coefficient in time n  at coordinate ( )ji, . 

3   Experimental Results 

A segment of real spontaneous EEG signal with 1000 data points was used to evaluate 
the performance of the proposed model. The first 800 data points were used to train 
the model and the last 200 data were used to test. The scale of the grid is designed as 
5×5 and the terminal condition was assumed to be periodic. The correlation 
coefficient was adopted to measure the degree of likelihood between the measured 
data and the predicted data. Fig.1 shows the fitness of 2-D time-invariant model with 
Logistic-CML model and RBF-CML model, respectively. In addition, the mean 
correlation coefficients between the real data and the predictive data in every lattice 
for both 2-D time-invariant Logistic-CML model and the RBF-CML model are 
estimated as 0.17131 and 0.91123, respectively. 

    
(a)                                                                 (b) 

Fig. 1. The fitness for the 2-D time-invariant model. The blue lines represent the real data and 
the black lines represent the predictive data. (a) The fitness in one lattice of 2-D time-invariant 
Logistic-CML model. (b) The fitness in one lattice of 2-D time-invariant RBF-CML model. 
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(a)                                                             (b) 

Fig. 2. The fitness of the spontaneous EEG data in one lattice of 2-D time-variant Logistic-
CML model in which the blue lines represent the real data and the black lines denote the 
predictive data. (a) The fitness result in one lattice. (b) The fitness result for every lattice of the 
model. 

Based on the experimental results, it can be seen that both 2-D time-invariant 
Logistic-CML and RBF-CML model cannot give the optimal resolution for the time-
varying systems. To deal with the time-varying mapping relationship, the 2-D time-
variant Logistic-CML is proposed to predict a segment of EEG data, the results are 
shown in Fig. 2. The mean correlation coefficient between the real data and the 
predictive data in each lattice is also estimated. The value is up to 0.96243. 

The results indicated that the 2-D time-variant Logistic-CML model can effectively 
fit the real system in every lattice. Thus the new model is able to represent the 
physical system and effectively predict the EEG data. 

4   ERP Data and Analysis 

The dynamic nonlinearity of the ERP’s under specified cognitive tasks based on the 
defined time-varying LEE spectrum is investigated in this section. Ten male students 
(age 22-25, dextral) participated in the ERP experiment. The CAD-Well 10-20 ERP 
System was used to collect the EEG at sampling rate of 1000Hz. Electrodes on 
earlobes were selected as the reference electrodes. Each EEG data collection lasted 
1400ms in which the first 400ms data was recorded before the stimuli presented.  

In order to study the nonlinear dynamics of the ERPs under different cognitive 
tasks, the 2-D time-variant Logistic-CML model was used to estimate the LLE 
parameters [9].  A grid with scale 5×5 adjacent leads was designed to calculate the 
LLE from 200ms before the stimulus to 800ms after the stimulus. The boundary 
condition was supposed periodic with (0, :)=(5, :) and ( :,0 )=( :,5 ). The initial 
condition was random and the first 2000 steps were regarded as transition. The time- 
variant LLE of the spontaneous EEG and the ERP signals were estimated in every 
step. The corresponding time-variant LLE spectra were shown in Fig. 3. 



564 M. Shen et al. 

0 100 200 300 400 500 600 700 800 900 1000
0

0.001

0.002

0.003

0.004

0.005

0.006

0.007

0.008

0.009

0.01

    

0 100 200 300 400 500 600 700 800 900 1000
0

2

4

6
x 10

-3

0 100 200 300 400 500 600 700 800 900 1000
0

2

4

6
x 10

-3

0 100 200 300 400 500 600 700 800 900 1000
0

2

4

6
x 10

-3

 
(a)                                                                         (b) 

Fig. 3. The time-variant LLE of the signals from 1 to 1000 steps. (a) The time-variant LLE of 
the spontaneous EEG, (b) From top to bottom: the time-variant LLE of the ERP under three 
cues with small, middle and large scale of the target. 

5   Results and Discussion 

As a nonlinear dynamic parameter, LLE is one of important and direct parameter to 
test if a system is chaos. Based on the experimental result of the time-variant LLE 
spectra of the spontaneous EEG, the appearance of time steps with chaos character is 
irregular since the so-called spontaneous EEG is not really spontaneous. The mental 
activities during the information processing and some uncontroled external factors 
may influence the EEG. For the time-variant LLE spectra of the ERPs, it is found that 
there were more time steps showing the chaos of the system, behind 100ms after 
stimulus and especially between 100-200ms after stimulus under three kinds of cues. 
Moreover, the appearances of these time steps had their regular patterns. Obviously, 
the cognitive task significantly strengthened the chaos character of the system. The 
main influences of the chaos character happened behind 100ms after stimulus, 
especially in P2 period of the responses of the signals. 

It is found that the middle scope cue most significantly influence the chaos degree 
of the system, which indicated that there was not simple linear relationship between 
the scopes size of the cues and the influence to system by comparing the three time-
variant LLE spectra of the ERP under different scope cues. The result also indicates 
that there exists the optimal scope size for attention test. This optimal scope size 
became an important factor for studying the visual attention information process. 

6   Conclusions 

A novel method for investigating the complexity of the dynamic brain system was 
presented. The model based on the time-variant coupled map lattice was developed 
and the time-variant LLE spectrum was also defined as the quantitative parameters to 
reveal the time-varying characters of the system and discover new information 
involved in the EEG. Both real spontaneous EEG and ERP signals under different 
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fixed location cue were examined with the LLE spectra. The results indicated that the 
brain chaos patterns were time-varying under different cognitive tasks of attention. 
The main influence of the LLE spectrum corresponding to the scopes size of the cues 
mainly occurs in P2 period (120-260ms). No simple linearly relationship was found 
between the scopes size of the cues and the complexity of the signal. The chaos 
character of the brain enhanced and become regular during the period of processing 
information under different attention tasks. 
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Abstract. In this paper, we examine the performance of an Independent 
Component Analysis (ICA) based dipole localization approach to localize 
multiple source dipoles under noisy environment. Uncorrelated noise of up to 
40% was added to scalp EEG signals. The performance of the ICA-based 
algorithm is compared with the conventional localization procedure using 
Simplex method. The present simulation results indicate the robustness of the 
ICA-based approach in localizing multiple dipoles of independent sources. 

1   Introduction 

Solving EEG inverse problem is of significance and importance for both clinical and 
research applications. The equivalent current dipole model has been used to represent 
well localized neuronal sources [1]-[8]. The inverse problem is then defined as the 
estimation of the location and moment parameters of one or more dipoles whose 
modeled potentials best fit the actual measurements in a least-squares sense [2]. 
Mathematically, it is a nonlinear optimization problem and is not an easy task when 
the number of dipole sources is large and when measurement noise exists.  

The objective of the present study was to examine the feasibility of improving 
multiple dipole localization when substantial measurement noise exists; by applying 
the Independence Component Analysis (ICA) approach [9]. Computer simulation 
studies were conducted to evaluate the ICA-based dipole localization approach as 
compared with conventional optimization methods. 

2   Methods 

In spatio-temporal source modeling (STSM), the spatio-temporal source of the signals 
is taken into account as a whole. Thus, instead of considering each time point 
separately, STSM combines the potential recordings at all time points to form a 
spatio-temporal data matrix V. This matrix has column entries that correspond to 
measurements at a single time point across the electrode array and row entries that 
correspond to the time series observed at a single electrode. Assuming simultaneous 
recordings at m sensors for k time instances from n current dipole sources, we have 
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V = GQ + N . (1) 

where V is the measured scalp electric potential matrix, G the gain matrix, Q the 
moment matrix of the dipole sources and N the noise matrix. 

ICA is an effective technique for finding statistically independent sources and 
independent basis vectors spanning the signal subspaces. It has been previously 
applied to EEG dipole localization [6]. In the present study, the infomax ICA algorithm 
was used [10]. After removing noise from the simulated EEG data, ICA was applied to 
separate the independent sources. The single-dipole-localization procedure was then 
used to localize each of the ICA-separated dipole sources. 

An inhomogeneous concentric three-sphere volume conductor model with an outer 
radius of 10 cm was used to approximately represent the head volume conductor 
model [11]. 129 scalp electrodes, uniformly distributed over the upper hemisphere, 
were used in the present simulation.  

Three cases of fixed-location and fixed-orientation current dipoles with time 
varying strengths were assumed to generate the spatio-temporal potential data matrix 
V for an interval of k=160, 160, 500 time points respectively. The sampling frequency 
was 200Hz for both case 1 and case 2 and was 1000Hz for case 3. Different noise 
levels were added in these cases to evaluate the performance of the algorithms.  

There were two separated dipoles in Case 1, which had the eccentricity of 0.55, 
0.75 respectively, and the distance between them was around 4cm. The orientations of 
the two dipoles were radial, which were fixed to be (0.17, 0, 0.216), (0.35, 0.025, 
0.1325), and the dipole strength were set to be sinusoidal functions with dipole 1 
being of 10Hz and dipole 2 of 40 Hz.  

In Case 2, the dipoles were close to each other with the same eccentricity of 0.75, 
and the distance between them was about 1cm. The orientations of the two dipoles 
were both tangent and parallel, which were fixed to be (-0.1325, 0, 0.35), and the 
dipole strength were set to be sinusoidal functions with dipole 1 being of 40Hz and 
dipole 2 of 35 Hz.  

There were three dipoles in Case 3, which had the eccentricity of 0.55, 0.75 and 
0.75 respectively. The orientations of the three dipoles were fixed to be (-0.216, 0.3, 
0.17), (0.35, 0.025, 0.1325), (0.35, -0.025, 0.1325); and the dipole strength were set 
to be sinusoidal functions with dipole 1 being of 10Hz, dipole 2 of 40 Hz and dipole 
3 of 35Hz.  

Dipole parameters are given as follows: 

Case1:  (0.34, 0, 0.432, 0.17, 0, 0.216); (0.7, 0.05, 0.265, 0.35, 0.025, 0.1325) 
Case2:  (0.7, 0.05, 0.265, -0.1325, 0, and 0.35); (0.7,-0.05, 0.265,-0.1325, 0, 0.35) 
Case3:  (0.34, 0, 0.432,-0.216, 0.3, and 0.17); (0.7, 0.05, 0.265, 0.35, 0.025, 

0.1325); (0.7,-0.05, 0.265, 0.35,-0.025, 0.1325)  
Given a suitable source and a head model, the inverse procedure for STSM 

requires minimizing the following least squares cost function  

2
FGQV

STSM
E −=  . (2) 
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where
F

• indicates the Frobenius norm (For matrix A, 
=

=
n

i ii
ATAFA

1
)(  ). If we 

were to use this cost function directly in an iterative minimization algorithm, it would 
search for 3n location parameters and 3nk moment parameters, for an overall 3n (k+1) 
parameters. For realistic problems of practical size, the total number of parameters and 
nonlinear nature of the cost function makes this minimization difficult.  

The computational complexity of the inverse procedure can be simplified by 
separating the linear and nonlinear dipole parameters because V is linear function of 
parameter Q. First, we assume that the locations are known, and then a solution for 
matrix Q that minimizes ESTSM is  

VGQ ∗=  . (3) 

where 
∗G  is Moore-Penrose pseudo-inverse. The cost function for the spatio- 

temporal model then becomes 

2
)(

F
VGGV

STSM
E ∗−= . (4) 

Now the cost function depends only on the gain matrix G, which is a function of 
only 3n nonlinear location parameters. The number of parameters is reduced to 9 in the 
case of three dipoles. After finding the value of L using some nonlinear optimization 
technique, 3nk moment parameters in Q can be estimated using Equation (3). 

For each electrode potential map iV , a single dipole can be localized by using the 
Quasi-Newton method to minimize Equation (3). The dipole orientation is calculated 
as the linear least square solution. By considering the activation map of each dipole 
separately, we search for only one dipole and the search space is dramatically 
reduced. So we can search for the nonlinear least square solution without additional 
computationally complex nonlinear optimization techniques. 

3   Results 

Tables 1 and 2 showed the dipole localization errors obtained by ICA and Simplex 
methods, corresponding to dipole source configuration #1 (Case 1). The values shown 
in table 1 and 2 were the mean values averaged over 10 trials of Gaussian white noise. 
Table 1 and 2 clearly indicated that the ICA-based localization algorithm can 
substantially decrease the localization error as compared with the conventional 
Simplex dipole localization procedure. For example, with 10% noise level, the 
conventional Simplex dipole localization procedure resulted in about 2.3 cm localiza-
tion errors for each of the 2 dipoles while the ICA-based localization algorithm 
resulted in about 0.5-2mm localization error. With 40% noise level, the Simplex 
localization procedure resulted in about 3-5.1cm for each of the 2 dipoles, while the 
ICA-based procedure resulted in about 3.5-13.5 mm for each of the 2 dipoles. Table 1 
and 2 suggested that for 2 well separated dipole sources within the brain (4 cm  
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apart and at different eccentricity), the ICA-based approach can effectively reduce the 
localization error when the uncorrelated noise was up to 40%.  

Table 1. Simulation results by ICA-based procedure in case 1 

NL 
(%) 

 CC LE 
(mean ± std[mm]) 

RE 
(mean) 

Dipole1 0.9999 0.40 ± 0.29 0.0035 0 
Dipole2 0.9999 0.22 ± 0.10 0.0027 
Dipole1 -0.9968 1.26 ± 0.47 0.0482 5 
Dipole2 -0.9986 0.32 ± 0.09 0.0291 
Dipole1 0.9873 2.04 ± 0.42 0.0933 10 
Dipole2 0.9938 0.56 ± 0.06 0.0591 
Dipole1 0.9411 5.35 ± 0.29 0.2158  20 
Dipole2 -0.9784 1.39 ± 0.08 0.1252 
Dipole1 0.8629 5.30 ± 0.21 0.4132 30 
Dipole2 -0.9526 3.04 ± 0.14 0.1967 
Dipole1 0.7847 13.20 ± 1.25 0.5150 40 
Dipole2 0.9214 3.74 ± 0.02 0.2714 

Table 2. Simulation results by Simplex procedure in case 1 

NL 
(%) 

LE 
(mean ± std[cm]) 

RE 
(mean) 

Dipole1 2.35 ± 0.65 0 
Dipole2 0.95 ± 0.33 

0.0128 
  

Dipole1 2.50 ± 0.35  5 
Dipole2 1.96 ± 0.86 

0.2115 

Dipole1 2.44 ± 0.67  10 
Dipole2 2.18 ± 0.94 

0.4023 

Dipole1 3.64 ± 1.37 20 
Dipole2 2.04 ± 0.54 

0.6591 
  

Dipole1 5.99 ± 1.14 30 
Dipole2 3.17 ± 2.08 

0.7774 
  

Dipole1 5.03 ± 1.83 40 
Dipole2 3.31 ± 1.37 

0.8703 

Table 3 and 4 showed the simulation results for Case 2 when 2 source dipoles were 
located at the same eccentricity and with only 1 cm distance apart. For such relatively 
closely spaced dipole sources, the ICA-based procedure again resulted in low 
localization error of less than 0.7-21 mm, while the conventional Simplex dipole 
localization procedure led to about 1.1-3.7 cm localization error for each of the 2 
dipoles when noise level was within 15%. Compared with case 1, antinoise perfor-
mance was worse in case 2. 
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Table 3. Simulation results by ICA-based procedure in case 2 

NL 
(%) 

CC LE 
(mean ± std[mm]) 

RE 
(mean) 

Dipole1 0.9960 0.71 ± 0.20 0.0031 0 
Dipole2 0.9977 0.74 ± 0.14 0.0024 
Dipole1 0.9544 2.07 ± 0.16 0.0323 5 
Dipole2 -0.9586 0.80 ± 0.07 0.0213 
Dipole1 0.7207 9.03 ± 0.48 0.1635 10 
Dipole2 0.8390 2.85 ± 0.04 0.0386 
Dipole1 0.2764 20.84 ± 3.50 0.5912  15 
Dipole2 0.7230 5.28 ± 0.05 0.0587 

Table 4. Simulation results by Simplex procedure in case 2 

NL 
(%) 

LE 
(mean ± std[cm]) 

RE 
(mean) 

Dipole1 2.38 ± 0.77 0 
Dipole2 1.11 ± 0.79 

0.0157 
  

Dipole1 3.29 ± 1.91 5 
Dipole2 1.64 ± 0.87 

0.2664 

Dipole1 2.68 ± 1.55  10 
Dipole2 2.09 ± 0.73 

0.4591 

Dipole1 2.93 ± 2.09  15 
Dipole2 3.64 ± 3.04 

0.5791 
  

Table 5. Simulation results by ICA-based procedure in case 3 

NL 
(%) 

CC LE 
(mean ± std[mm]) 

RE 
(mean) 

Dipole1 0.9999 0.43 ± 0.43 0.0036 
Dipole2 0.9999 0.13 ± 0.12 0.0016 

0 

Dipole3 0.9999 0.15 ± 0.12 0.0019 
Dipole1 -0.9965 0.68 ± 0.20 0.0318 
Dipole2 0.9530 0.89 ± 0.09 0.0356 

5 

Dipole3 -0.9489 0.49 ± 0.09 0.0347 
Dipole1 -0.9864 1.03 ± 0.11 0.0683 
Dipole2 0.8608 2.63 ± 0.07 0.0934 

10 

Dipoke3 -0.8489 2.15 ± 0.09 0.0899 
Dipole1  0.9742 1.08 ± 0.40 0.1150 
Dipole2 -0.4003 18.82 ± 0.68 0.5705 

15 

Dipole3 -0.7282 4.01 ± 0.08 0.0772 

When the number of dipoles was larger than 2, it was hard to achieve reasonable 
localization by Simplex method. On the other hand, the ICA-based approach was still 
effective. Table 5 and 6 showed the mean dipole localization error by using ICA and  
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Table 6. Simulation results by Simplex procedure in case 3 

    NL 
(%) 

LE 
(mean ± std[cm]) 

RE 
(mean) 

Dipole1 3.80 ± 2.81 
Dipole2 3.21 ± 2.34 

0 

Dipole3 3.65 ± 2.90 

0.0266 
  
  

Dipole1 3.95 ± 1.98 
Dipole2 3.28 ± 2.00 

5 

Dipole3 3.58 ± 2.60 

0.2893 
  
  

Dipole1 3.68 ± 0.76 
Dipole2 4.51 ± 2.70 

10 

Dipole3 4.67 ± 2.29 

0.5467 
  
  

Dipole1 4.49 ± 2.31 
Dipole2 3.94 ± 2.97 

15 

Dipole3 6.19 ± 2.78 

0.7096 
 
 

Simplex. Note that the estimation errors were less than 2cm when noise level was 
within 15% by using ICA-based procedure, while the localization errors had reached 
above 6cm for Simplex method. 

From above tables, we can see that the indexes, i.e., correlative coefficient (CC) 
decreased while localization errors (LE) and relative errors (RE) increased with the 
noise level (NL) increasing. The low relative errors showed that the difference 
between the measured and dipole-generated potentials was little, which showed an 
inversely-proportional relationship with the noise level.    

4   Discussions 

In the present study, we have conducted computer simulations to examine the 
feasibility of localizing multiple dipole sources from the noise-contaminated scalp 
EEG by means of ICA approach. Such ICA-based approach has been previously 
reported in a computer simulation study for 3 spatially well separated dipoles with 2% 
additive noise added [6]. However, no data were available on the performance of such 
ICA-based dipole localization approach when there exist high noise levels as in 
clinical and experimental settings. The present computer simulation study suggests 
that the ICA-based approach is effective and efficient for multiple dipole localization 
with substantial uncorrelated additive noise of up to 40%. Also note that the ICA-
based dipole localization approach is similarly effective for source configuration of 
more than 2 dipoles (shown here at 3 dipoles), while the conventional localization 
procedure using Simplex method would experience substantial difficulty in localizing 
the multiple dipoles. 
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Abstract. EEG recordings are widely used in epilepsy research. We intend to 
address a question whether small world network property exists in neural 
networks when epileptic seizures occur. In this paper, we introduce a 
bispectrum analysis to calculate the interaction between two EEG recordings; 
then, a suitable threshold is chosen to convert the interaction of the six channels 
at five frequency bands to a sparse graph (node: n=30, edge: k=4-7). Through 
analyzing a real EEG recording, it is found the clustering coefficient is similar 
to that of regular graph; however the path length is less than that of regular 
graph. Thus a primary suggestion can be made that neural networks possess 
small world network characteristic. During epileptic seizures, the small world 
property of neural network is more significant. 

1   Introduction 

An epileptic seizure is a successive sudden burst of neural activity in the brain. 
Epileptic seizures detection or mechanism analysis is performed by EEG recordings 
[1], [2]. Since the small world network concept has been proposed by Stanley 
Milgram (1967), many studies have shown that small world network property exists 
in many fields such as, movie actor collaboration network, the World Wide Web 
network, power system and neural networks [3], [4]. 

In this paper, we intend to address a question whether small world network 
property exists in neural network when epileptic seizures occur. First of all, we 
convert it to a sparse network based on bispectrum analysis of multi-channel EEG 
data. The structural properties of the network are quantified by the path length and 
clustering coefficient by graph theory. A real case of epileptic seizure is analyzed, and 
the result shows that small world network property exists in neural network, and it is 
more significant during the epileptic seizure. The clustering coefficient of the neural 
network is similar to that of regular graph, however the path length is less than that of 
regular graph. It is a possible mechanism of epileptic seizure that small world 
property of functional connectivity support synchronization of local neural network 
and information transmission of distant neural network. 

2   Method 

2.1   Phase Coupling  

Phase coupling is prevalent in neural signal processing [5], [6]. It depicts the 
interaction of two independent signals. In general, higher order spectrum (HOS) is 
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used to get phase coupling information in different fields, communication, radar, sonar, 
speech, biomedical, geophysical and imaging systems [7]-[9]. In this paper, we use a 
bispectrum analysis to extract the phase coupling information of two EEG signals [10], 
[11]. The natural estimate of the bispectrum is the FFT of the third-order cumulate 
sequence. Bispectrum, in discrete form, transforms one-dimensional time domain data 
into a two-dimensional frequency domain cross-come matrix. It is defined as:  
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Where the scaled-parameter window, wM (t,s)=w(t/M,s/M). In order to get a consistent 
estimation, we segment the data into K epochs of length L = N/K, compute the 
bispectrum of each epoch and average them, then perform the frequency smoothing 
by using the frequency domain filter, WM (ƒ1, ƒ2), the FFT of wM(t,s). More details can 
be found in [12].  

2.2   Small World Network 

Small world network is between the regular and the random network, in which most 
of the nodes are connected to their nearest neighbors, but a few of them can spread 
over a long range. The most popular manifestation is “six degrees of separation” 
concept, proposed by the social psychologist Stanley Milgram (1967), which means 
there is a path of acquaintance with a typical of about six between most pairs of 
people in the United State [13]. 

The pioneering article of Watts and Strogatz started an avalanche research on the 
property of small world network [14]. To interpolate between regular and random 
networks, we have to consider the following random rewiring procedure. First, start 
with a ring lattice with N nodes in which every node is connected to its first k 
neighbors (considering N>>k>>Ln(N)>>1, where k>>Ln(N) guarantees that a 
random graph could be connected). Second, rewire each edge of the lattice with 
probability P such that self –connections and duplicating edges are excluded. By 
varying P one can closely monitor the transition between order P=0 and randomness 
P=1 [3]. There are two characteristic parameters to describe the small world network: 
clustering coefficient (CC) and path length (PL). It is known that small world network 
is highly clustered, like regular lattices, yet has low characteristic path lengths, like 
random graphs [15]. 

3   Result 

3.1   EEG Recordings 

The EEG data is recorded during an invasive pre-surgical epilepsy monitoring. The 
epileptic focus is located in neocortical brain structures. The patient is female, 32 
years old. In order to obtain a high signal-to-noise ratio, fewer artifacts, and to record 
directly from focal areas, intracranial grid-, strip-, and depth-electrodes were utilized. 
The EEG data were acquired using a Neurofile NT digital video EEG system with 
128 channels, 256 Hz sampling rate, a 16 bit analogue-to-digital converter, the details 
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Fig. 1. Multi-channel EEG recordings, the length is about 10 minutes from 3.5 minutes before 
epileptic seizure, sample rate=256. The patient is a female, 32 years old. 

can be found in [16], [17]. In this paper, the six-channels EEG recording is about 10 
minutes, the epileptic seizure occurs at 3.5 minutes, as shown in Fig. 1. 

3.2   Result 

The bispectrum is computed, using a Hanning window of 4 seconds with a 50% 
overlapping, to describe the relationship between EEG recordings. Then, the average 
of bispectrum at the five frequency bands (1-4 Hz, 4-8 Hz, 8-16 Hz, 16-32 Hz and 
  

 

Fig. 2. The 30*30 matrix connect graph of six EEG recording at the five frequency bands. The 
left graph’s CC is 0.31577, PL is 4.5978 (preseizure) and the right graph’s CC is 0.55126, PL is 
3.4476 (seizure). The red lattice represents the node’s value is 1 and the white one is 0 (n=30, 
k=4). 
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32-64 Hz) is computed. Setting an edge k, a spare network can be obtained. Fig. 2 
shows two typical graphs at the pre-seizure and seizure.   

Above method is applied to treat with the EEG recordings in Fig. 1. Fig. 3 shows 
the clustering coefficient and path length over time at the edge of 4. At the same time,  
 

 

Fig. 3. The left graph is the clustering coefficient (CC) of each segment over time (n=30, k=4). 
The CC is much higher than that of normal state. The right is the average path length (PL) of 
each segment. 

 

Fig. 4. The left graph shows the comparison of CC of the regular and random graph (n=30, 
k=4). The right one shows the comparison of PL of the regular and random graph. 

 

Fig. 5. Left, the clustering coefficient of epileptic seizure, normal state, regular and random 
network (n=30, k=4-7). Right, the path length of epileptic seizure, normal state, regular and 
random network (n=30, k=4-7). 
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the regular and random graph with the same nodes and edges are analyzed. It is found 
that that the average path length is low and similar to that of random graph, however, 
the clustering coefficient is high and during epileptic seizure it increases, as shown in 
Fig. 3 and Fig. 4. Also, we found that the clustering coefficient and path length of 
graph change as changing the edges. At k=4 and 5, the clustering coefficient of the 
graph is high and the path length of the neural network is low, it is similar to small 
world network property. However, k=6 and 7, the path length of the graph of neural 
network is higher than one of the regular graph, the graph is different from the small 
world network, as shown in Fig. 5. 

4   Conclusion 

In this paper, we introduce a bispectrum analysis to extract phase coupling 
information among EEG recording, and then construct a sparse but connected graph. 
By computing the graph’s clustering and path length, it is found that small world 
network property exists in neural networks, when the epileptic seizures occur; small 
world network property of neural network is more significant. However, small world 
network property of the neural network only appears just at the edge of k=4 and 5, but 
k=6, 7.  
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Abstract. Compared with traditional time analysis and frequency analysis, 
time-frequency analysis of EEG not only reveals more abundant information 
but also reflects their dynamic temporal oscillatory activities. Event related po-
tential (ERP) is a kind of cognitive electroencephalogram (EEG) signal, which 
are directly related with task and average across spontaneous EEG. Effective 
time-frequency representation method and how to analyze EEG based on  
the event related cognitive task in time-frequency domain according to their  
experiment speciality are the hot study at present. In current paper, a new time-
frequency method about filter bank and Hilbert transform (FBHT) was intro-
duced, and the application for ERP and ER-EEG signal were explored in order 
to mine new information effectively during the classic Stroop cognitive task. 

1   Introduction 

Because of the non-stability of biological signals, it is hard to describe the signal’s  
local dynamic feature in time-frequency domain only by time analysis or frequency 
analysis. The time-frequency analysis method is applied widely to biological signals 
processing at present [1]. Electroencephalogram (EEG) is a kind of biological sponta-
neous potential that records electric temporal signal from the scalp position. Event  
related potential (ERP) also called evoked potential is a kind of cognitive EEG. The 
potential evoked by a single stimulus is often so weak that it has to be enhanced by 
repeating the stimulus many times and averaging across every EEG trials caused by 
the same stimulus. In other words, the event related EEG (ER-EEG) contains a series 
of trials each of which related to one repeated stimulus, while the ERP signal is the 
average result across these trials. ER-EEG directly reflects the electric activities of 
neuron assembly at different scalp electrode during cognitive task. With the develop-
ment of modern signal analysis methods, people applied some new methods to the 
data with some conclusions already obtained by traditional methods and tried to mine 
new information that couldn’t get by traditional methods. Therefore, the time-
frequency analysis method was put forward and applied to physiological, pathological 
and cognitive EEG signals [2][3]. Durka et al analyzed the time-frequency feature of 
sleeping EEG by matching pursuit algorithm [4]. Hagoort et al studied N400 time-
frequency variability of ERP signals by wavelet transform [5]. These studies obtained 
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considerable new information that was not available by traditional methods. But the 
study also affected by the limitation of time-frequency method and the particular 
characteristics of cognitive task. Therefore, the research on the effective analysis of 
EEG is not only important but also helpful to reveal the brain neural mechanism. 

This paper firstly introduced a filter bank and Hilbert transform (FBHT) time-
frequency representation method. The result showed FBHT could reserve time-
frequency details more perfectly. Then we analyzed ERP and ER-EEG signals of 
Stroop task respectively, and discussed the two analysis results. The study results 
were helpful to mine brain dynamic cognition activities in depth. 

2   Time Frequency Representation of ERP 

2.1   Data Recording 

Classic psychological Stroop task of color words was designed. Stimuli were 4 color-
ful Chinese characters (red, yellow, blue and green) in different display colors.  
Subjects were asked to identify the display color of the Chinese character using  
keystroke. The stimuli with color-meaning congruent word and color-meaning incon-
gruent word were all repeated for 96 times. EEG was recorded from 32 electrodes  
using ESI 128 channel workshop (NeuroScan, USA) with two referenced electrodes 
to two mastoids (band-pass 0.05~30 Hz, sampling rate 500 Hz). Trials contaminated 
by excessive eye-blink or movement artifacts, peak-to-peak deflections over 200 V, 
were rejected by an automatic procedure. The analysis time course was about 1000 
ms post stimulus onset with baseline at 200 ms pre-stimulus [6]. 

2.2   The Application of Traditional Time-Frequency Tepresentation Methods in 
ERP 

Time frequency analysis refers to representing, analyzing and processing the signal in 
the time-frequency domain. To perform time frequency analysis, the first thing to do 
is to represent the signal in the time-frequency domain. There are mainly two kinds of 
time frequency representations, one is linear such as short term Fourier transform 
(STFT) and wavelet transform, and the other is nonlinear. The widely used nonlinear 
representations are bio-linear representations such as Wigner distribution, Choi-
Williams distribution etc. In STFT method, the signal is separated into many seg-
ments in the time domain and Fourier transform is applied to each of these segments 
to study its local frequency feature. Time frequency resolution of the result of STFT 
depends on the segment number, the more the segments are the higher the time reso-
lution is. The frequency resolution is related to the segment length, long segment 
leads to high frequency resolution. But in the case of a fitted length signal, the seg-
ment length and the segment number are incompatible. Therefore, the time-frequency 
resolution of STFT is often poor. In wavelet packet method, the signal is decomposed 
according to standard wavelet packet decomposition tree, then, the results are rear-
ranged according to frequency order from low to high to obtain the time frequency 
representation matrix, which is n×m. The time resolution and frequency resolution are 
also restricted because n×m equals the length of the signal. Therefore, wavelet packet 
method couldn’t obtain very high time frequency resolution either. And in the case of 
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Wigner distribution, the cross-term often generate none zero values where there is ac-
tually nothing in the time-frequency domain. We applied these three representative 
methods to ERP signals in Stroop task and calculated their time-frequency distribu-
tions (Fig. 1). The electrode P3 was chosen for the advantage that it could reflect 
Stroop effect well. 

 

(a)                          (b)                                    (c)                                    (d) 

Fig. 1. ERP signal and its spectrum of P3 (a), its time-frequency energy distribution of STFT 
(b), wavelet packet (c) and Wigner distribution (d). Time course was about 1000 ms post stimu-
lus onset with baseline at 200 ms pre-stimulus. Frequency range was from 1 to 30 Hz. The re-
sult of wavelet packet decomposition was interpolated to facilitate the display. 

Because the stimulus only occurred in a comparatively short time range and the 
ERP signal relied on the task has limited number of data points. The results demanded 
for high time-frequency resolution. In Fig. 1, although all of the three methods de-
scribed the variation of the frequency components according to time, the time-
frequency resolution of the results of STFT and wavelet packet method remained 
poor. The Wigner distribution appeared a lot of cross-term interference, which led to 
the lost of many details. Furthermore, the time-frequency representation by means of 
Wigner distribution could not reserve time-frequency phase information of the origi-
nal signal. Accordingly, the several classic time-frequency representation methods 
mentioned above could not fit ERP signal. To overcome these, we introduced a 
method based on FBHT to obtain the signal’s time-frequency representation, which 
had high time-frequency resolution and could offer both time-frequency amplitude  
information and time-frequency phase information. 

2.3   Calculating Time-Frequency Representation of ERP by Using FBHT 
Method 

In this method, a filter bank Hfc,w(t) contains series of FIR filters with the same band-
width w was designed. Their corresponding center frequency fc(i) s covered the inter-
esting frequency range with equal frequency intervals. Its frequency transfer function 
can be expressed as: 
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Here, WR(ω) was the window function’s spectrum. 
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FIR filters with 256 points and a sampling frequency of 500Hz was generated. In 
order to eliminate the negative effect of side lobe, each FIR filter was windowed by a 
Blackman-Harries window. The signal s(t) was filtered by each filter of the filter bank 
Hfc,w(t) in turn to produce a series of narrow band signals sfc,w(t) centered by frequency 
fc(i), which covered the same frequency range from fc(i)-w/2 to fc(i)+w/2. sfc(i),w(t) 
could be regarded as the component of the original signal in the ith narrow frequency 
band. Then an analysis signal sequence Sa(t) was obtained by following this: 
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This analysis signal sequence can be regarded as a function of fc and t, namely a kind 
of time-frequency representation of s(t). 

( , )( , ) ( , ) j f tS f t A f t e φ= . (4) 

Here, A(f,t) is the amplitude time-frequency distribution and φ(f,t) is the phase time-
frequency distribution. We define the energy distribution as: 

2( , ) log[ ( , ) 1]E t f A f t= + . (5) 

We applied this method to the ERP signal of Stroop task to calculate its time fre-
quency representation S(f,t) and followed equation (5) to obtain its time-frequency 
energy distribution E(f,t) (Fig. 2). Comparing Fig. 2 with Fig. 1, there is a maximal 
positive wave at about 300 ms in Fig. 1 (a) which should belong to P300 according to 
its appearance time. The occurrence of P300 is related to selective attention [7]. From 
Fig. 1 (b), (c), (d) and Fig. 2, it was obviously that there was strong energy distribu-
tion at about 300 ms after stimulus onset, which ranged over a certain frequency band. 
In Fig. 1 (c), Wigner distribution offered less information and a poor time-frequency 
resolution. Wavelet packet and STFT showed distribution trends similar to FBHT, but 
a poorer ability to describe the details. Furthermore, the result of wavelet packet de-
composition was affected directly by the choice of wavelet base. Consequently, we 
analyzed ER-EEG in time-frequency domain by FBHT. 

 

Fig. 2. Time-frequency energy distribution of ERP signal at P3 electrode using FBHT 
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3   Time Frequency Analysis of ER-EEG 

3.1   Traditional Time Domain Analysis of ER-EEG 

In traditional time domain analysis of ER-EEG, researchers mainly followed two ap-
proaches. One approach was to average ER-EEG signals across trails first, then ana-
lyzed the averaged signal namely ERP, in which, the evoked potential after averaging 
would emerge from the spontaneous potential due to the comparatively fixed ampli-
tude and time intervals from stimuli onset [8]. The other approach was to process each 
trial first, and then the statistics method was used to analyze the results of all trials [9]. 
Although the method of averaging across trials could raise the SNR and give promi-
nence to the characters of evoked potentials that were often visualized, some useful in-
formation hided under the varying disorder waveform, which often helped to explore 
the significant characters of the signal, were lost because of averaging. That was why 
the second kind of approach was widely applied in the analysis of ER-EEG signals. 

3.2   Time-Frequency Statistic Analysis Based on ER-EEG 

FBHT was used to calculate each trial’s time-frequency energy distribution of P3 
electrode (Fig. 3). It was seen that most of the trial has strong energy distribution at 
about 300 ms, moreover, the time-frequency component contained in each trial are 
much richer than that of ERP. In Fig. 2, most of the energy distributions were below 8 
Hz ( band and band), and over 8 Hz (  band) only between 100 ms and 200 ms after 
stimulus there existed evident energy distributions. While, in other time-frequency  
areas, the energy levels remained close to zero. Over 14 Hz ( band ), few evident  
energy distribution appeared. But from the EEG time-frequency energy distribution 
result of each trial, there were not only strong energy distributions existed below  
8 Hz, but also abundant time-frequency components varying in a relatively higher 
frequency band of 8 Hz to 25 Hz. The results above indicated that the phase ran-
domicity in the comparatively higher frequency band was stronger than that in the 
comparatively lower frequency band. Consequently, the comparatively higher 
frequency components trended to be canceled out each other when directly averaging 
signal across trials, which presented in time-frequency energy distribution of ERP 
was the missing of the frequency component actually existed. 

 

Fig. 3. Time-frequency energy distributions of 8 EEG trials chosen randomly at P3 electrode 

Furthermore, we averaged the time-frequency energy distribution of each trial 
(Fig. 4) and compared the result with Fig. 2. Although the higher frequency compo-
nents seemed more evident than that in Fig. 2, the energy focused did not locate 
around 300 ms but extended from 200 ms to 1000 ms. The main cognitive component 
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P300 was not evident anymore. Therefore, averaging time-frequency energy did not 
fit for studying ER-EEG. But we could use statistic analysis of all EEG trials to find 
the useful information that hided by averaged ERP. Considering that FBHT can also 
extract time-frequency phase information, this approach was used to analyze phase 
synchrony by performing statistical analysis to each corresponding trials of two elec-
trodes so as to represent the phase synchronization in the time-frequency domain [10] 
(Fig. 5). It was thought that during the task-dependent period, synchronized oscilla-
tory activities bound multiple neuronal assemblies together to form large-scale  
networks that supported cognitive functions. From Fig. 5, it also showed strong syn-
chrony at about 300 ms and below 10 Hz between electrode P3 and P4 that indicated 
there existed coordination between the left and the right at the parietal region related 
to P300 component. 

  

Fig. 4. Averaging the time-frequency energy 
distribution across all trails at P3 electrode 

Fig. 5. Time-frequency phase synchrony  
between electrodes P3 and P4 based on 
statistic analysis of ER-EEG 

4   Discussion 

The study on application of signal’s time-frequency representation mainly focused on 
the data self characteristic. An effective time-frequency representation method should 
meet two requirements: the advantage of method and its adaptation for data studied. 
FBHT time-frequency representation with comparative higher time frequency resolu-
tion and perfect local details was suitable for EEG signals. The unique feature of  
ER-EEG in experiment design and data acquisition that the stimulus was repeated 
many times, not only made the EEG caused by each stimulus has the similar compo-
nent, but also made the components homologous. It benefited task-dependent ERP 
component extraction as well as the application of different statistics analysis methods. 
However, the time-frequency method broke the limitation of information separation in 
traditional methods, it’s convenient for studying dynamic feature of the signal. For 
both ERP and ER-EEG signals analysis during the same cognitive task, we thought the 
time-frequency representation were useful to mine new information. To study what 
cognitive component like P300 etc activated and what oscillation activated with the 
component is mainly based on ERP analysis, while ER-EEG analysis could find more 
characteristic by statistic method and study the complex changeful EEG signals in 
depth. 
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The application of time-frequency analysis to Stroop task has obtained more abun-
dant information such as the oscillatory activation and coordination of ER-EEG  
in different conditions. This information needs new reasonable cognition meaning 
studied by the cognitive neuroscience researchers. Meanwhile, we also could study 
the spatial time-frequency distribution among global brain by applying the time-
frequency method to EEG signals at different electrodes. The study on spatial-
temporal of ER-EEG could help to explain how the oscillation act and interact, and to 
reveal the neural coordinative mechanism of cognition processing more deeply. 
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Abstract. Conventionally, ECG signal is measured on static condition since 
various types of noise including muscle artifact noise and electrode moving  
artifact noise are in coupled in dynamic environment.  To solve this problem, 
various noised signals are grouped into six categories by context estimation, 
and effectively reconfigured noise reduction filter by neural network and  
genetic algorithm (GA).  Neural network based control module effectively  
select optimal filter block by noise context based clustering at running mode 
and filtering performance was improved by GA at evolution mode.  Experimen-
tal results showed that proposed algorithm effectively remove baseline wander 
noise and muscle noise and feature extraction results showed significant  
improvement of T duration extraction values.  

1   Introduction 

The electrocardiogram (ECG) signal is a tracing of electrical activity signal generated 
by rhythmic contractions of the heart and it can be measured by electrodes placed on 
the body surface. The clinical experience data showed that ECG signal is very effec-
tive to detect heart disease and there are steady efforts of researchers to develop 
automated ECG signal classification algorithms. Conventionally, ECG signal is 
measured on static condition since the appearance of heartbeats varies considerably, 
not only among patients, but also movement, respiration and modifications in the 
electrical characteristics of the body [1]. Even, several electrical and mechanical noise 
components are also added to signal and it made difficult to extract key features. In 
general, measured ECG signal data contains muscle artifact noise, baseline wander 
noise, electrode moving artifact noise, and 60Hz power line noise. To overcome these 
difficulties, various noise reduction algorithms have been developed. The power line 
noise can be easily removed by notch filter since its frequency centered on 60Hz and 
typical ECG signal has lower frequency than 60Hz.  Recent research results showed 
that wavelet interpolation filer (WIF) is effective to remove muscle noise [2]. For 
baseline wander noise removal, finite impulse response (FIR) filter and infinite im-
pulse response (IIR) filter, and adaptable filter are widely used.  FIR filter or IIR filter 
showed good characteristic of noise removal within cutoff frequency band but they 
require predetermined cutoff frequencies. Adaptive filter adaptively cope with change 
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of signal condition, however it made signal distortion accordance by inappropriate 
selection of convergent coefficient. For dynamic environment, various types of noise 
including muscle artifact noise and electrode moving artifact noise are in coupled and 
it made more difficult to remove them from original ECG signal. In this paper, to 
solve this problem, various noised signals are grouped into six categories by context 
estimation, and effectively reconfigured noise reduction filter. For noise estimation 
and signal clustering, neural networks are applied and genetic algorithms (GAs) are 
applied to dynamic noise reduction filter reconfiguration. 

2   Noise Reduction Method by Context Estimation 

Proposed noise reduction algorithm is mainly consists of five modules including noise 
context estimation module, control module for filter block design at running mode, 
3stage filter block module, selection module for filter design at evolution mode, and 
decision module for fitness calculation at evolution mode as shown in Figure 1. 

INPUTS

Noised
ECG signal

3 Stage Filter Block Module

1st Stage 2nd Stage 3rd Stage

Noise Context 
Estimation Module

Baseline Noise
Estimation

Muscle Noise
Estimation

Control Module

BPNN

EKA

OUTPUTS

Filtered 
ECG signal

GA Based
Filter 

Selection 

Decision
Module

GA Fitness
Function

Selection Module

INPUTS

Noised
ECG signal

INPUTS

Noised
ECG signal

3 Stage Filter Block Module

1st Stage 2nd Stage 3rd Stage

Noise Context 
Estimation Module

Baseline Noise
Estimation

Muscle Noise
Estimation

Control Module

BPNN

EKA

OUTPUTS

Filtered 
ECG signal

OUTPUTS

Filtered 
ECG signal

GA Based
Filter 

Selection 

Decision
Module

GA Fitness
Function

Selection Module

 

Fig. 1. Conceptual diagram of proposed adaptable noise reduction algorithm 

2.1   Noise Context Estimation 

Accurate modeling or estimation of ECG signal noise in dynamic environment is 
impossible since the signal artifacts by respiration, motion activity, and their coupled 
signal noise are not predictable.  For this reason, to find environmental context based 
optimal noise reduction method, noised signals are grouped into several categories by 
context estimation.  And then baseline wander noise and muscle noise are quantized 
as environmental context information. 

2.1.1   Baseline Wander Noise Context Estimation 
Conventionally, 1~50 Hz IIR band pass filter was widely used to remove baseline 
noise, but it made changes on important features including signal intervals and verti-
ces. In this paper, noised ECG signals are low pass filtered with 2Hz cut-off  
frequency, and the gradient of filtered signal is calculated at every 100 samples to 
quantize the baseline wander noise component estimation as shown in Figure 2. 
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Low pass filter
(cut-off frequency: 2Hz)
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Gradient

 

Fig. 2. Low pass filtering and gradient calculation for baseline wander noise component 
estimation 

2.1.2   Muscle Noise Context Estimation 
The muscle noise is one of the most difficult noise types to remove since it has non-
stationary and non-linear nature. Typically Gaussian model is used to model muscle 
noise and recent research results showed that impulsive noise model is more accurate 
to model real-life muscle noise than conventional Gaussian model [3].  In this paper, 
noised signals are high pass filtered with 50Hz cut-off frequency and then impulse 
type components are considered as muscle noise components.  As shown in Figure 3, 
the number of vertices above the heuristic determined threshold line is counted and 
this quantized information is used as muscle noise context information. 

Threshold line

High pass filter
(cut-off frequency: 50Hz)

Noised ECG signal

Impulse noise component estimation

Baseline

Threshold line

High pass filter
(cut-off frequency: 50Hz)

High pass filter
(cut-off frequency: 50Hz)

Noised ECG signal

Impulse noise component estimation

Baseline

 

Fig. 3. High pass filtering and impulse noise estimation for muscle noise component estimation 

2.2   Neural Networks Based Control Module and Filter Block Module 

To find adaptable filter composition, the outputs of noise context estimation module 
are fed to inputs of control module. The control module is consists of two part,  
evolutionary knowledge accumulator (EKA) and neural network for filter design. 
EKA stores optimal filter design results for six-clustered dynamic measurement envi-
ronments. For network construction, two types of outputs from context estimation 
module are used as network inputs and six outputs are used to cluster dynamic  
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measurement environment into six group. The 6 best filter combinations for each 
clusters are 0.8~45Hz band pass filter, 0.8Hz high pass filter, 50Hz low pass filter, 
combination of 0.8Hz high pass filter and 50Hz low pass filter, combination of wave-
let interpolation filter (WIF) and 0.8~45Hz band pass filter, and combination of WIF, 
0.8Hz high pass filter and 50Hz low pass filter. For clustering of environmental noise, 
three layered feed-forward error back-propagation neural network (BPNN) is applied 
and network weights were updated after each training vector (by “training by vector” 
method).  Based on the systemic statistical experiment, network learning parameters 
(learning rate, momentum) and structure (number of layers, number of hidden neu-
rons) were optimized. 

2.3   Genetic Algorithm Based Decision Module and Selection Module  

For continuous performance update, the every filtered output from 3-stage filter block 
is evaluated by fitness function at decision module. Fitness function is defined as 
detection percentage of five ECG signal features such as P-R interval, QRS duration, 
Q-T interval, R-R interval, and S peak point using So & Chan and Kim’s feature ex-
traction method [4].  If fitness value is over 0.8, ECG feature extraction results are 
considered as acceptable values. Or system assumes that designed filter cannot 
effectively remove noise, so GAs search new set of filter block for adaptable noise 
reduction. Based on GAs search results, EKA is updated and neural network for envi-
ronmental context based clustering task is retrained. 

3   Experimental Results 

For performance evaluation, clinical records of the MIT-BIH arrhythmia database are 
used. It was the first generally available set for evaluation and it is widely used in 
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Fig. 4. Comparison of MIT-BIH (#103) ECG signal (a) original ECG signal (b) baseline wan-
der noise (c) muscle artifact noise (d) noise added ECG signal (e) filtered signal by standard 
filter (f) filtered signal by proposed method 
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Fig. 5. Comparison of MIT-BIH (#118) ECG signal (a) original ECG signal (b) baseline wan-
der noise (c) muscle artifact noise (d) noise added ECG signal (e) filtered signal by standard 
filter (f) filtered signal by proposed method 

many research literatures [5].  Among MIT-BIH arrhythmia database, record #103 and 
#118 are selected and baseline wander noise and muscle artifact noise added data are 
also used from MIT-BIH noise stress test database. All the data are sample at 360Hz. 
For performance comparison, conventional standard filtered results are compared with 
proposed algorithm based filtered results. For conventional standard filter design, 
combination of 0.8Hz 20tab FIR high pass filter and 45Hz 20tab FIR low pass filter are 
used. Figure 4 and Figure 5 shows the comparison of noise reduction results. As shown 
in these figures, both methods remove baseline wander noise, but standard filter 
showed bigger S-T segment distortion because of remaining muscle artifact noise. To 
show the noise reduction performance, three ECG features (P duration, QRS duration, 
and T duration) of filtered signal are compared with features of original ECG signal. 
Feature extraction results of proposed method almost agreed with feature extraction 
values of original signal. Especially, proposed method showed significant improve-
ment on extraction of T duration values by effective removal of muscle noise. 

Table 1. Comparison of feature extraction results (unit: msec) 

 P duration QRS duration T duration 
Original signal 0.101563 0.0625 0.289062 

Measured value 0.023437 0.09375 0.1875 Standard 
filter Error -0.078126 +0.03125 -0.101562 

Measured value 0.101563 0.073281 0.261718 

MIT-BIH 
#103 

(Normal) 
Proposed 
method Error 0 +0.010781 -0.027344 
Original signal 0.070313 0.132812 0.277343 

Measured value 0.101563 0.109375 0.1875 Standard 
filter Error +0.03125 -0.023437 -0.089843 

Measured value 0.066406 0.113282 0.278906 

MIT-BIH 
#118 

(Left bundle 
branch 
block) 

Proposed 
method Error -0.003907 -0.01953 +0.001563 
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4   Conclusion  

In this paper, adaptable ECG signal noise reduction algorithm for measurement in 
dynamic environment is developed. To remove baseline wander noise and muscle 
artifact noise, optimal filter set is selected by neural network based clustering using 
noise context. To show the performance, feature extraction results of proposed algo-
rithm and conventional standard filter are compared and proposed method almost 
agreed with feature extraction results of original signal. With completion of this  
work, more accurate measurement of ECG during exercise is expected and it leads 
development of reliable automatic heart disease diagnosis system. 
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Abstract. Independent component analysis (ICA) can blindly separates the 
input ERP data into a sum of temporally independent and spatially fixed 
components arising from distinct or overlapping brain regions. In this study, we 
use ICA to illustrate that the P300 components in two ERPs recorded under 
various conditions or tasks are both mainly contributed from a few independent 
sources. ICA decomposition also indicates a new method to compare P300 
components between two ERPs induced by two related tasks. Our comparisons 
are made on those independent sources contributed to the P300 components, 
rather than on the ERP waveforms directly. This novel approach identifies not 
only the similar or common independent components in both conditions that 
bring about a common part in ERP time courses, but also those different 
components induced by the different parts in ERP waveforms. Our study 
suggests that the ICA method is a useful tool to study the brain dynamics. 

1   Introduction 

The electrical activity of active nerve cells in the brain produces currents spreading 
through the head. These currents also reach the scalp surface and resulting voltage 
differences on the scalp can be recorded as the electroencephalogram (EEG). Due to 
the low signal to noise ratio of raw EEG, multi-trials of EEG are averaged together in 
order to boost the signal of interest and average out the (essentially random) noise. 
Event-related potentials (ERPs) are averages of EEG trials time-locked to a set of 
similar experimental events[1]. ERP waveform has some characteristic components 
such as P300. In order to study the independent sources of P300, we use ICA 
decomposition to separate the ERP time courses recorded on the scalp surface, which 
represents the composite of all neural events happening in the brain[2]. 

For the same subject, different brain currents can be induced spreading through the 
head under various conditions or tasks (experimental events), which produce different 
event-related potentials. Comparison of related but different ERPs is a widely used 
approach in studying brain dynamics[3]. However, the ERP waveform recorded at 
different scalp sensors is not always independent. It is a sum of temporally 
independent but spatially fixed components arising from distinct or overlapping brain 
or extra-brain sources.  
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In this study, comparisons focus on the P300 components in ERP waveforms. ICA 
decomposition is used as a preprocessing step, and the independent component 
sources that contribute largely to P300 are compared. this method can identify several 
similar or common independent components and several different components as well 
between two ERPs.  

We will introduce two approaches for the application of ICA in ERP. One is to 
search for the independent sources of P300 components in ERP waveforms and the 
other is to compare the independent sources of P300 components under different 
conditions. Our results indicate that ICA may provide an encouraging and effective 
method to study brain dynamics from ERP. 

2   Methods and Material 

2.1   Data Recording 

The ERP data were collected from the average of ten healthy children (11-12 years 
old) performing Stroop color-word task [4]. Our experiment has two conditions. In 
the 1st condition, subjects were presented with a series of color words, whose meaning 
and color are consistent. In the 2nd condition, the meaning and color are inconsistent. 
For example, if the word "green" is in green ink, it will be designated as the 
Consistent condition; if in red ink, it will be designated as the Inconsistent condition. 

The ERP data used in this analysis was collected from 30 scalp electrodes, all of 
which were referred to the mean of the left and right mastoid. The sampling rate was 
500 Hz. Every epoch lasts for 1000 milliseconds (500 sample points). The 
prestimulus lasting for 200 milliseconds (as baseline) has been eliminated.  

2.2   ICA and Infomax ICA 

ICA refers to a family of related algorithms[5]. ICA has recently been one of the most 
exciting topics in the fields of neural computation, advanced statistics, and signal 
processing[6][7][8]. ICA was originally proposed to recover N source signals s from 
the linearly mixed signals x except for two minor modifications: Amplitude scaling 
and ordering permutation[9][10][11]. Here A is an unknown n-by-n matrix, s is the 
independent sources. 

x = {x1(t), x2(t), …, xn(t)} = As = A{s1(t),  s2(t), …, sn(t)}. (1) 

Infomax ICA algorithm[12] is a self-organizing learning algorithm that maximizes 
the information transferred in a network of non-linear units.  It is performed in three 
steps[13]: (1) centering the data on the origin; (2) “sphereing” the data by 
diagonalizing its covariance matrix; and (3) minimize redundancy between the 
outputs by minimize the mutual information between the components. 

This algorithm does not assume any prior knowledge of the input distributions, and 
has proved useful in a wide range of biomedical applications[13]. Batch algorithms 
for ICA have also been used, such as FastICA[14]. The Informax ICA algorithm 
adopted in this paper is downloaded from EEGLab (The MATLAB toolbox package 
that performs the Informax ICA algorithm is included in EEGLab, which can be 
obtained from websites: http://www.sccn.ucsd.edu/eeglab/). 
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2.3   Pearson Correlation Coefficients 

Comparison of original ERP data is often difficult. In order to study the difference in 
brain activation between different conditions, we can compare the ICA decomposition 
results. We know x = As and each row of s means expression vectors of activation of 
independent components, and each column of A means the projection strength of the 
respective components onto scalp sensors. This projection is also displayed as scalp 
topographies. We may compare projection (column vectors in A), time courses(row 
vectors in s), or both. For convenience, the scalp maps from two ICA decompositions 
are stored in matrices A1 and A2 respectively, and independent component time 
courses are stored in matrices s1 and s2. 

One of the most often used statistical quantities is Pearson correlation coefficient 
[15], rxy, which measures the degree of (linear) interrelation between two sampled 
variables, x and y.  x and y are usually measured over time and a typical aim in 
correlation analysis is to value the evidence for similarity of one time-dependent 
variable with the other, with the measures of strength and direction. Pearson 
correlation coefficient can be used to describe the similarity between two independent 
component sources based on following formula: 
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3   Results and Discussion 

3.1   Independent Component of P300 

P300[16] (P3) is an obviously identifiable positive-going wave component always 
gets its peak around 300 milliseconds from stimulus ERP time courses. Here, P300 
components reach its peak over the time 270-310 milliseconds under both the 
conditions. The other observation is all ERP waveforms correlate highly, especially 
after the stimulus occurs under both conditions. 

The ICA decomposition results show that a few Independent components reach 
their peak along with P300 under each condition. We are interested in the question 
that whether these independent components contribute most to, or correspond to the 
independent sources in the P300 components of ERP?  

In order to study the independent component sources of P300, only independent 
components in 4th, 7th, 11th and 16th rows of s1 are reserved for the 1st condition (their 
peaks appear around 270-310 milliseconds); all other components are all eliminated 
by zeroing out the corresponding rows of the activation matrix s, and projecting the 
remaining components onto the scalp electrodes respectively. We obtained 4 scalp 
maps restored from them under both conditions (Fig 1). The most left panel is the 
time course of independent sources(row of s1), next to the time courses are their 
projection length onto the scalp maps (column of A1) and their contribution to scalp 
map(A1 X s1) around the time of p300 occurs. As for the independent component 
sources of the 2nd condition, we also found four independent component sources, i.e., 
the 5th, 8th, 9th and 17th components whose peak time are also coincident with P300. 
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Fig. 1. The independent sources contributed to P300 and their projection on to the scalp 

 

Fig. 2. The scalp map restored from a few independent components 

Fig.2 shows that the scalp maps restored from the 4 independent components 
imitates the scalp map around the time 270-310 milliseconds of the original ERP. 
Fig.2.(A1) and Fig.2.(A2) are scalp maps reconstructed from 4 independent 
components of 1st condition. Fig.2.(B1) and Fig.2.(B2) are the averaged scalp maps 
over the time 270-310 milliseconds. The imitation between A1 and B1 indicates that 4 
independent components contribute most to the P300 under the 1st condition. In the 
2nd condition, the scalp map reconstructed from the projection of the four independent 
sources is also similar to the original scalp map around the same time.  

The strong similarity indicates that P300 comes from only a few independent 
sources, and do without the other sources at this time. ICA decomposition reveals that 
only a few independent components contribute most to P300. This provides certain 
cues for searching independent origin sources of P300. 

3.2   Comparison of ICA Decomposition 

Direct comparison of time courses or scalp maps is difficult, because best-matching 
component pairs may not have the same component ranks or polarities. So we focused 
on the comparison between the independent sources mining by ICA, which 
contributing largely to the P300 components in ERP waveforms. The purpose of 
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comparing the ICA decomposition results is to find those independent components 
pairs which either make the similarity of P300 or differentiate the P300 components 
under two conditions. The similarity is measured by Pearson correlation coefficients. 

Similar or common component pairs. Pearson Correlation Coefficients reveals that 
there are several pairs of independent components, whose projections and time 
courses are both highly correlated; while other independent components don not have 
similar or common components. Table 1. lists the similar pairs of components. They 
may be the similar or common sources which bring up the similarity of P300 
components of different conditions. 

Table 1. Pearson correlation coefficients of both the projection and the time courses of 
independent sources to P300 between different conditions 

Component ID 
of  the 1st 

Condition 

Component ID 
of the 2nd  
Condition 

Pearson Correlation 
Coefficients of 
the Projection 

Pearson Correlation 
Coefficients of 
the Time Course 

4 8 0.9155 0.8506 
7 5 0.9868 0.7431 

Similar projection vectors may indicate the same spatially fixed component source 
location or origination, while similar source time courses may indicate the 
simultaneity of components between different conditions. Both similar projection and 
time courses denote the spatial and temporal similarities of the components, and also 
result in similar contribution to the P300 components recorded on the scalp sensors.  

In Fig. 3, the first row of the most right panel are the restored averaged scalp maps 
over the time 270-310 milliseconds, which were restored just from 2 independent 
sources (4th and 7th components) in the 1st condition, and below is the averaged 
restored scalp maps over the same time from 2 corresponding similar independent 
sources (5th and 8th components) in the 2nd condition. These two scalp maps are 
similar, indicating there are common or similar independent sources to P300 under 
both conditions. 

 

Fig. 3. Compares the similar independent sources to P300 between two conditions  
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Different component pairs. The difference in some regions of scalp maps Fig.2(B1) 
and Fig.(B2) tells us that there are some different independent sources contributing to 
P300, besides the similar or common components, and these different independent 
sources are different in the scalp maps, especially in the frontal area of the brain. The 
distinction of these sources may result from disparate activated brain regions 
(represented by A), or from different time courses of activation (represented by s). 

 

Fig. 4. Compares the different independent sources to P300 between two conditions  

The most right panel of Fig.4 are the averaged restored scalp maps of independent 
sources of 11th and 16th components under the 1st condition, and the corresponding 
restored scalp maps of independent sources of 9th and 17th components under the 2nd 
condition. Fig.4 demonstrates the contributions of different independent component 
pairs can be well distinguished in both regional distribution and strength.  

Fig.5 shows 4 differentiations of the scalp map of the 2nd conditions with 
(subtracted by) that of the 1st condition, (A) is the differentiation of the original scalp 
maps, (B) is the differentiation of scalp map restored from 5th, 8th, 9th, and 17th 
independent sources together under the 2nd condition with that restored from 4th, 7th, 
11th and 16th sources under the 1st condition, (C) is the differentiation of scalp map 
restored from the similar or common component pair, (D) is the differentiation of 
scalp map restored from the different component pair. 

It is obvious from the comparison of (A) and (B) in Fig.5 that a few independent 
components not only contribute most to the P300 components, but also reserve the 
detail of the P300 components, especially the difference between two conditions. (C) 
Illustrates that the difference from similar independent component pairs is not so 
obvious, i.e. they contribute almost the same to P300 components. This provide 
additional evidence that  the 5th and 8th independent sources of the 2nd condition may 
 

 

Fig. 5. Comparison of the differentiations between the scalp maps under different conditions 
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come from the same brain region or from the same psychological response as the 4th 
and 7th independent sources of the 1st condition. The observation of (D) is similar to 
(A) confirms that the different independent source pairs not only contribute primarily 
to the P300 components under each condition, but also make most of the difference.  

4   Conclusion 

Although the neural mechanisms that generate ERP are not fully known, the ICA 
algorithm can be applied in the analysis of ERP and our analyses implicate that ERP 
recorded at multiple scalp sensors are a linear sum of the scalp electrode-recorded 
activations generated by distinct sources. From the ICA results, we also show that 
most of the P300 components in ERP waveforms may be generated by a few distinct 
independent components. Combining the ICA decomposition results and Pearson 
correlation coefficients, we mine out common or similar independent component pairs 
and different independent components pairs under different experimental conditions. 
The former correspond to the similarity of the P300 components in ERP waveforms; 
the latter nicely explain the difference of the P300 components in ERP waveforms. 
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Abstract. How to localize the neural activation sources effectively and precisely 
from the magnetoencephalographic (MEG) recording is a critical issue for the 
clinical neurology and the study on brain functions. Multiple signal classification 
(MUSIC) algorithm and its extension referred to as recursive MUSIC algorithm are 
widely used to localize multiple dipolar sources from the MEG data. The drawback 
of these algorithms is that they run very slowly when scanning a three-dimensional 
head volume globally. In order to solve this problem, a novel MEG source 
localization method based on chaos optimization algorithm is proposed. This 
method uses the property of ergodicity of chaos to estimate the rough source 
location. Then combining with grids in small area, the accurate dipolar source 
localization is performed. Experimental results show that this method can improve 
the speed of source localization greatly and its accuracy is satisfactory. 

1   Introduction 

The spatio-temporal magnetoencephalography (MEG) produced by the brain can be 
measured by superconducting quantum interference device (SQUID) biomagnetometers 
which have extremely high sensitivity and low noise. Unlike the electric field, 
the magnetic field is insensitive to spherically symmetric spatial inhomogeneities in the 
conductivity profile of the skull. This insensitivity gives MEG the potential to determine 
the current distribution in the brain more simply and accurately than electroencephalo- 
graphy (EEG). 

The multiple signal classification (MUSIC) algorithm [1] and its extension referred to 
as recursive MUSIC (R-MUSIC) [2] are widely used to localize multiple dipolar sources 
from the MEG data. In MUSIC and R-MUSIC methods, dipole is scanned through a grid 
confined to a three-dimensional head. Unfortunately, it is quite time-consuming. For 
example, if the head is modeled as a sphere that is centered at the origin of the Cartesian 
coordinate system and has a radius of 9 cm, considering only one quadrant we have to 
repeat 729000 times to locate one dipole with the precision of one millimeter. To 
overcome this problem, in this paper, a method based on chaos optimization algorithm 
(COA) is proposed to locate current dipoles quickly and precisely. 
                                                           
*  This research was supported by the grant from the National Natural Science Foundation of 

China (No. 30370392). 
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In section 2, we briefly review the problem formulation and describe the method 
based on COA. In section 3, we present some simulated results to show the excellent 
performance of the proposed method. Conclusion is given in section 4. 

2   The Proposed Scheme 

2.1   Forward Model 

A complete MEG model is comprised of the model of primary current sources, head 
shape, magnetoconductivity, etc. [3]-[6]. For simplicity, in this paper, the primary 
current is modeled as a current dipole and the head is modeled as a concentric sphere. 
When the sensors are radially oriented, there are no effects of the volume currents, so 
the model can be further simplified. 

In [2], the spatio-temporal independent topographies model is proposed which 
defines a source as one or more non-rotating dipoles with a single time course. We 
cluster the p  dipoles into K  subsets, and we can obtain the model in a matrix form 

( , ) T=B A S  , (1) 

where 1[ , , ]K=  is location parameter, and 1[ , , ]K= u u  is orientation 

parameter, and 1[ ,..., ]T T T T
K=S s s  is intension parameter. 

2.2   Cost Function 

In [2], signal subspace method is introduced to yield the following cost function 

{ } { }1 2 S
ˆ, , , subcorr ,Kc c c = A  , (2) 

where we refer to span ( S
ˆ ) as the signal subspace. 1 2{ , , , }Kc c c  are subspace 

correlations which subject to 1 21 0Kc c c≥ ≥ ≥ ≥ , and K  is the number of 

independent dipoles. 
The k th dipole location can be estimated by 

( )1
ˆ ˆˆ arg max subcorr ( ) ,k k s

k
−= A G  , (3) 

where 

1 1 1 1 1 1 1 1 1
ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ[ ( , ), , ( , )] [ ( ) , , ( ) ]k k k k k− − − − −= =A a u a u G u G u  . (4) 

( )G  can be considered to be the gain matrix or relationship between a unit moment 

source and the column vector of measurement locations. 
In [2], the enumerative method is adopted. If we want to obtain high computational 

precision, we have to design a sufficiently dense grid in the volume of the head. But it is 
quite time-consuming to calculate at each grid point. 
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2.3   Method Based on COA 

In this paper, COA is adopted to find the global maximum of 

( )1
ˆ ˆsubcorr ( ) ,k s

k
−A G . 

A chaotic movement can go through every state in a certain area according to its own 
regularity, and every state is obtained only one time. COA is based on ergodicity, 
stochastic property, and “regularity” of chaos, which avoid being trapped in local minima 
during scanning [7]. Here we modify the algorithm to adapt to the localization problem. 

Chaos variables are generated by the well-known logistic map 

1 (1 )t t tu u uµ+ = −  , (5) 

where superscript denotes iterative time, and µ  is a control parameter. We let 4µ =  

to generate chaotic evolution. 
The procedures of performing COA are as follows: 

Step 1.  Initialize 0
iu , 0 (0,1)iu ∈ , 1, 2, 3i = , which have small differences to 

generate three chaos variables. NUMBER is specified, and let 

( )1
ˆ ˆ=subcorr ( ) ,k s

k
f −A G . 

Step 2. 0
iu  is mapped into the variance ranges by the following equation: 
0 0
i i i ix c d u= + . And let * 0

i ix x= , * * * *
1 2 3( , , )f f x x x= , 0k = . 

Step 3. Let 1 4 (1 )t t t
i i iu u u+ = − . 

Step 4. Let 11 ++ += t
iii

t
i udcx . 

Step 5. If 1 1 1 *
1 2 3( , , )t t tf x x x f+ + + ≥ , let * 1t

i ix x += , 1, 2, 3i = , and 
* 1 1 1

1 2 3( , , )t t tf f x x x+ + += , and set 0k = ;otherwise set 1k k= + . 

Step 6. If k ≥ NUMBER, go to Step 7; Otherwise, return to Step 3. 
Step 7. End. 

How to choose parameter id  is important. When localizing MEG sources with the 

sphere head model of radius of 9 cm, if we let id  be 9, it will take long time to localize 

the sources in deep locations because the NUMBER should be set large. In order to 
improve localization speed, we let id  be a variable ranging from 1 to 9 with the interval 

1. For each id , we calculate { *f , * * *
1 2 3, ,x x x }, and then { }* * *

1 2 3, ,x x x  which generates the 

maximal *f  is the best solution. 

We assume that 1 1 1{ , , }x y z  is the result of the rough localization. Then we refine it 

by combining with grids in small areas. That is to say, we calculate at each voxel in the 
region from 1x x h= − cm to 1x x h= + cm, from 1y y h= − cm to 1y y h= + cm, and 

from 1z z h= − cm to 1z z h= + cm, at 0.1cm intervals, where parameter h  controls 

the region of the second search. Combining COA and grids, we can not only control the 
precision easily but also speed up localization greatly. 
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3   Experimental Results 

Simulated signals are used to evaluate the performance of the proposed method. We 
implement the program using Matlab 6.5 on a PC with a Pentium(R) 4 1.7G CPU. And 
a standard arrangement of 37 radial sensors is used here. The array has one sensor at 
θ =0, a ring of six sensors at θ = /8π , ϕ = / 3kπ , k = 0, …, 5, a ring of twelve sensors 

at θ = / 4π , ϕ = / 6kπ , k = 0, …, 11, and a ring of eighteen sensors at θ = 3 / 8π , 

ϕ = / 9kπ , k = 0, …, 17. They are distributed on the upper region of a 9 cm 

single-shell sphere as shown in Fig. 1. 

 

Fig. 1. The location distribution of 37 sensors 

Here, a 3-dipole case is considered. For simplicity, we fix the orientation of each 
source and assign each an independent time series as follows: 

1( ) sin10s t tπ=  2 ( ) sin12s t tπ=  3 ( ) sin14s t tπ= . 

Using the model described in section 2.1, we produce a 37 500×  spatio-temporal 
data set, and then add white Gaussian noise on each sensor channel for an SNR of 
15 dB. This simulated noisy data set is used as the measured data to localize the 

sources. In COA, 0
iu  is generated randomly, and we let ic  be 0.1, NUMBER be 2000, 

and h be 0.5. 
For comparison, we localize sources by R-MUSIC and the method proposed in this 

paper, respectively. 
Before localization, the number of dipoles should be determined. We perform an 

eigenvalue decomposition of FR  and plot these eigenvalues. The first ten of them are 

shown in Fig. 2. The 4th eigenvalue is almost zero, and it gives us a clear indication that 
the number of elemental dipoles is 3. 



604 J.-M. Ma et al. 

Table 1 displays the results of a 1 mm grid R-MUSIC scan. The results show that the 
accuracy is satisfactory but it takes 31555 seconds to finish the localization. Table 2 is 
the results of the rough localization by COA. The estimated locations are close to the 
true locations with the largest error of 0.2489 cm. The execution time is only 1515.5 
seconds, about 1/20 of R-MUSIC’s. Then, we locate dipoles by combining COA with 
grids. Table 3 shows that the total execution time is 1552.6 seconds. In comparison 
with Table 1, our method has the same results as R-MUSIC’s, but the speed is 
improved greatly. The execution time is about 1/20 of R-MUSIC’s. 

 
Fig. 2. The eigenvalues of the simulated data. Only the first 10 of 37 eigenvalues are plotted. That 
the 4th eigenvalue is almost zero indicates that the number of elemental dipoles is 3. 

Table 1. Localization results by R-MUSIC algorithm 

True Location (cm) Estimated Location (cm)  
x y z x y z 

Time 
(s) 

Dipole1 6.2421 3.0060 4.0000 6.2 3.0 4.0 
Dipole2 2.4354 2.4354 8.3149 2.4 2.4 8.3 
Dipole3 5.4641 1.4641 5.6569 5.5 1.5 5.7 

 
31555 

Table 2. Rough localization results using COA 

True Location (cm) Estimated Location (cm) Error (cm)  
x y z x y z x y z 

Time 
(s)       

Dipole1 6.2421 3.0060 4.0000 6.1051 3.0647 3.8097 0.1370 0.0587 0.1903 
Dipole2 2.4354 2.4354 8.3149 2.4900 2.5107 8.4021 0.0546 0.0753 0.0872 
Dipole3 5.4641 1.4641 5.6569 5.3275 1.2152 5.5896 0.1366 0.2489 0.0673 

 
1515.5 

Table 3. Localization results using COA combining with grids 

True Location (cm) Estimated Location (cm)  
x y z x y z 

Time 
(s) 

Dipole1 6.2421 3.0060 4.0000  6.2 3.0 4.0 
Dipole2 2.4354 2.4354 8.3149 2.4 2.4 8.3 
Dipole3 5.4641 1.4641 5.6569 5.5 1.5 5.7 

 
1552.6 
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There are several reasons for our method to have such good performances. Firstly, 
COA is not like some stochastic optimization algorithms that escape from local maxima 
by accepting some bad solutions according to a certain probability. It searches on the 
regularity of chaotic motions so that it can more easily escape from local maxima. Thus, 
COA has high search efficiency. Secondly, in order to improve the computation speed, 
we lower the goal and estimate the rough source locations as the arguments which are 
close to the global maximum of the cost function. Therefore, the NUMBER can be set 
small and the second carrier wave can be omitted. The accurate dipolar source 
localization can be performed by combining with grids in small areas. In addition, the 
simple iterative formula of COA also saves computational time. 

4   Conclusion 

In this paper, we proposed a MEG source localization method based on COA. The 
experimental results from the simulation show that the source localization operation 
can be speeded up greatly. Further, combining with grids in small areas, we can obtain 
more accurate results. The localization of MEG sources based on COA precisely and 
quickly will contribute to its further applications. 
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Abstract. In this paper we present an automatic segmentation of the Putamen 
shape from brain MRI based on wavelets and a neural network. Firstly we de-
tect the Putamen region slice by slice using 1D wavelet feature extraction. Then 
fuzzy c-means technology is combined with edge detection to segment the ob-
jects inside the Putamen region. Finally features are extracted from the seg-
mented objects and fed into a neural network classifier in order to identify the 
Putamen shape. Experiment shows the segmentation results to be accurate and 
efficient. 

1   Introduction 

Nuclear magnetic resonance is recognized as an important tool for clinical diagnosis. 
The main task in MR imaging is to extract useful information for diagnostic purposes 
from the images. Traditionally, this task was accomplished by radiologists; however 
increasingly their skills are enhanced by image processing as the quality and speed of 
computer algorithms are rapidly improving. 

At present several methods are used for tissue classification using multi-spectral 
MR images; discriminant analysis [1,2], fuzzy methods [3], neural networks [4,5], 
knowledge-based techniques [6], shape-based methods [7], multivariate principal 
component analysis methods [8] and statistical pattern recognition [9,10].  

Amini et al. [11] presented an automated method to segment the thalamus from 
magnetic resonance images (MRI) based on a discrete dynamic contour model. Inter-
nal forces deforming the model are calculated from local geometry. Because the 
thalamus has low contrast and discontinuous edges using MRI, external forces are 
improved based on fuzzy c-means (FCM) unsupervised clustering, the Prewitt edge-
finding filter, and morphological operators.  

In this research we use wavelet analysis and neural network to detect the region in-
cluding the Putamen area. The automatic detection of the Putamen region is carried 
out slice by slice. After locating the Putamen region, the fuzzy c-means cluster tech-
nology is combined with Canny edge detection to segment the objects inside the Pu-
tamen region. Finally the neural network is used to classify the Putamen shape based 
on simple moment features extracted from the binary objects inside Putamen region. 
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2   Detection of the Putamen Region Slice by Slice 

2.1   Feature Extraction Based on Wavelets 

The 1D wavelet decomposition process is described below. Starting from the data s, 
the first step produces two sets of coefficients; approximation coefficients cA1, and 
detail coefficients cD1. These coefficients are computed by convolving s with the low-
pass filter for approximation coefficients, and with the high-pass filter for detail coef-
ficients. The coefficients are down-sampled by keeping the even indexed elements. 
Then the approximation coefficients cA1 are split into two parts by using the same 
algorithm and are replaced by cA2 and cD2, and so on. This decomposition process is 
repeated until the required level is reached.  

We use an MRI proton density image to segment the Putamen shape. Figure 1(a) 
shows the slice including Putamen and Figure 1(b) shows the sub-region including the 
Putamen. 

             

(a)                                                      (b) 

Fig. 1. (a) The proton-density image (b) The region including Putamen 

 

(a) 1D representation for Putamen region 
 

 

(b) Extracted wavelet features 

Fig. 2. (a) The 1D representation for Putamen region (b) The extracted wavelet features 
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The sub-region including Putamen is called the Putamen region. Firstly this region 
is re-sized to 60 by 60 pixels. Its 1D signal representation then has 3600 dimensions. 
After a 5 level wavelet 1D decomposition, the 5th level low frequency coefficients is 
obtained to form the feature space. If the dimension number of 1D data is datal , the 

number of coefficients at the 5th level is coefl , where 52datacoef ll = . In this research 

a bi-orthogonal wavelet is used for wavelet analysis. Considering the effect of border 
distortion, features of 127 dimensions are extracted from data of 3600 dimensions. 
Figure 2 shows the 1D representation of Putamen region and extracted feature vector. 

2.2   Classification of Putamen Region Using a Neural Network 

A backpropagation neural network was chosen to classify Putamen and non-Putamen 
regions. The basic backpropagation algorithm adjusts the weights in the steepest de-
scent direction.  This direction is the negative of the gradient and the performance 
improves most rapidly alone this direction. However, this does not necessarily result 
in the fastest convergence. For performance reasons we chose the scaled conjugate 
gradient algorithm to train the network. A search is performed along conjugate direc-
tions, which generally results in faster convergence than the steepest descent ap-
proach. For the training algorithms, a learning rate is used to determine the magnitude 
of the weight update. In most of the conjugate gradient algorithms, the step size is 
adjusted at each iteration, and this involves a search that is computationally expen-
sive. The scaled conjugate gradient algorithm (SCG), developed by Moller [12], 
avoids a time consuming search by using a step size scaling mechanism and shows 
super-linear convergence on most problems. 

To train the neural network, seven slices including the Putamen region from MRI 
brain were used for 60x60 sub-windows. During training, a sub-window of the Puta-
men region is manually selected and two sub-windows of slightly different size taken 
and scaled to the 60x60 size for training (Figure 1). The networks are also trained 
with non-Putamen images. Unlike sub-window of the Putamen region, it is impossible 
to define a non-Putamen model. A training set of non-Putamen regions was first col-
lected randomly. After training, the network is used to detect the Putamen area on 
images. If the neural network fails to classify a non-Putamen region, then this sub-
window is added to the non-Putamen image training set. This process is repeated 
many times on other training images until the correct detection results are achieved. 
Where the Putamen region has a different size, the sub-sampling of the each slice has 
to be repeated at different scales. Each slice is used to generate an image sequence 
and the sizes of two consecutive images in the sequence differ by a factor of 0.9 and 
5x5 grid points are selected to detect the Putamen and non Putamen regions. The 
number of images in the sequence depends on the original slice size. The detection of 
Putamen region is applied to all the images in the sequence, and a sub-window is 
identified as a candidate Putamen region if it generates a neural network output acti-
vation value above 0.85. Otherwise the sub-window is identified as a non-Putamen 
image. If two sub-windows in consecutive images of the sequence are both identified 
as candidate Putamen region and the sub-windows overlap each other by more than 
90%, then the sub-windows are confirmed as Putamen regions. Some results are 
shown in Figure 3. 
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Fig. 3. The detection results of the Putamen  region  

The backpropagation network used two hidden layer. The input layer had 127 units 
corresponding to the wavelet feature vector. The first hidden layer has 90 neurons and 
the second hidden layer has 30 neurons. The output layer has two neurons. The log-
sigmoid transfer function is used for this multilayer neural network. 

3   Object Segmentation Inside the Putamen Region 

We performed a contrast-limited adaptive histogram equalization to enhance the con-
trast of Putamen region. Unlike histogram equalization, this operated on small data 
regions rather than on the entire image. The contrast transform function is calculated 
for each of these tile regions individually. The number of tile rows and columns is 8.  
A uniform distribution is used as the basis for creating the contrast transform  
function. After enhancing the image, a Gaussian low-pass filter of size [3 3] with 
standard deviation σ (0.5) was used to smooth the image. The results of contrast-
limited adaptive histogram equalization and de-noising of Putamen region are shown 
in Figure 4(b). The segmentation of image data aims to partition the image space into 
different cluster regions with similar intensity values. Most medical images present 
overlapping grey-scale intensities for different tissues. The image data is classified 
into two clusters using the fuzzy c-means method [13]. The fuzzy clustering results  
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Fig. 4. (a) The original image (b) The contrast-limited adaptive histogram equalization & Gaus-
sian lowpass filter (c) The classification of two clusters (d) A morphological operation 
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are shown in Figure 4(c). The morphological operations of dilation and erosion were 
used in combination to implement image processing operations for binary objects in 
order to segment objects inside the Putamen region. Figure 4(d) shows the results of 
these morphological operations. 

For sample 2, after the fuzzy c-means clustering operation and morphological  
operation, the Putamen shape is not segmented clearly. Canny edge detection is  
performed to segment the connected part of the Putamen [14]. The operation is  
performed as below: 

cannyorinew EII ~&=  

where cannyE  is the result of Canny detection, oriI  is the result of the fuzzy c-means 

operation and newI  is new result. 

The results are shown in Figure 5. 
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Fig. 5. (a) The result of fuzzy c-means operation (b) The result of Canny edge detection (c) The 
result of morphological operation for newI  

4   Classification of the Putamen Shape  

After the segmentation of Putamen region, the identification of Putamen is needed. A 
backpropagation neural network based on scaled conjugate gradient network is se-
lected to perform the classification of Putamen shape. Features are extracted from the 
objects in the binary image of Putamen region.  

Two moment-based features were selected for classification. For the objects in the 
selected region, we define the description as below: 

CjijiI ∈= ),(,1),( , 

where C is the set of points ),( ji inside the objects of interest.  

The shape of the objects can be described through the moments. We define the 
geometric moments as follows: 
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Two useful features that are related to these moments provide useful discriminant 
information. One is 'Orientation', which is the angle between the x-axis and the major 
axis of the ellipse that has the same second-moments as the region. The orienta-
tionθ is defined as below: 

−
= −
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1

uu
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The second is 'Eccentricity', which is the eccentricity of the ellipse that has the 
same second-moments as the region. The value is between 0 and 1. An ellipse whose 
eccentricity is 0 is a circle, while an ellipse whose eccentricity is 1 is a line. The  
eccentricity is defined as below: 
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Figure 6 shows the ellipse description of objects inside Putamen region. 

 

Fig. 6. The ellipse description of objects inside Putamen region 

Another feature extracting from the objects is the 'Solidity', which is obtained by 
dividing the actual number of pixels in the region by the number of pixels in the con-
vex hull. The convex hull of an arbitrary set is the smallest convex set containing this 
set of pixels. The length (in pixels) of the major axis of the ellipse and the length (in 
pixels) of the minor axis of the ellipse are also selected for feature vectors. 

The input layer has 5 neurons, which represent the 5 features of the binary object. 
The hidden layer has 40 neurons and the output layer has 2 neurons to decide if the 
binary object is one of Putamen shape.  

5   Discussion  

Two brain samples were used for tests. Some slice results are shown in Figure 7. The 
results were obtained efficiently and are correct. The proposed Putamen segmentation 
method based on wavelets and a neural network has the advantage of directly and 
simultaneously illustrating the brain Putamen structure in MRI brain images. This is 
especially useful to the radiographer where the Putamen structure is not easily distin-
guished due to a small intensity variation. The proposed method can be combined 
with other image segmentation techniques at various resolutions in order to increase 
the accuracy of quantification of the Putamen region in the brain. 
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Fig. 7. The segmentation results of the Putamen for two brain cases 
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Abstract. Artificial Neural Networks (ANNs) which are derived from 
Biological Neural Networks (BNNs) are enhanced by many advanced 
mathematical techniques and have become powerful tools for solving 
complicated engineering problems. Integrating BNNs with mature ANNs is a 
very effective method of solving intricate biological problems and explaining 
neurophysiological data. In this paper we propose a neural network model that 
explains how the brain processes visual information about impending collisions 
with an object - in particular, how time-to-collision information is caculated in 
the brain.  The model performs extremely well as a result of incorporating 
physiological data with the methods involved in the development of ANNs.  By 
implementing this novel compuational neural network model, the results of the 
simulation demonstrate that this integrative approach is a very useful and 
efficient way to deal with complicated problems in neural computation. 

1   Introduction 

Artificial neural networks (ANNs) that are derived from biological neural networks 
(BNNs), are often generated through the integration of many advanced techniques, 
e.g., mathematic methods, computer science, artificial intelligence etc.  ANNs have 
become very useful tools for solving many complex engineering problems.  This is 
partly because ANNs have many highly desirable and efficient properties and 
capabilities including: nonlinearity, input-output mapping, adaptivity, evidential 
response, contextual information, fault tolerance, VISI implementability, uniformity 
of analysis and design, and neurobiological analogy. 

The biological brain can be considered as a highly complex, nonlinear, and parallel 
computer (information-processing system). The brain has the capability to organize its 
structural constituents, known as neurons, as a way of constructing elaborate neural 
networks that perform certain computations (e.g., pattern recognition, perception and 
motor control, etc) at speeds many times faster than the fastest digital computer in 
existence today. Neural networks play a central role in an animals survival by virtue 
of the flexible manner in which they are able to interact with a complex and dynamic 
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environment. While neurophysiological data provides information regarding the 
communication between individual neurons, computational modeling approaches 
provide important insights in the communication that occurs within an entire network 
of neurons. 

One important application of neural networks is in the field of computational 
vision. The visual system provides us with a representation of the environment around 
us and more importantly guides us in effectively interacting with the environment. 
One relevant area of vision research relates to the neural computations involved in the 
processing of visual motion in 3-dimentional space.  For example, behaviorally, it has 
been demonstrated that the TTC (Time-to-Collision - that is, the time elapsed before a 
looming object on collision course will reach the eye) is of profound importance to an 
animals survival by allowing them to avoid impending danger and escaping as soon as 
possible [1]. But how the brain processes the visual information to obtain TTC is less 
known.  Based on the results of well-grounded artificial neural network techniques 
and some electrophysiological data on birds [2,3], we propose a novel computational 
neural network model to simulate the brain mechanisms involved in the information 
processing of visual motion-in-depth, including the estimation of TTC. 

2   TTC-Neural Network 

2.1   Physiological Basis of the Visual Processing of TTC 

For an animal, it is critical to be able to respond quickly and accurately to a looming 
object on a collision course. When an object moves towards the eyes, its retinal image 
size increases, and when it moves away, its retinal image size decreases.  
Dynamically changing the retinal image size, even of a stationary object, can produce 
a sensation of motion-in-depth [4,5]. Lee [5] proposed that the expansion of the 
retinal image of an approaching object could trigger a behavioral response and that 
the precise timing of the response is controlled by the optical variable called  which 
happens to be equal to TTC. If the object is approaching at a constant speed,  is equal 
to the inverse of the relative rate of expansion of the looming object. This can be 
expressed as  = sin / ′   / ′ , where  is the visual angle subtended by the looming 
object and ′ is the derivative of  over time. While, there are many behavioural 
studies suggesting that  can be a very useful source of information for various 
aspects of visual-motor control in humans and animals [1], very few studies have 
illustrated how the brain might actually compute such information. 

It has been discovered that particular neurons in the pigeon brain selectively 
respond to displays of an object moving on a collision course directly towards the 
eye [2].  More importantly, the onset of the responses always occurs at a constant 
time before the object would reach the bird. This remained true for various object 
movement velocities and various object sizes, suggesting that these neurons encode  
by responding to a threshold value of  [1, 2, 6]. Although it has been demonstrated 
empirically that such neurons can perform the computation, it is not clear how the 
brain BNN is organized to process this visual information to obtain TTC information.  
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2.2   The Framework of the Integrated Network 

On the basis of both the ANN techniques and the electrophysiological findings related 
to collision detections in pigeons [1,2], we have previously reported some simple and 
convenient neural network models to simulate this biological neural network for the 
estimation of TTC [7,8].  However, one limitation of these earlier models is that the 
activation in first hidden layer could not be easily explained in physiological terms.  
In the current paper, we proposed an improved spatio-temporal integrated 
computational neural network model. To build such a model, we assumed that, as a 
result of learning, the neural network structure is established using optimal 
parameters, which have also been observed in physiological findings [9].  

The framework of this integrated computational model is summarized in the Flow 
chart 1. This figure illustrates the entire flow of visual information from the point at 
which information about the 
approaching object is initially 
received, to the final acquisition of 
TTC information. The retinal image 
of the object serves as the input for 
the entire informational process.  
Subsequently, the primary perceptual 
system in H1 receives information 
about the visual angle è and as a 
result, sums the responses from the 
total of n neurons which constitutes 
the output of H1 and in turn serves as 
the inputs of H2.  Next, based on the 
changing visual angle over time, the 
advanced temporal processing system 
in H2 detects the looming object, 
represented by the number of 
responding neurons n, and determines 
whether H2_Output should be 
produced regarding TTC. Finally the H2_Output TTC is multiplied by the responding 
neuron number n of the looming object to generate the final TTC information output. 

3   Implementation of the Network 

3.1   Implementation of Spatial Neural Network 

The first level of the computational model is a spatial neural network (SNN), starting 
from the input (retinal image of the object) to the H1_Output.  Its main role is to 
perceive visual angle  and to work out the total responding neurons number n from 
the initial retinal image. The SNN’s structure and information processing mechanisms 
are proposed based on a simple perceptron neural network and some physiological 
findings.  The physiological and anatomical basis of this structure may be located in 
the earlier stage of the bird’s tectofugal pathway from the retina to the optic tectum.  

Flow chart 1. Visual information process 
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Fig.1 provides a visual 
interpretation of this SNN 
structure (Fig.1a) and informa-
tion process (Fig.1b). 

We assume that the retinal 
image of the external boundary 
of the object would trigger the 
responses from all of the 
corresponding neurons whose 
receptive fields overlap with that 
part of the space.  As a result, 
the spatial separation of the 
farthest two neurons would 
provide information about the 
visual angle, i.e. =|Rl-Rr|, and 
the number of neurons whose 
receptive fields correspond with 
the outer edge of the retinal 
image would be summed 
together to n.  Therefore, if the 
same object subtends at a different offset angle (ä in Fig.1b), then H1_Output would 
indicate the same visual angle  but different responding neuron number n. This could 
occur, for example, if the object is on a direct collision at either ä=0 (indicated by the 
right orbit in Fig. 1b), or at ä=5°(indicated by the left orbit shown in Fig. 1b). 

It is conceivable that the more meaningful variables related to object motion on a 
collision course would be the object’s size and velocity.  However, from the retinal 
point of view, the first order input is the retinal image size and the change of retinal 
image size and position.  
Consequently, we make use of the 
retinal image size as the input of 
this SNN, which should be 
evaluated at the retinal level before 
feeding into the neural network 
simulating processing in the higher 
brain areas.  

3.2   Implementation of TNN 

The second level of our model is a 
temporal neural network (TNN) 
starting from the H1_Output and 
leading to the final output of the 

entire network (TTC), shown in 
Fig.2 and also seen in [7, 8].  The 
processing at this level could be achieved through biological struc-tures such as the 
optic tectum, the nucleus rotundus and even the core of the extrostriatum which 
represents the later stage of the tectofugal pathway in birds. 

Fig. 2. TNN structure(a) and information process(b) 

Fig. 1. SNN structure and information process 
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Fig. 3. The final and middle layer results. The MSE of a, b, 
and c are 1.14e-005, 2.69e-005 and 1.48e-006 respectively. 

We employed a back-propagation neural network (BPNN) model.  Here, we 
adopted the traditional "logsig"  as a transfer function in step  in Fig.2, making 
afferent sequential èi in different input ranges in logsig function by means of weights 
of opposite signs and biases with big differences. This accomplishes the task of 
simulating èi and 1/èi.  

In order to obtain information about TTC, we use the theoretical value of Tau 
computed through the equation 1/ ’/ , to act as the teacher.  The final error curve 
can be derived from the difference between the theoretical value of Tau and the real 
output TTC of the network.  The real output of the model is a serial time sequence, 
which makes the output unit suitable for a threshold unit.  If given a proper threshold, 
this will allow us to directly predict an impending collision.  We also take advantage 
of the adaptive learning rate and the auxiliary momentum item, by adopting a gradient 
descend algorithm to improve the algorithm 
and promote the NN performance. 

We assume that BPNN has some optimal 
parameters to respond to similar inputs quickly. 
We present a quick searching method in light of 
minimal square error and best neural network 
performance for obtaining the optimal 
parameters. It is conceivable that this optimiza-
tion reflects millions of years of evolution 
through competition and adaptation to the surrounding environment. The final 
parameters are shown in Table 1 where Wij is the connective weight from the ith layer to 
jth layer and bij is the corresponding bias.   

4   Results  

After training the neural network becomes adaptive to the inputs.  Given similar 
inputs, it could quickly acquire accurate TTC information. Fig. 3 shows that the 
difference between the theoretical value and the network output in terms of the 
minimum mean square error is in the e-6 range. The neurons in the middle stages can 
also have biological implications [7, 8].     

In addition, the integrated spatio-temporal neural net-work can also be applied  
to different collision scenarios, such as identifying the dis-tinction between differ- 
ent forms of motion-in- 
depth (e.g. self-motion vs. 
looming[3]), different move- 
ment directions (i.e., at diff-
erent offset angles[6]), and 
different object sizes and 
velocities[2]. The physiologi-
cal implica-tions and their 
consistency with the experi- 
mental animal results have 
been discussed elsewhere 
[7, 8]. 

Table 1. The final optimal parameters 
of TNN 
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5   Conclusion and Discussions 

Our integrated spatio-temporal neural network is a simple and convenient 
computational model.  Each level can be organized by using an adaptive integration 
of the NN algorithm and biological data.  The properties of the model are consistent 
with response patterns observed in animals and also match the minimum consumption 
principle.  This neural network not only allows one to obtain accurate TTC 
information but also has clear physiological significance.  The network makes use of 
neurons from the entire tectofugal pathway, which had been shown to have 
characteristic responses to looming objects.  After all, it is perhaps conceivable that 
this may recruit the entire visual information stream starting from the initial retinal 
image to gain high level information about TTC. 

The fact that this model performs extremely well indicates that combining 
physiological findings with an ANN is a very fruitful and powerful approach.  
Together, the well-designed structure and nearly perfect performance of the model, it 
not only provides a good approximation of brain mechanisms, but could also provide 
important insights into machine vision and robotics. 
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Abstract. This paper presents a new data driven approach to enhance
linear classifier design, where the classifier obtained through theoretical
model, is optimized through reinforcement training, to fit the data better
as well as to improve its generalization ability. Applied to motor imagery
experiment data in EEG based Brain-computer interface (BCI) applica-
tions, this method achieved a rather lower mean squared error of 0.59,
and by which our group got a second place in the BCI competition III
(dataset IVc).

1 Introduction

Brain-computer interfaces (BCIs) detect electrical signals that produced by brain
activity, and change these signals into outputs that convey the user’s intent to the
outside world [1]. The primary goal of BCI research is to enable these users, who
may be completely paralyzed, to express their wishes, operate word-processing
programs, or even control multidimensional movements of a robotic arm or a
neuroprosthesis [1, 2]. It has been shown that the imagination of limb movement
can modify brain electrical activity, and different electroencephalograph (EEG)
patterns can be obtained under specific motor imagery tasks. Preparation for a
real movement or imagination of the movement activate is accompanied by move-
ment related potentials (MRPs) and event-related desynchronization (ERD), i.e.
an amplitude decrease of the pericentral µ-and β-rhythms [3], thus can be recog-
nized by means of linear or nonlinear classifiers.

Before classification, proper processing is required to extract the most discrim-
inative information [4]. Common spatial pattern (CSP) is a supervised spatial
filter which project the raw multichannel EEG to a few directions that maxi-
mizing the energy difference between two categories [5, 6]. It has been proved to
be a successful method for extracting MRP features in BCI applications [7, 8].
Wavelet transform (WT) is another popular approach by which subtle time-
frequency structure of EEG waves can be analyzed, and more effective compared
to simple spectral analysis [9, 10].
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In our scheme put forward in this paper, these two methods are combined to
perform the preprocessing, then feature vectors are constructed by correlation
matrix, and an initial linear classifier is given intuitively. Afterwards, weights
of this classifier are optimized again on original feature through reinforcement
training to get better fitting and generalizing power. Reinforcement learning, as
remarked in machine learning theory, is a means to solve the problem that how
an agent choose the best action to achieve its goal according to the reward of the
environment [11]. In this paper the concept of reinforcement is introduced and
utilized to contribute for achieving better classifier design, where the original
classification result is treated as rewards, i.e. the samples which are misclassified
or bad classified are thus guided to better positions assigned. Due to the fact that
the number of samples is equal to the dimension of feature space, overtraining
must be taken into account. Leave-one-out testing is employed as the criteria for
evaluating the performance of the new classifier.

Description about reinforcement training approach based on correlation ma-
trix is presented in Section 2. Experiment on dataset from BCI competition III
and classification results is presented in Section 3, and some discussions will be
given in Section 4.

2 Reinforcement Training Based on Correlation Matrix

2.1 Reinforcement Training of Linear Discriminant Analysis

Suppose now we have a set of n samples y1, . . . ,yn, some labelled ω1 and some
labelled ω2, in a feature space of d dimensions, and we want to use these samples
to determine the weights a in a linear discriminant function g(a) = aT y. The
initial weight a0 is determined by a theoretic model or some a priori acknowl-
edge. Due to the disaccord between the actual data and the theoretic hypothesis,
the initial decision surface is always not the best one. So we want to change it
slightly away from the initial position to fit the data better as well as to get
more generalization power.

At the initial position,
y10 y11 · · · y1d

y20 y21 · · · y2d

...
...

...
yn0 yn1 · · · ynd



a0
0
a0
1
...
a0

d

 =


b01
b02
...
b0n

 or Ya0 = b0 (1)

Where Y is a n− by − d̂ (d̂ = d+ 1) augmented feature matrix whose i-th row
is the vector [1, yT

i ] and b0 is the output of the classifier, which represents the
approximate posterior probabilities. We can assign better distribution of b0 by
changing a0 to a while constraining a to move within a neighborhood of a0 so
as to restrain over-fitting. That is to solve

min g(a) = ‖Ya− b‖2

st. ‖a− a0‖2 < γ
(2)
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Where γ > 0 is a neighborhood of a0. Let ∆a = a− a0, ∆b = b− b0. Through
introducing a penalty factor β, it transforms to an unconstrained optimization
problem

min g(∆a) = ‖Y∆a−∆b‖2 + β‖∆a‖2 (3)

Let ∂g
∂∆a = 0 we have

∆a = (YT Y + βI)−1YT∆b (4)

Then new weight vector is a = a0 +∆a.

1) Assignment of ∆b. For i-th sample, ∆bi is computed using

∆bi = bi − b0i = k(li − b0i ), i = 1, 2, . . . , n (5)

Where li is the target line toward which the i-th sample moves. The range of
moving can be controlled by the coefficient k. For convenience, samples belong
to the same class have the same l, which is defined as the sample which is
furthest away from the origin. Fig. 1 illustrates the distribution of b before and
after moving. We can see that the distributions of two classes separate smoothly
while retaining their configurations.

−8 −6 −4 −2 0 2 4 6 8
0

0.05

0.1

0.15

0.2

0.25

Fig. 1. Assignment of ∆b

2) Selection of k and β. There is also a danger of overfitting as we adjust
the distribution of b a little subjectively to improve the representing ability of
the classifier on training set. To overcome this problem, the penalty factor β
and coefficient k can be selected using leave-one-out (LOO) method. That is,
for each time, leave out one different sample for test, and perform reinforcement
training on the rest. β and k that minimize the total number of errors is then
selected.

2.2 Beginning with Correlation Matrix

Here we provide a novel approach for the initial classification. Denote vi =
[vi1, vi2, . . . , viK ]T ∈ RK as the value of i-th sample (it can be written as a vector
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whatever the true dimension is). Also we have n training samples v1,v2, . . . ,vn,
labelled ω1 or ω2. Then for an arbitrary sample vj , n dimension feature yj =
[yj1, yj2, . . . , yjn]T can be constructed, where

yji =
∑

k

vjkvik, i = 1, 2, . . . , n (6)

is correlation between signal vj and vi. From another point of view, yji can
be seen as the inner product between vj and vi. If we further constrain that
‖vj‖ = ‖vi‖ = 1, it is easy to know that −1 ≤ yji ≤ 1. Intuitively, the initial
weight a0 of linear discriminant function is given as

a0
i =

{
1/n1 if vi ∈ ω1
−1/n2 if vi ∈ ω2

, i = 1, 2, . . . , n (7)

Where n1 and n2 are the numbers of samples of two classes. So far the initial
classification which has the same form as (1) has been constructed, and rein-
forcement training can be performed on it now.

3 Experiments and Results

These approaches are applied in the classification of BCI data for motor im-
agery experiments. The datasets are provided by Fraunhofer FIRST, Intelligent
Data Analysis Group, and Campus Benjamin Franklin of the Charité - Univer-
sity Medicine Berlin, Department of Neurology, Neurophysics Group, for BCI
competition III, dataset IVc.

3.1 Experiment Design and Data Acquisition

118 channels of EEG potential were recorded from one healthy subject. Visual
cues (letter presentation) indicated for 3.5 seconds which of the following 3 motor
imageries the subject should perform: left hand (task 1), right foot (task 2),
tongue. The presentations of target cues were intermitted by periods of random
length, 1.75 to 2.25 seconds, in which the subject could relax. The test data
was recorded more than 3 hours after the training data. The test experiment
was similar to the training sessions, but the motor imagery had to be performed
for 1 second only, compared to 3.5 seconds in the training sessions. The other
difference was that the class tongue was replaced by the class relax (task 3).
The data consist of 210 labelled and 420 unlabelled trials for training and test
respectively. The performance criteria is the mean squared error (MSE) with
respect to the target vector that is -1 for class left, 1 for foot, and 0 for relax,
averaged across all trials of the test set.

Original EEG potential data is herein pre-processed by applying band-pass
temporal filter followed by CSP spatial filtering to reduce the dimensions, then
integrated time-frequency features are constructed through continuous wavelet
transformation, to feed to our classifier.



624 Z. Zhou, Y. Liu, and D. Hu

1) Applying Band-Pass Temporal Filter. Due to that the testing data is
only 1s length, we get data of 1s length after the position of every cue as trials
for both training and testing data. Then we filter signal using a 2.5-25Hz band-
pass filter according to channels by the “forward and reverse” method to avoid
phase shift.

2) Common Spatial Pattern Filtering. Then we train CSP as a spatial
filter to reduce the dimensions. Fig. 2a shows the energy differences between two
tasks at every projective direction. Considering the balance between classes, we
take the first 5 plus the last 5 directions, thus the 118 channels are reduced to
10 virtual channels. Averaged time courses spatial filtered by CSP of training
data are shown in Fig. 2b.

20 40 60 80 100

0.05

0.1

0.15

0.2

0.25

0.3

0.35

Direction

E
ne

rg
y 

di
ffe

re
nc

e

(a)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
−0.1

−0.05

0

0.05

A
m

pl
itu

de
(m

V
)

mean of first 5 directions

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

−0.1

−0.05

0

0.05

0.1

Time(s)

A
m

pl
itu

de
(m

V
)

mean of last 5 directions

task 1
task 2

task 1
task 2

(b)

Fig. 2. CSP processing to reduce data dimensions. a) Absolute energy differences be-
tween two tasks at every CSP projective directions. Before 55th direction, energy of
task 1 is greater than task 2, and contrariwise after 55th direction. b) Averaged time
courses spatial projected by CSP of training data. Top: mean value of first 5 direc-
tions, where the energy of task 1 is greater than task 2. Bottom: mean value of last 5
directions, where the energy of task 2 is greater than task 1.

3) Continuous Wavelet Transformation. Continuous Wavelet Transforma-
tion (CWT) is used to further transform the signals to time-frequency domain.
Signal of every virtual channel after CSP is filtered by the Morlet wavelet which
is scaled and temporally shifted, i.e.

Ψτ,s(t) =
1√
s
π− 1

4 e(iω0
t−τ

s )e−
1
2 ( t−τ

s )2 (8)

Next, we get the amplitude of the CWT coefficients, and perform maximum
filter on the time-frequency domain to avoid the stripe effect. Fig. 3 shows the
correspondent CWT features of the competition dataset.
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Fig. 3. Averaged CWT coefficients of training signals after CSP (the first and last
directions)

3.2 Reinforcement Training from Correlation Matrix

Now the reinforcement training based on correlation matrix is applied on the
CWT coefficients of 10 virtual CSP channels. The procedures are: First, corre-
lation matrix for the CWT coefficients is computed on training data using (6)
and an initial linear classifier is given as (7); Second, best parameters k and β
are selected on the training data; Finally, weights of the classifier is optimized
using (4).

The correlation matrix on the training data is shown in Fig. 4, and it can
be seen that correlations between features from different category is obviously
smaller(referred by the blue-black sub-square). The data is arranged according
to category, i.e. the first 105 trails are belong to task 1, and the last 105 trails
are belong to task 2. It is clear to see that positive correlations exist among
the same task, and negative correlations among different task. Initial features
scatter and the feature scatter after reinforcement training of training data are
illustrated in Fig. 5, it be seen that the feature separability after reinforcement
is getting better.

Then by using LOO method, parameters k = 5 and β = 30 are selected to
adjust weights of the classifier.
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Fig. 4. Correlation matrix in pseudo color on training data with 2 classes, four diagonal
squares with clearly different tone shows that there are two distinct classes. If CSP were
not applied as the preprocessing step, the square would be much obscure.
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(b) Scatter after reinforcement training

Fig. 5. Feature scatter before and after reinforcement training, for the training dataset

3.3 Classification

For the CWT coefficients of a testing data, their correlations between training
data are computed and feeded into the reinforced optimal classifier to obtain its
true label.

Because that in the test data there is another “relax” class (label=0) be-
sides “left hand” (ω1, label = -1) and “right foot” (ω2, label = 1) appearing
in the training data, we should decide which trials belong to the third class.
According to the outputs of linear classifier (denoted by x), every point in the
feature space has the posterior probability, p(ω1|x) and p(ω2|x) = 1 − p(ω1|x).
When |p(ω1|x)−p(ω2|x)| is small, x has little confidence to belong to either ω1 or
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ω2, so it may belong to class “relax”. By setting a threshold T1 = 0.97, which
corresponding to |p(ω1|x)− p(ω2|x)| = 0.97, make a decision as follows

d(x) =

 −1, when p(ω1|x) − p(ω2|x) ≥ T1
1, when p(ω1|x) − p(ω2|x) ≤ −T1

x/T1, when |p(ω1|x) − p(ω2|x)| < T1

(9)

Finally, an MSE of 0.59 is achieved on the dataset IVc of the BCI Com-
petition III, as applied in this paper (MSE of the contest winner is 0.3). In
other datasets of the same competition, the reinforcement approach also works
well and got us rather good places. (Results of the competiton can be found at
http://ida.first.fraunhofer.de/projects/bci/competition iii/results/index.html.

4 Conclusion and Discussion

Reinforcement training for classifier design is a data driven method aiming at
mining the discriminative information as far as possible, and improving both
the fitting and generalization ability of an existing classifier. Samples which
are misclassified play an important role in this optimization procedure. Control
coefficient k is introduced to ensure that the change towards better configuration
of distances to decision hyperplane is smooth, and over-fitting is prevented by
penalty factor β.

The proposed method for feature construction based on correlation matrix is
formally similar to dissimilarity based pattern recognition, where dissimilarity
matrix is constructed by the distances between every two objects, and arbitrary
classifier can be performed on it [12]. Correlation is not a rigid distance but still
can give an evaluation of the similar relation between two samples; furthermore,
a simple initial classifier is available for reinforcement training performed in the
following step.

However, reinforcement training can not always improve the performance of
the classifier as expected, and effect of the misclassified samples in the procedure
of reinforcement is still not very clear. These problems will be explored theoreti-
cally in our further work. Moreover, a general framework for any classifier would
be a promising extension of present approach.

Acknowledgement

This work is supported by National Science Foundation (60575044), Distin-
guished Young Scholars Fund of China (60225015), Ministry of Education of
China (TRAPOYT Project), and Specialized Research Fund for the Doctoral
Program of Higher Education of China (20049998012). We would like to thank
the organizers of BCI competition for providing the datasets and some other
materials used in this paper, which can be found via the competition website
http://ida.first.fraunhofer.de/projects/bci/competition iii/.



628 Z. Zhou, Y. Liu, and D. Hu

References

1. Wolpaw J.R., McFarland, D.J., Pfurtscheller, G., Vaughan, T.M.: Brain-Computer
Interfaces for Communication and Control. Clininal Neurophysiology. 113 (2002)
767–791

2. Wolpaw, J.R., McFarland, D.J.: Control of a Two-dimensional Movement Sig-
nal by a Noninvasive Brain-Computer Interface in Humans. PNAS. 101 (2004)
17849–17854

3. Dornhege, G., Blankertz, B., Curio, G., Muller, K.R.: Boosting Bit Rates in Non-
invasive EEG Single-trial Classifications by Feature Combination and Multi-class
Paradigms. IEEE Trans. Biomed. Eng. 51 (2004) 993–1002

4. Liu, Y., Zhou, Z.T., Hu, D.W., Dong, G.H.: T-weighted Approach for Neural Infor-
mation Processing in P300 based Brain-Computer Interface. Proceedings of 2005
Int. Conf. on Neural Networks and Brain. (2005), to appear

5. Scherg, M., von Cramon, D.: Two Bilateral Sources of the Late AEP as Identied
by a Spatio-temporal Dipole Model. Electroenceph. Clin. Neurophysiol. 62 (1985)
32–44

6. Scherg, M., von Cramon, D.: Evoked Dipole Source Potentials of the Human Au-
ditory Cortex. Electroenceph. Clin. Neurophysiol. 65 (1986) 344–360

7. Ramoser, H., Müller-Gerking, J., Pfurtscheller, G.: Optimal Spatial Filtering of
Single Trial EEG During Imagined Hand Movement. IEEE Trans. Rehab. Eng. 8
(2000) 441–446

8. Wang, Y., Berg, P., Scherg, M.: Common Spatial Subspace Decomposition Applied
to Analysis of Brain Responses Under Multiple Task Conditions: A Simulation
Study. Clinical Neurophysiology 110 (1999) 604–614
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Abstract. High dimensionality two-class biomarker data (e.g. microar-
ray and proteomics data with few samples but large numbers of variables)
is often difficult to classify. Many currently used methods cannot easily
deal with unbalanced datasets (when the number of samples in class 1
and class 2 are very different). This problem can be alleviated by the
following new method: first, sample data space by recursive partitions,
then use two-class support vector machine tree (2-SVMT) for classifi-
cation. Recursive partitioning divides the feature space into more man-
ageable portions, from which informative features are more easily found
by 2-SVMT. Using two-class microarray and proteomics data for cancer
diagnostics, we demonstrate that 2-SVMT results in higher classification
accuracy and especially more consistent classification of various datasets
than standard SVM, KNN or C4.5. The advantage of the method is its
super robustness for class unbalanced datasets.

1 Introduction

In biomarker (predictive gene and protein) analysis tasks, based on microarray
or proteomics data, a common approach is to find a limited set of genes or pro-
teins from a small number of samples (patients) giving good prediction. Various
feature selection procedures have been used to reduce the dimensionality of data
before classification. However, feature selection is not guaranteed to give opti-
mum gene sets, because often many equally well performing sets of genes or
proteins can be found even from one dataset [2]. If features are selected from a
subset of samples (the learning set), this subset can affect strongly the resulting
genes or proteins selected for the classifier.

Reduction of features (genes or proteins) is normally necessary, because too
many input variables cannot be handled by the algorithms efficiently, and be-
cause many redundant and correlated features confuse the classifier. Two main
procedures have been used to reduce number of features before classifying: filter-
ing and wrapping [3]. Filtering preselects a subset of genes by e.g. signal-to-noise
ratio, correlation coefficient, t-test, F-test, etc. Wrapping selects genes for the
classifier by directly evaluating each gene repeatedly for classifying accuracy.
All these methods can introduce feature selection bias. Currently no standard
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widely accepted and used method for feature selection exists. This suggests it
would be better to try to avoid this bias completely.

Another important source of bias is due to the unbalanced distribution of
samples (patients) into the two classes, e.g. 20 tumour vs. 190 non-tumour sam-
ples. Resolving imbalance can be done by resampling the smaller class and/or
subsampling the bigger sample [4]. However, reducing the number of samples in
the bigger class loses information. Repeated subsampling with a desired ratio of
two classes in subsamples can reuse information too much, leading to overfitting.

We avoid the above biases by not using gene selection and using overlapping
recursive partitioning of search space by dividing the whole sample space into
many subspaces. This is then followed by two-class support vector machine tree,
2-SVMT, a method originally developed for face recognition [6]. Partitioning
leads to subspaces containing informative genes that the classifier can find more
easily in a smaller subset of data. Overlapping of the partitions is especially
useful for small datasets, where non-overlapping partitions might lead to too
small or unbalanced numbers of samples in the subspaces.

The 2-SVMT method enables much more efficient computation, because the
data is divided into smaller chunks for processing. The biggest advantage arises
for classification of small and unbalanced datasets, because overlapping parti-
tions can present more discriminatory information to the classification process
from a limited number of samples, and reuse datapoints for the class with fewer
samples. In this report we summarize our results on microarray and proteomics
two-class data analysed by 2-SVMT and show the benefits of our approach com-
pared to SVM, KNN, and C4.5.

2 2-Class SVM Tree

2.1 Principle

Consider a dataset G with two classes for classification, a principle of “divide
and conquer” for constructing SVMT can be implemented as,

F (x) =
{

1 if fgi(x) = 1,x ∈ gi i = 1..L
−1 if fgi(x) = −1, (1)

where the total set (G) is divided into subsets {g1, g2, · · · , gL} by a data parti-
tioning function, and the number of subgroups L is determined after the SVM
tree model generation.

To minimize the loss function of F , each subset either contains only one class
data, or is verified with an optimal classification for SVM. Hence, the whole
classification system F (x) consists of a number of local SVM classifiers, each
input sample x is first judged to be the member of a certain subgroup, then the
class of x is determined locally by the subset SVM or the class label of the subset.
One SVM is taken as one node of the tree, and a set of SVMs encapsulated in a
hierarchy into an SVM tree for 2-class data classification.
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2.2 Algorithms

The structure of 2-class SVM tree is constructed by a recursive procedure of data
partitioning and a 2-class SVM classification. For modelling each node of 2-class
SVM tree we have two iterated steps. First, the data is split into two subsets by
the selected partition method. Next, any partition that contains only one class
becomes a leaf node of the tree. For any other partition containing two-class
data, a 2-class SVM classifier is trained for decision making over this partition.
If the partition is not linear separable by SVM, the partitioning is repeated and
the procedure is iterated. Partitioning is stopped when all partitions have been
resolved.

To classify a new input x, first we decide in which partition the test input
data belongs to by executing the partition method P (x) at the root node in the
SVM tree. Depending on the decision made by the root node, we will go down to
one of the children nodes. This procedure is repeated until a leaf node or a SVM
node is reached. We assign the class label to the testing sample x depending on
the label of the reached leaf node, or the output of the SVM node. Therefore, the
final decision of classifying new data can be cooperatively made by a hierarchical
set of 2-class SVMs, with a suitable kernel chosen to suit the dataset.

2.3 Partitioning Method

Due to the loss function of F in Equation (1) being proportional to size of the
subset (i.e. number of samples in the subset), it is desirable to seek a bigger size
subset optimal for classification in the above 2-Class SVMT algorithm, which
means a scalable data partitioning function would be beneficial. For such a scal-
able method, we chose the Evolving Clustering Method (ECM) which a fast
one-pass algorithm for dynamic clustering of an input stream of data. This al-
gorithm is a distance-based clustering method where the cluster centers (called
“prototypes”) are determined online such that the maximum distance, MaxDist,
between an input xi and the closest prototype cannot be larger than a threshold
value, Dthr. The details of ECM algorithm can be found in [5]

ECM partitioning helps classification of gene expression data because ECM
enables splitting the data in a multi-scaled way through parameter Dthr ad-
justment. Particularly, ECM allows overlapping partitions, which overcomes the
common problem of few samples (patients) for biomarker data.

3 Application to Biomarker Data

3.1 Datasets and Processing

For validation of 2-SVMT approach with recursive partitioning for biomarker
data analysis, we used one proteomics and seven microarray datasets with a
two-class classification problem in cancer bioinformatics. The datasets showed a
range of bias ratio, from 1.0 (equal number of samples in classes 1 and 2) to 0.33.
Target classes were used as reported in the original references listed in Table 1.
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Table 1. Comparison of classification accuracies of KNN, C4.5, SVM and 2-SVMT for
eight biomarker (gene and protein) datasets, based on 10-fold cross validation, values
are means of 10 runs. Numbers in boldface indicate the best results.

Cancer Genes Bias ratio KNN C4.5 SVM 2-SVMT
Dataset/Ref class 1/2 patients

Lymphoma(1)/1 7129/ 19/58=0.33 75.3% 92.2% 84.4% 77.9%
Leukemia*/2 7219/ 11/27=0.41 82.4% 58.8% 64.7% 78.3%

CNS Tumour/3 7129/ 21/39=0.53 58.3% 63.3% 50.0% 72.0%
Colon Cancer/4 2000/ 22/40=0.55 79.0% 75.8% 71.3% 80.7%

Ovarian Cancer/5 15154/ 91/162=0.56 91.7% † 97.3% 75.0%
Breast Cancer */6 24482/ 34/44=0.77 63.2% † 52.6% 73.7%
Lymphoma(2)/1 6431/ 26/32=0.81 53.5% 58.6% 51.7% 60.3%
Lung Cancer */7 12533/ 16/16=1.0 87.9% † 64.4% 75.0%

* Independent validation dataset was used for the accuracy evaluation. †not determined
due to memory shortage of our computing system/

Data were divided into overlapping partitions using ECM as described above.
Then a hierarchical 2-SVMT (second order polynomical kernel) was built using
a classifier for each partition, validated by 10-fold cross-validation with random
sampling. The average classification accuracies were calculated and the 2-SVMT
results compared to other standard classifiers without partitioning (standard
KNN (K=1, Euclidean Distance), C4.5, SVM (the second order polynomial ker-
nel). Algorithms were implemented in Matlab Version 6.5, run on Pentium 4 PC,
3.0GHZ 512Mb RAM.

3.2 Results and Discussions

Cross-validated classification accuracies for data without gene selection in Table
1 show that 2-SVMT method with overlapping recursive partitioning performed
best in the majority of cases (numbers in bold). Calculations of the average
classification accuracy are in Table 2. The 2-SVMT was clearly the best for
average accuracy and notably also most consistent, having a much narrower
range of accuracies (60.3% to 80.7%) than other methods (50.0% to 97.3%) over
the eight datasets.

Interestingly, the classification accuracy of SVMT seemed to increase with bias
in distribution of patients to the two classes. This suggests unbalanced datasets

Table 2. Classification accuracy (%) of the three methods, based on the 8 datasets in
Table 1. Boldface indicates the best result.

Model mean (%) Max - Min (%) Range
KNN 73.0 91.7-53.5 38.2
SVM 66.6 97.3-50.0 47.3
C4.5 69.7 58.6-92.2 33.6
2-SVMT 76.0 80.7-60.3 20.4
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Fig. 1. An example of two-class support vector machine decision tree (2-SVMT) for
CNS tumor. Ellipses: Partitioning and SVM decision nodes, numbering indicates the
sequence of decisions. Open circles: samples (patients) assigned to class 1, filled cir-
cles: class 2, corresponding to Table 1. Numbers inside circles indicates the number of
patients in the end of each decision path.

may be particularly suitable for analysis by 2-SVMT. This is in contrast to the
KNN, C4.5, or SVM results, in which class bias did not correlate with accuracy.

An example of a decision tree for CNS tumor (Figure 1) illustrates the work-
ing of the method. Most of class 1 patients were classified into one node of 26
patients. Class 2 patients were classified into two main nodes with 16 and 8 in-
dividuals, suggesting a potential difference in these two subsets of patients. All
the rest of the individuals were classified into nodes of only a few patients each,
so the question arises, whether these are especially hard to classify patients, mis-
classifications or maybe represent some other types of cancer. This exemplifies
the potentially valuable additional information that the 2-SVMT can provide,
compared to other algorithms.

Other cancer datasets produced similar trees, some simpler, some more com-
plex. It appears some cancers are inherently more difficult to classify than others,
and this is reflected in the complexity of the classification trees.

4 Conclusions

The 2-SVMT method is a new useful classification tree method to analyse bio-
marker data. The recursive partitioning divides the problem to smaller subprob-
lems solved in succession by a sequence of SVM nodes. Overlap of the partitions
is useful in smaller and very unbalanced datasets, enabling the classifiers to uti-
lize some of the data multiple times in more balanced subsets. Analogously, Ho
[7] used random (but non-overlapping) subspace partitions to construct decision
tree forests by combining multiple trees. Similarly, one can reuse information by
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creating ensembles of decision trees by bagging, boosting or randomization. Our
2-SVMT results with biomarker data thus confirm further the usefulness and
utility of data partitioning to improve classifier performance.

The 2-SVMT method often outperformed KNN, C4.5 and SVM, producing
both more accurate and, importantly, more consistent classification, safeguarding
against occasional poor performance of other algorithms. Part of the reason for
success may be in allowing overlaps in subspace partitions, though this would
need to be verified by using 2-SVMT with various schemes of partitioning.

The advantages of the 2-SVMT are such that it would be worth to extend the
method to multiclass classification case (work in progress). This might be most
beneficial for small unbalanced datasets, where overlapping partitions might help
to reuse the data in a way facilitating the correct classification of easily distin-
guishable subsets of data. This would help in many cases of biomarker datasets,
which often focus on small numbers of patients in multigenic diseases having a
variety of phenotypes to be classified simultaneously.
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Abstract. We present an approach to interpret gene profiles derived
from biomedical literature using Self Organizing Maps (SOMs). Compar-
ison of different clustering algorithms shows that SOMs perform better in
grouping high dimensional gene profiles when a lot of noise is present in
the data. Qualitative analysis of the clustering results prove that SOMs
allow an in-depth interpretation of gene profiles with biological relevance.

1 Introduction

In this paper, we present a self organizing maps (SOMs) based application by
mining gene profiles from biomedical literature and clustering those profiles with
reference to biomedical topics. SOMs has a number of features that make them
particularly well in clustering and analysis of gene expression patterns. They
are ideally suited to exploratory data analysis, allowing one to impose partial
structure on the clusters and facilitating easy visualization and interpretation[5].
However, the profiles of genes we use in our approach are different from sequence
expressions. They are extracted purely from textual resources such as the MED-
LINE database. Hence the application we discuss in this paper represents a text
mining approach of bioinformatics study. In this paper, we introduce this tool in
clustering textual mining profiles and compare it with other clustering methods
which are also widely used in pattern analysis.

2 Gene Profiling by Mining Biomedical Literature

Our approach is divided into two stages. The first stage is the extraction of gene
profiles by literature mining. A corpus collection of biomedical literature titles
and abstracts is investigated by the TXTGate platform [2] to create textual
profiles of genes with different scopes. More details about this mining system
are discussed in previous work [2]. The gene profiles we use in this paper are
produced by controlled vocabulary indexing with Gene Ontology. The mining
process is conducted by a list of 32,814 human genes and a pruned vocabulary of
9,175 Gene Ontology terms (GO terms). These GO terms are pruned from the
standard GO terms by segmentation and indexing: The segmentation process
splits the long GO terms, for example, “regulation of DNA recombination” into
smaller terms in addition to the original term: “regulation”, “of”, “DNA” and
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“regulation DNA recombination”. After that, the literature corpus is indexed
with all segmented GO terms. Only those terms that occurred in the corpus
at least once, are kept. Thus it leads to a 32,814 ×9, 175 matrix of gene-by-
GO terms. By referencing Gene Ontology, each gene is associated to a certain
number (usually 300 ∼ 400) of segmented GO terms. The textual score of a
gene is hence represented as a vector, where each elements is represented as
the inverse document frequency (IDF) scores of corresponding GO terms in the
corpus. The GO term’s IDF score is static in a given corpus, however, due to
the variety of numbers of associated terms for genes, the resulted gene profiles
are different after normalization.

Although we have used controlled vocabulary to index the literature, the pro-
files we get is still large in feature space and data amount. Sometimes, due to
the large scale of dataset, distance measure of profiles in vector models might
not be sensitive and accurate enough to unfold some important functional re-
lationships. Topic based research, in this sense, should be a more appropriate
solution to interpret the mining results. So next stage we will try to compare
some clustering methods in grouping these profiles and check in which degree
these groupings are consistent with our prior understandings.

3 Gene Clustering by Self Organizing Maps

3.1 Test on a Small Sample of Candidate Gene

Firstly we try a small test. We select 36 genes from 5 biomedical topics about
genetic and immunological diseases. The selection of topic related genes is guided
by Entrez genome database. The result dataset of different topics and their re-
lated genes is shown in Table 1. The gene profiles are trained in SOMs to generate
5 clusters. The clustering result are shown in Figure 1, but illustrated manually
to have a clear view of the clusters. The qualitative analysis of the clustering
result shows that the gene profiles are geometrically grouped into several areas:

Table 1. Manual clusters of 36 candidate genes from 5 biomedical topics

Breast Cancer Alzheimers Parkinson Leukaemia Wolf Hirschhorn Syndrome

BRCA1 APOE CYP2D6 BCL11A WHSC1
BRCA2 PSEN1 MAPT BCL11B WHSC2
BRCA3 PSEN2 PARK2 MLL WHSC1L1
SNCG APP PARK7 TNFRSF8 MSX1
NCOA3 SNCA BLNK
TFF1 ACE NR0B2
AMPH NOTCH1
BCAS2 CD86
ABCG2 P2RX7
BRMS1 SEL1L
SDBCAG84 CDK9
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Fig. 1. The SOMs clustering result of genes in Table 1. The number marked in each
cluster square represents the number of genes from the topic is grouped in this cluster.

Alz(Alzheimers) genes are gathered at the left side and Wol(Wolf-Hirschhorn
syndrome) genes are gathered at right side. It seems that the clustering result
by SOMs is quite informative and might be useful to group genes for topic based
studies.

3.2 Clustering Result and Comparison with Other Methods

There is a problem need to be mentioned before we use SOMs to interpret large
scale data. Usually we are only interested in part of the genes, for instance, 100
out of 100,000 genes, and it is reasonable to just analyze this sample part. How-
ever, in gene clustering most algorithms are sensitive to instances: the result of
clustering 100 genes which we are interested might be much different from the
result the total dataset clustering. In this section we use a cluster evaluation
method, BCUBED[1], to check the effect of SOMs clustering in comparison with
other algorithms in grouping gene topics. BCUBED was originally used for eval-
uating coreference resolution. It uses the complementary of distance measure
to calculate the similarity between two clusters, where an “accurate” cluster is
manually selected and a “evaluating” cluster is automatically generated by algo-
rithms. The complement of the distance from the automatic cluster away from
the manual one is considered as the “fitness” of clustering.

We manually select 416 candidate genes from 40 biomedical diseases with the
reference of Entrez. The textual profiles of these genes are retrieved from the text
mining result introduced in section 2. We compare 4 clustering methods, HCL
complete linkage, HCL average linkage, K-Means and SOMs. The experiment
comprises 5 repetitions. For each repetition, the grouping of 5 manually topics
and their membership genes represents the “manual cluster”. For example, 30
genes are selected and each topic contains 6 genes. The algorithmic clustering
result of these 30 genes is regarded as “automatic cluster of pure profiles”. The
noisy profiles is produced by mixing the previous selected genes with the same
number of other “noisy” genes, which lead to 60 in total. We use the same
clustering methods to deal with 60 gene profiles as same as we deal with the
pure profiles, which also produces different groupings. Then we remove those
“noisy” genes from grouping results and regard them as “automatic cluster of
noisy profiles”. Thus we get 3 different clustering results in each repetition and 3
BCUBED scores are measured. The geometrical meaning of 3 BCUBED scores
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Table 2. BCUBED evaluation and ANOVA test of clustering results. In the first sub
table, the BCUBED values are expressed in the form of mean(variance).

SOMs HCL Average HCL Complete K-Means

M1 Precision 0.4165 (0.0044) 0.3932 (0.0093) 0.4275 (0.0091) 0.3762 (0.0040)
Recall 0.4365 (0.0027) 0.6447 (0.0121) 0.5224 (0.0054) 0.3713 (0.0043)

M2 Precision 0.4072 (0.0069) 0.3607 (0.0081) 0.4278 (0.0064) 0.3927 (0.0063)
Recall 0.4179 (0.0100) 0.7021 (0.0144) 0.5408 (0.0102) 0.3997 (0.0063)

M3 Precision 0.7284 (0.0059) 0.7027 (0.0181) 0.6588 (0.0058) 0.4135 (0.0084)
Recall 0.7056 (0.0174) 0.7942 (0.0197) 0.6765 (0.0083) 0.4277 (0.0058)

F Value(All) Pr > F (All) F Value(KM-SOM) Pr > F (KM-SOM)

M1 Precision 0.34 0.7953 0.78 0.4036
Recall 9.11 0.0009 2.42 0.1582

M2 Precision 0.49 0.6974 0.06 0.8082
Recall 9.30 0.0009 0.77 0.4049

M3 Precision 8.75 0.0011 27.67 0.0008
Recall 7.70 0.0021 13.32 0.0065

on cluster evaluation is illustrated in Figure 2, where the d1 corresponds to
the complement of similarity of pure profile clusters between manual cluster.
The values of this measurement are list in first row(M1) in Table 2. The d2 in
Figure 2, corresponds to the complement of values in the second row(M2) of
Table, denotes the distance of clustering results of noisy gene profiles between
manual cluster. The d3 in Figure 2 can be measured by comparing two automatic
clusters, which semantically means the preservation ability of clustering methods
in noisy data. It correspond to the complement of BCUBED values in the third
row(M3) of Table 2. Notice that the larger values in Table 2 mean the smaller
distance in Figure 2 because they are complements. So in this experiment we
measure 60 BCUBED scores which are categorized in 5 repetitions, 4 clustering
methods and 3 measurements of clusters.

According to our result, SOMs and KMeans show a similar ability in cluster-
ing genes under M1 and M2. The HCL methods are obviously faulty because
they produce too many singleton clusters, which also explains why they have
exceptional high values of recall: BCUBED score doesn’t penalize enough to the
occurrence of singleton clusters. However, both the mean value and the ANOVA
test show that SOMs is more robust than KMeans in preserving gene clustering
(F-value 27.67 of Precision and 13.32 of Recall in row M3 of Table 2). We can
thereby conclude that topic groupings produced by SOMs might be insensitive
to the irrelevant genes. This is a interesting feature for topic based analysis of
gene profiles. Correspondingly, if we draw the positions of 3 clusters of KMeans
and SOMs in Figure 2, the distances of d1 and d2 are similar between methods
while SOMs has much smaller d3 then KMeans.
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Fig. 2. The geometrical illustration of evaluation in Table 2. It represents the meaning
of 3 different measures M1-M3 in Table 2. The two triangles show the difference between
KMeans and SOMs clustering according to ANOVA test in Table 2.

4 Topic Map Construction of Gene Profiles

In this section we use the same dataset of 416 gene profiles in the previous section
and cluster them in a big SOMs containing 50×80 neurons. The map is trained
and visualized by ESOM[6]. Due to the capacity and load of training software,
the 9,175 feature space of data is reduced by latent semantic methods to 300
terms. The training process iterates 5,000 epochs and costs 60 hours on 64-bit
Unix Server with 8G memory. Notice here if the map is for data prediction, the
dataset must be kept in full dimension and training will take much longer time.
In Figure 3, it shows that the distribution of neurons and matched data in a
well trained map is also well stretched. The dark area represents the activated
neuron, deeper color represents the high density of data matches. Inversely, the
light area represents the inactivated (gap) neurons between activated neurons
and lighter colors stand for bigger gaps. Since the numbers of genes selected from
different biomedical topics are varied, the map is biased towards larger topics
with more genes selected such as Cro(Crohn′sDisease), Alb(Albinism), etc.

We divide our analysis of the map into 2 levels. At the 1st level, we check the
matched data at each neuron and mark its labeled biomedical topic on the map.
An intuitive look of this map shows that many genes form local topic groups.
Some example groups are marked with white polygons in the map. A re-labeling
of these topic groups will produce the 2nd level interpreted map which allows a
more intuitive interpretation of gene profiles. We also find that most topic groups
are distributed in the edge of map rather than in the center. The center of map
seems as a “meeting point” that all kind of genes are mixed together. This coin-
cides to the clustering result in small test in Section 3 and Figure 1. Moreover,
we construct a very simple ontology for the 40 selected topics and reference it in
our map. If shows that some genes from relevant biomedical topics stay together.
For example, Ost(Osteopetrosis), Der(Dermatomyositis) and Mus(Muscular Dy-
strophies) all belong to “Musculoskeletal Diseases”. Correspondingly, they stay
close to each other in the centered black line curve in Figure 3. Similarly,
genes of “Skin and Tissue disease”, for instance, Ehl(Ehlers-Danlos Syndrome),
Sys(Systemic Lupus Erythematosus) and Scl(Scleroderma) stay close in the left
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Fig. 3. The 1st level interpretation of a 50X80 neurons map trained with 416 genes
selected from 40 biomedical topics

upper black line curve of the map. Some genes of “immunological disease and
blood disease”, for example, Aga(Agammaglobulinemia), Wis(Wiskott-Aldrich
Syndrome), Dig(DiGeorge Syndrome), Sjo(Sjogren’s Syndrome) and Sic(Sickle
cell anemia)stay together in the right lower black line curve.

A possible problem here is the inaccuracy of gene selection. It is possible that
some weakly related genes play much more important role in another topic but
we manually classify them into an inappropriate class. Another problem is that
there are quite a lot of genes strongly related to multiple topics, for example, gene

Fig. 4. The 2nd level interpretation: topics map of gene profiles
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TP53 is related to Ata(Ataxia Telangiectasia) as well as Ade(Adenoma). And it
is also important to care about the topic selection, for example, Ade(Adenoma)
actually is a higher level topic than Ins(Insulinoma) and Lei(Leiomyoma), thus
many genes which belong to the sub topics are also related to the higher topics.
It is necessary to make sure that the selected topics are representative both in
medical categorization and importance. It is also important that the number of
their selected genes for SOMs interpretation is almost same to avoid bias in final
map interpretation.

5 Conclusion

In this paper we used SOMs to interpret gene profiles mined from biomedical
literature. It seems that SOMs performs better than other algorithms in group-
ing gene profiles when a lot of noise is presented in the data. This result will be
meaningful to our later interpretation task of text mining because it allows us
to analyze the results by small samples or incremental study without losing the
true knowledge inherent in the result. The training result of using large SOMs
for textual gene profile clustering also provides us in-depth knowledge of rela-
tionships between genes. Based on these interpretations, we might able to build
hypothesis about the biomedical relevance of genes and find more interesting
biological evidences in case studies.
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Abstract. Many interaction data still exist only in the biomedical literature and 
they require much effort to construct well-structured data. Discovering useful 
knowledge from large collections of papers is becoming more important for ef-
ficient biological and biomedical researches as genomic research advances. In 
this paper, we present a relation kernel-based interaction extraction method to 
extract knowledge efficiently. We extract protein interactions of from text 
documents with relation kernel and Yeast was used as an example target organ-
ism. Kernel for relation extraction is constructed with predefined interaction 
corpus and set of interaction patterns. The proposed method only exploits shal-
low parsed documents. Experimental results show that the proposed kernel 
method achieves a recall rate of 79.0% and precision rate of 80.8% for protein 
interaction extraction from biomedical document without full parsing efforts. 

1   Introduction 

It is known that protein interactions are primary biochemical reactions in the organ-
isms and they take part in important functions since they determine the biological 
processes [1]. Therefore, broad description and in depth analysis of these interactions 
would significantly help the understanding of many important biological phenomena. 
For S.cerevisiae (budding yeast), many researchers have undertaken the task of func-
tionally analyzing the yeast genome comprising more than 6,300 proteins (YPD) [2] 
and abundant interaction data have been produced by many research groups after the 
completion of the genome sequences. 

Many machine learning-based promising methods have been successfully applied 
to the analysis of these data. One of these methods is knowledge discovery from text 
data called ‘text mining.’ Even though there are many databases for protein interac-
tions, many interaction data still exist only in the biomedical literatures. They are 
spread in biomedical literature written in the form of natural languages and they re-
quire much effort such as data mining for constructing well-structured data forms. 
Thus, the studies on the methodology of how to extract protein interactions from 
biomedical literature have been an active research subject. Many approaches widely 
adopted natural language processing (NLP) techniques for this problem. Many of 
these methods can be regarded as the parsing based methods and both full and shal-
low parsing strategies have been attempted. 
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A general full parser approach with domain specific grammars was proposed by 
Yakushiji et al. [3]. They used general full parser with grammars for biomedical do-
main to extract interaction events by filling sentences into augmented structures. Park 
et al. [4] proposed bidirectional incremental full parsing with combinatory categorical 
grammars. Temkin et al. [5] also utilized a lexical analyzer and context-free grammar 
to extract gene, protein, and interactions of small molecules. They achieved a recall 
rate of 63.9% and precision rate of 70.2%. As a similar method, template generating 
method via preposition-based parsing proposed by Leroy et al. [6]. They achieved 
precision of 70% for biomedical literature abstract processing. For a partial parsing 
method, Pustejovsky et al. [7] used the relational parsing for the inhibition relation 
with recall rate of 57%. But, these methods are intrinsically complicated and the per-
formance was not satisfactory. 

In this paper, we present a relation kernel-based interaction extraction method 
which extract protein interactions of S.cerevisiae from biomedical literature. We de-
fine kernel for protein relation extraction, called ‘relation kernel’, with predefined 
interaction corpus and set of interaction patterns. Proposed kernel method for interac-
tion extraction only exploits shallow parsing results. 

This paper is organized as follows. In Section 2, we describe the basic concept of 
kernel method. In Section 3, relation kernel for protein interaction extraction is ex-
plained. In Section 4, we show experimental results of interaction extraction. Finally, 
Section 5 we present concluding remarks and future directions. 

2   Concept of Kernel Method 

Kernel methods are an alternative to feature-based methods. Kernel methods preserve 
the original representation of objects and use the object in algorithms only via com-
puting a kernel function between a pair of objects. Kernel function K over the object 
space X is binary function K: X×X  [0, ] mapping a pair of objects x, y  X to 
their similarity score K(x, y). This is embedding procedure of data items into a vector 
space F, called a feature space, and searching for linear relation in this space. This 
embedding is defined implicitly by specifying an inner product for the feature space 
via a symmetric and positive semidefinite kernel function: K(x, y) = (x), (y) , 
where (x) and (y) are the embeddings of data items x and y. Additionally, any 
kernel function implicitly calculates the dot product of feature vectors of objects in 
high-dimensional feature spaces and a function defined as a dot product of the 
corresponding feature vectors is necessarily a kernel function [8]. 

In many cases, it is possible to compute the dot product of certain features without 
enumerating all the features. An excellent example is that of subsequence kernels [9]. 
In the subsequence kernels, the objects are strings of characters, and the kernel func-
tion computes the number of common subsequences of characters in two strings, 
where each subsequence match is additionally decreased by the factor reflecting how 
spread out the matched subsequence in the original sequences. Despite of exponential 
number of features (subsequences), it is possible to compute the subsequence kernel 
in polynomial time. Therefore, one can exploits long-range features in string without 
enumerating the features explicitly. 
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There are a number of learning algorithms that can operate only using the dot 
product of examples. The models produced by the learning algorithms are also ex-
pressed using only dot product of example. Substituting a particular kernel functions 
in place of dot product defines a specific instantiation of such learning algorithms 

The Support Vector Machine (SVM) is known as a learning algorithm that not only 
allows for a dual formulation, but also provides a rigorous rationale for resisting over-
fitting. For a kernel-based algorithms working in extremely rich feature spaces, it is 
crucial to deal with the problems of overfitting. Many experimental results indicate 
that SVM is able to generalize the classification boundary very well and avoid overfit-
ting in high dimensional feature spaces effectively. So, here we use SVM and relation 
kernel (extended version of subsequence kernel for shallow parsing) to extract protein 
interactions. 

3   Relation Kernel for Protein Interaction Extraction 

Here we use the basic notion and the idea of subsequence kernel and extend it to  
operate on shallow paring for protein relation extraction according to the work of 
Zelenko et al. [8] and Lodhi et al. [9]. 

For the example sentence, “In those pathways, usually the yeast protein RAP1 sup-
presses the up-regulation of SH3”, we can generate appropriate parse tree(s) for this 
sentence and compare with the other parse trees generated from other sentences by 
conventional shallow parsing approach. The form of target relation that we want to 
extract in this example sentence is ‘RAP – suppress – SH3’ which generally has the 
form of ‘entity 1 – action verb – entity 2.’ 

In this paper, we use shallow parsing only for identifying its key elements such as 
entities and interactions instead of providing full interpretation of the sentence  
because this approach may provides us a fairly robust shallow parsing and the genera-
tion ability of structured representations even for ungrammatical sentences. 

Next, we convert the shallow parse tree into examples for the ‘entity–interaction–
entity’ relation. This relation describes protein interactions such as gene–gene, gene–
protein, and protein–protein. The type of the former and the later entity includes those 
names of gene and protein, and the type ‘relation’ holds between a two ‘entity’ and an 
‘interaction.’ For each example sentence, we check whether the sentence has com-
plete relation structure which has two entities and one interaction verb structures. 

Each node of example (parse tree of sentence) has its ‘type’ and ‘role.’ We define 
Type = { , GeNP, GeN, PrNP, PrN, VerbPos, VerbNeg, VerbUnk, PNP, NP, Prep, 
Adj, Det} and Role = { , Entity_1, ActionVerb, Entity_2, UNK}. The GeNP and 
GeN of ‘type’ mean a noun phrase or a noun which represents a name of gene or 
protein. Verbs are classified into three categories; positive (e.g., activate, up-regulate, 
etc.), negative (e.g., inhibit, prohibit, etc.), and other unknown action verbs (Ver-
bUnk). Generally, ‘Type’ represents the category of par-of-speech (POS) tagged  
results. On the other hand, ‘Role’ represents the role of ‘type’ in the sentence to con-
struct the structure of protein interaction such as ‘entity–interaction–entity.’ 

For two relation examples P1, P2, we use the similarity function K(P1, P2) in terms 
of similarity function of the parent nodes. That is, 
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where, t (·,·) is a matching function and k (·,·) is a similarity function on nodes and it 
has ‘1’ if two nodes have same type and role in the parsing tree, and ‘0’, otherwise. 
The function, k (·,·), has ‘1’ if the two nodes have same text and ‘0’, otherwise [9]. 

We also use similarity function Kc of the children node of parse tree in terms of 
similarities of children subsequences. That is, 
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where, i denote a sequence of indices and d(i) = l(i) = in–i1+1 denote length of the 
sequence i. In the Equation 2, the term P[i] represents the sequence of children 
[P[i1],…,P[in]] and K(P1[i],P2[j]) stands for summing up K(P1[is],P2[js]) for all s = 
1,…,l(i) [8]. Equation 2 considers all subsequences of relation example children with 
matching parents and it accumulates the similarity for each subsequence by adding 
similarities of the corresponding child examples. The equation also reflects the 
amount of spread of the subsequences within children sequences by decreasing over-
all similarity with the factor  which has the value from 0 to 1. 

Generally, the index (i and j) of two example parse tree will be different. So, we 
can’t use Equation 2 for similarity function Kc of the children node of parse tree di-
rectly. Thus, here we use the derived recurrences of Zelenko et al. [8] and its original 
construction recurrences from Lodhi et al. [9] to calculate Kc. That is, 
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where, a condition m  n is assumed for the number of children of P1 and P2. The 
boundary conditions for calculating Kc are the same with the conditions of Lodhi et al. 
[9] and not presented here. 

4   Experimental Results 

Data 
We used 504 labeled MEDLINE records containing at least one protein interaction as 
positive examples (50% for training, 50% for testing). About 320 negative examples 
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were collected from MEDLINE which contain gene or protein names but any interac-
tions at all. The shallow parses of each record was generated by our custom shallow 
parsing system and the Brill tagger trained with GENIA corpus was used to guarantee 
more accurate POS tagging. Table 1 shows the statistics of positive examples. 

Table 1. The statistics of positive examples for the experiment 

Categories # of Positive Interaction # of Negative Interaction Total 
# of Interaction 584 302 886 

 

Algorithm Settings 
We set parameter  of kernel computation to 0.5 from experimental search to reflect 
the amount of spread of interaction structure (gene names, interaction verbs, and pro-
tein names). We evaluated kernels based relation extraction result in comparison with 
the general feature based baseline classifier, the Naïve Bayes. Full parsing results 
were used as a feature set for the Naïve Bayes. In this paper, this baseline model 
represents the method of full parsing based relation extraction approach. 
 

Results 
The extraction performance was measured by precision, recall, and F-measure. Preci-
sion is the ratio of the number of correctly predicted positive examples to the number 
of predicted positive examples. Recall is the ratio of the number of correctly predicted 
positive examples to the number of true positive examples. F-measure combines pre-
cision and recall as follows: 

2* *
.

( )

recall precision
F

recall precision
=

+
 (4) 

Table 2 shows the performance results of the protein relation extraction experiments. 

Table 2. The extraction performance of relation kernel method on interaction extraction task 
for extracting interactions represented by major five interaction verbs. 

Recall (%) Precision (%) Total F (%) Interaction 
Verb Kernel baseline Kernel baseline Kernel baseline 

Interact 
Bind 

Up-regulate 
Suppress 
Inhibit 

81.11 
80.83 
76.24 
79.92 
76.91 

79.16 
78.55 
72.12 
76.96 
76.54 

80.27 
82.12 
80.14 
81.91 
79.90 

79.36 
78.54 
74.22 
81.84 
78.79 

80.69 
81.46 
78.14 
80.90 
78.37 

79.25 
78.54 
73.15 
79.32 
77.64 

Average 79.00 76.66 80.8 78.5 79.91 77.58 
 

From Table 2, kernel based relation extraction outperform full parsing feature 
based baseline method (Naïve Bayes) overall. The number of interaction verb which 
generally describes protein interactions in the biomedical literature and recognized by 
this experiment was about 150 including ‘activate’, ‘bind’, ‘control’, ‘enhance’, ‘in-
hibit’, ‘interact’, ‘prevent’, etc. Some verbs occurred frequently but other occurred 
rarely. 
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5   Conclusions 

In this paper, we presented kernel based protein relation extraction method and the 
result shows that kernel based method slightly outperform conventional feature based 
(full parsing information based) approach. The presented relation kernel only requires 
domain specific knowledge when we define matching function and similarity kernel 
function. We used the dictionary of protein names and its aliases as a domain specific 
knowledge. So it would be not difficult to expand this method to other domain by 
changing this domain knowledge simply. 

But, this kernel method on NLP problem has one big drawback for practical use 
because it requires relatively high computational costs. Thus, the more efficient kernel 
computation method should be devised. 
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Abstract. Gene regulatory inference from time series gene expression data, 
generated from DNA microarray, has become increasingly important in investi-
gating genes functions and unveiling fundamental cellular processes. Computa-
tional methods in machine learning and neural networks play an active role in 
analyzing the obtained data. Here, we investigate the performance of particle 
swarm optimization (PSO) on the reconstruction of gene networks, which is 
modeled with recurrent neural networks (RNN). The experimental results on a 
synthetic data set are presented to show the parameter effects of PSO on RNN 
training and the effectiveness of the proposed method in revealing the gene  
relations. 

1   Introduction 

As one of the major advancement in genetic experimental technologies, DNA mi-
croarray provides a systematic method to characterize genes functions, discriminate 
disease types, and test drug effects [1-2]. Particularly, to infer genetic regulatory net-
works from time series gene expression data has attracted more and more attention, 
due to its importance in revealing fundamental cellular processes and investigating 
complicated genes relations [3]. Several computational models have been proposed 
for regulatory networks inference, such as Boolean networks [4], Bayesian networks 
[5], dynamic Bayesian networks [6-7], and linear additive regulation models [8]. 
Here, recurrent neural network (RNN) [9] models, trained with particle swarm opti-
mization (PSO) [10], are used to infer gene regulatory networks from time series gene 
expression data. In using RNNs for gene network inference, we are mainly concerned 
with the ability of RNNs to interpret sophisticated temporal behavior and capture 
nonlinear system dynamics. PSO is an evolutionary computational algorithm for 
global optimization, which has been proved to be a powerful tool to explore compli-
cated problem space [10-11]. We investigate the effect of PSO parameters on the 
RNN training and show the effectiveness of the method in revealing the potential 
gene relations.  

The paper is organized as follows. Section 2 describes how PSO is used to train the 
RNN, which is applied for gene networks modeling. Results on a synthetic data set 
are summarized in Section 4. Finally, Section 4 concludes the paper. 
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2   Methods and Systems 

A discrete form of the genetic regulatory network, modeled with a recurrent neural 
network, can be represented as [8, 12-13],  

1 1

( ) ( ( ) ( ) ) 1 ( )
N K

i
i ij j ik k i i

j ki i

tt
e t t f w e t v u t e t

λβ
τ τ= =

∆∆+ ∆ = + + + − , (1) 

where ei is the gene expression level for the ith gene (1 i N≤ ≤ , N is the number of 
genes in the model), f(•) is a nonlinear function (sigmoid function is usually used 

( ) 1/(1 )zf z e−= + ), wij represents the effect of the jth gene on the ith gene, uk is the kth  

(1 k K≤ ≤ , K is the number of external variables) external variable, vik represents the 
effect of the kth external variable on the ith gene,  is the time constant,  is the bias 
term, and  is the decay rate parameter. A negative value of wij represents the inhibi-
tion of the jth gene on the ith gene, while a positive value indicates the activation con-
trols. When wij is zero, the jth gene has no influence on the ith gene. 

A simplified form by ignoring the external variables and assuming  as 1 is repre-
sented as 

1

( ) ( ( ) ) 1 ( )
N

i ij j i i
ji i

t t
e t t f w e t e tβ

τ τ=

∆ ∆+ ∆ = × + + −  . (2) 

RNN is well-known as its difficulty in training [14]. Currently, backpropagation 
through time (BPTT) [15] and evolutionary algorithms [16] are the major methods 
used for RNN training. Here, we use a novel evolutionary technique, particle swarm 
optimization (PSO) [10], for RNN parameters learning. Compared with other evolu-
tionary algorithms, PSO has many desirable characteristics, such as the flexibility in 
balancing global and local search, computational efficiency on both time and mem-
ory, and the ease to implement. Particularly, PSO is equipped with the memory 
mechanism for tracking the previous best solutions and avoiding the possible informa-
tion loss. It has been shown that PSO require less computational cost and can achieve 
faster convergence than conventional backpropagation in feedforward neural net-
works training for approximating nonlinear functions [11].  

PSO consists of a swarm of particles, each of which represents a candidate solution 
in the multidimensional problem space. Each particle i with a position represented as 
xi moves in the space with a corresponding velocity vi. The basic idea of PSO is to 
accelerate each particle towards its two best locations at each time step. One is the 
particle’s own previous best position, recorded as a vector pi, the other is the best 
position in the whole swarm, represented as pg.  

Given a set of particles ( )1 2, ,..., M=X x x x , where M is the number of particles in 

the swarm, the ith particle can be represented as a D-dimensional vector 

( ),11 , 1 ,12 ,1 , ,1 , ,1 ,,..., , ,..., ,..., , ,..., , ,...,i i i N i i N i NN i i N i i Nw w w w w β β τ τ=x , where D=N(N+2). 

The velocity is described as ( ),1 ,2 , , ,...,i i i i Dv v v=v . A fitness function, used to measure 
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the deviation of network output e(t) from the real measurement (target) d(t), is de-
fined as  

   2

0 1

1
( ) ( ( ) ( ))

T N

i i i
t i

Fitness x e t d t
TN = =

= −  . (3) 

The basic procedure of implementing PSO for RNN training can be summarized as 
follows.   

i). Initialize a population of particles with random positions and velocities of D 
dimensions.  

ii). Calculate the estimated gene expression time series based on the RNN model 
and evaluate the optimization fitness function for each particle.  

iii). Compare the fitness value of each particle Fit(xi) with Fit(pi). If current value 
is better, reset both Fit(pi) and pi to the current value and location. 

iv). Compare the fitness value of each particle Fit(xi) with Fit(pg). If current value 
is better, reset both Fit(pg) and pg to the current value and location. 

v). Update the velocity and position of the particles with the following equations 

1 1 2 2( 1) ( ) ( ( )) ( ( ))i I i i i g it W t c t c tϕ ϕ+ = × + × × − + × × −v v p x p x . (4) 

( 1) ( ) (t)      (1 )i i it t i M+ = + ≤ ≤x x v . (5) 

where WI is the inertia weight, c1 and c2 are the acceleration constants, and 1 

and 2 are uniform random functions. 
vi). Return to step ii) until a stop criterion is satisfied. Usually the learning stops 

when a maximum number of iterations or high-quality solutions are met. 

3   Experimental Results 

We applied the proposed method to a synthetic data set consisting of 8 genes. The 
objective here is to study the effects of the PSO parameters on the RNN training and 
the possibility in unveiling the connections between genes. Based on the biological 
assumption that the gene networks are usually sparsely connected, we limit the num-
ber of connections for each gene to no more than 4, which leads to 21 non-zero 
weights. We generated three time series with 30 time points, since multiple series are 
more effective as demonstrated in [13].  

The performance of PSO is dependent on the parameter selection. The inertia 
weight WI is designed as a tradeoff between the global and local search. Larger values 
of IW  facilitate global exploration while lower values encourage local search. WI can 

be fixed to some certain value or vary with a random component, such as WI=Wmax-
rand/2. c1 and c2 are known as the cognitive and social components and are used to 
control the effects of a particle itself and its surrounding environment, which is 
achieved through adjusting the velocity towards pi and pg. We tested the PSO per-
formance with the commonly recommended values of c1 and c2, together with both 
fixed and varied WI. We compared the performance in terms of number of iterations 
required to reach the specified error. Also, we set the maximum number of iterations 



 A Study of Particle Swarm Optimization in Gene Regulatory Networks Inference 651 

 

as 500. The results, over 20 runs, are summarized in Table 1, which consists of the 
number of times that the performance exceeds the maximum iterations and the aver-
age numbers if it converges. As indicated in Table 1, the most effective performance 
is achieved when c1 and c2 are set as 2.5 and 1.5. For both cases, PSO can achieve the 
expected accuracy within 40 iterations, except for one run when WI fixed at 0.7. For 
other common parameters, the convergence depends more on the initialization and is 
not consistently stable.  

Table 1. Parameter effects on the PSO performance 

Performance  
c1 

 
c2 

 
WI >500 itera-

tions 
Average num-

ber of iterations 
Fixed at 0.7 2 39.9 2 2 
0.8-rand/2 2 43.6 
Fixed at 0.7 10 14.2 0.5 2 
0.8-rand/2 17 16 
Fixed at 0.7 1 55.3 2 0.5 
0.8-rand/2 8 181.6 
Fixed at 0.7 17 15.3 0.5 0.5 
0.8-rand/2 20 - 
Fixed at 0.7 3 69.5 1.5 2.5 
0.8-rand/2 2 26.2 
Fixed at 0.7 1 20.4 2.5 1.5 
0.8-rand/2 0 35.8 

 

Although the curse of dimensionality exists in current analysis, as a result of small 
time points versus thousands of gene measurements, it is still reasonable to identify 
the weights whose values are non-zeroes from expression data, since a gene is as-
sumed to be regulated only by a limited number of genes. Based on the pg solutions of 
the 1000 runs with random initial values, we discretize the weights into three classes 
according to the criterion similar to those used in [7]: 

 class + representing activation: ij> +  and | ij|/ ij> ; 
 class – representing inhibition: ij< -   and | ij|/ ij> ; 
 class 0 representing absence of regulation: otherwise. 

where ij and 2
ij are the mean and variance for the element wij in the weight connec-

tion matrix,  and 2 are the mean and variance of the means of all the 64 elements, 
and  is a allowed ratio between the mean and standard. The parameters for PSO are 
set as follows: WI=0.7, c1=2.5, c2=1.5, and =0.5. The network weights were evolved 
for 1,000 generations. We summarize the original and the identified weight connec-
tion matrix in Table 2. Compared with the original weight matrix, the model can iden-
tify 14 out of 21 correct connections in the network. One inhibition connection  
between node 5 and 6 is indicated as activation relation in the inferred matrix. The 
results include only 6 false positives, which are wrongly identified as activation or  
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Table 2. The generated connection matrix (upper panel) and the learned connection matrix 
(lower panel). Each element in the matrix represents the activation (+), inhibition (-), and ab-
sence of regulation (0), between a pair of genes. 

wij 
+ 0 0 0 0 0 0 0 
+ + 0 0 0 0 0 0 
0 - + 0 0 0 0 0 
0 - - + 0 0 0 0 
0 + + - + - 0 0 
0 0 0 - + + + - 
0 0 0 0 0 0 + - 
0 0 0 0 0 0 0 - 
0 0 0 - 0 0 0 0 
0 + + 0 0 0 0 0 
0 0 + 0 0 - 0 0 
0 - - 0 0 0 0 0 
0 + + - + + 0 0 
0 + 0 - + + 0 0 
+ 0 0 0 + 0 + - 
0 0 0 0 0 0 0 - 

inhibition between nodes. Further improvement is achieved by using PSO to evolve 
both network architecture and weights. The results will be reported elsewhere. 

4   Conclusions 

To understand the genetic regulatory mechanisms is one of the central tasks in mo-
lecular genetics. Inference of genetic regulatory networks based on the time series 
gene expression data has become an important and effective way to achieve this goal. 
Here, we use particle swarm optimization to train a recurrent neural network, in order 
to model regulatory systems and unveil potential gene relations. Experimental results 
show the effects of PSO parameters on the RNN training and suggest effective pa-
rameter combination. The potential of the model in gene regulatory network inference 
is also demonstrated through the analysis. Further work includes the combination of 
other data sources, particularly at proteins level, and prior information such as pro-
moter elements. The improvement of PSO search, such as the hybrid method with 
other evolutionary algorithms and the effect of different topologies, is also an interest-
ing direction for future research. 
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Abstract. It is estimated that 40-60% of human genes undergo alternative 
splicing. Currently, expressed sequence tags (ESTs) alignment and microarray 
analysis are the most efficient methods for large-scale detection of alternative 
splice events. Because of the inherent limitation of these methods, it is hard to 
detect retained introns using them. Thus, it is highly desirable to predict 
retained introns using only their own sequence information. In this paper, 
support vector machine is introduced to predict retained introns merely based 
on their own sequences. It can achieve a total accuracy of 98.54%.  No other 
data, such as ESTs, are required for the prediction. The results indicate that 
support vector machine can achieve a reasonable acceptant prediction 
performance for retained introns with effective rejection of constitutive introns. 

1   Introduction 

Alternative splicing is an important mechanism expanding proteomic diversity by 
generating multiple transcripts from a single gene [1]. Recent studies have indicated 
that 40-60% of human genes undergo alternative splicing [2]. The four major types of 
alternative splicing are exon skipping, alternative donor splice site (5’ss), alternative 
acceptor splice site (3’ss), and intron retention.  Intron retention is defined as an 
intronic region that is not spliced out and form part of an exon. Variants containing 
retained introns are usually believed to be derived from un-spliced or partially spliced 
pre-mRNAs, thus intron retention is the least studied among the four major types of 
alternative splicing [3].  However, there are some reports of intron retention events 
which have biological significance. Michael et al. [4] reported that intron retention is 
a common event within the human kallikrein (KLK) gene family and the KLK15 
splice variant appears to be a candidate biomarker for prostate cancer. 

Most large-scale studies used expressed sequence tags (ESTs) or cDNAs for 
detection of alternative splicing [2]. These studies can help detect the former three 
types of alternative splicing but not intron retention. It is insufficient to identify a 
biologically functional intron inclusion by observing a given splice in one EST but 
not in another, because the latter could be an un-spliced EST [2]. Microarray analysis 
is also insufficient for the detection of retained intron because probes are usually 
designed as spanning specific exon-exon junctions [5]. As the limitations of these 
methods, Hiller et al. presented a method which can predict intron retention events 
using the annotation of Pfam domains [6].  This method has reliance on Pfam 
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domains annotation, which limits its application.  Here we describe the application of 
a machine learning method, support vector machine (SVM), for predicting retained 
introns. Our results show that SVM can successfully distinguish retained introns from 
constitutive ones using only basic information of their sequences. 

2   Materials and Methods 

2.1   Dataset 

We extracted an intron set which contains 3,084 simple retained introns and 107,725 
constitutive introns (dataset_1) that start with GT and end with AG from AltSplice 
database (Human release 2) [7].  The simple intron retention event is that the exons 
which flank the retained intron do not undergo modifications.   

It has been suggested that alternative splicing events can be classified as ancient 
ones that have undergone evolutionary selection and newly emerged ones [8].  To 
characterize sequence features that are not randomly appeared, we used BLAST to 
select introns which contain conserved segments in their orthologous genes in mouse 
from dataset_1 using 10-5 expectation value cutoff (dataset_2). Dataset_2 contains 76 
retained introns and 34,940 constitutive ones.  There are 39 genes, which contains 
both these two types of introns, including 53 retained introns and 116 constitutive 
ones. We took these 169 introns as training set since introns in the same gene may 
exist in the same environment so that we can characterize their sequence features 
without regard to other splicing factors. Then we took other introns in dataset_2 as 
testing set, including 23 retained introns and 34,824 constitutive ones. 

2.2   Feature Selection 

It is reported that retained introns which interrupt coding regions might be under 
selection for coding potential [3]. We observed this trend in our data set by analyzing 
(1) intron length, (2) G+C content, (3) stop codon usage, (4) frame-preservation (an 
exact multiple of 3 in length) and (5) pyrimidine (C or T) intensity of polypyrimidine 
tract (PPT) related region (see Table 1). It is known that pyrimidine composition of 
PPT may influence the branch-site (BS) selection [9], which is very important to 
splicing. An analysis of 19 experimentally proven BSs showed that the average 
distance between BS and 3’ss is 33-34 nt and the minimal length of PPT is 14 nt [10]. 
Thus we calculated the number of pyrimidines in the last 35 nt upstream the 3’ss for 
each intron via a sliding window of 14 nt, taking the maximum pyrimidine content as 
the pyrimidine intensity of PPT related region for that intron. Thus we got a 5-D 
(dimension) vector Bx  of the five basic features mentioned above, given by: Bx = [v1, 

v2, … , v5]
T, where vi (i=1,2,…,5) is the value of the ith feature.  Furthermore, 

nucleotide and dinucleotide composition contain information about intron sequences. 
These features can be represented by a 20-D vector Nx , written as: Nx = [p1, p2, p3, 

p4, q1, q2, … , q16]
T, where pi (i=1,2,3,4) and qi (i=1,2,…,16) are the occurrence 

frequency of nucleotide (A, G, C or T) and dinucleotide, respectively. 
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We added Nx  on Bx to form a combined feature vector x , defined by: 

=
N

B

x

x
x  . (1) 

In this paper, feature vector Bx  and x  are accepted to represent an intron 

sequence. 

Table 1. Features differentiating between retained and constitutive introns 

 Retained intron Constitutive intron 
Average length (nt) 324 3695 
Average G+C content 53.64% 45.46% 
Present stop codon in all three phases 47.17% (25/53) 97.41% (113/116) 
Frame-preserving 49.06% (26/53) 41.38% (48/116) 
Average pyrimidine intensity of PPT 
related region 83.96% 85.41% 

2.3   Support Vector Machine  

SVM is a popular machine learning algorithm, which was initially proposed by 
Vapnik based on statistical learning theory [11].  It has been successfully applied to 
some bioinformatics investigations [12]. Intuitively, the basic idea of SVM is 
mapping data into a high-dimensional space, and then constructs a hyperplane as the 
decision surface between positive and negative data. The actual mapping is achieved 
through some kernel functions, such as: 

linear kernel: ( ) j
T
iji xxxxK =,  , (2) 

polynomial kernel: ( ) ( )d

j
T
iji rxxxxK += γ, , γ >0 , (3) 

radial basis function (RBF) kernel: ( ) −−=
2

jiji xxexpxxK γ, , γ >0 , (4) 

sigmoid kernel: ( ) ( )rxxtanhxxK j
T
iji += γ,  . (5) 

We used software SVMlight [13] to implement SVM. This software can be 
downloaded from http://svmlight.joachims.org/. 

2.4   Performance Assessment 

Sensitivity (SN), specificity (SP) and total accuracy (TA) are used to evaluate the 
performance of our algorithm. We used TP (True Positive) and FN (False Negative) 
to denote the number of retained introns that are predicted as retained and 
constitutive, respectively. Similarly, TN (True Negative) and FP (False Positive) are 
used to denote the number of constitutive introns that are predicted as constitutive and 
retained, respectively. Then SN and SP are defined as: 
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SN = TP / ( TP + FN ) , (6) 

SP = TN / ( TN + FP ) . (7) 

That is, SN and SP are the proportion of retained and constitutive introns which are 
correctly predicted, respectively. And the TA is defined as: 

TA = ( TP + TN ) / ( TP + FN + TN + FP ) . (8) 

In addition, since we try to discriminate retained introns from a large amount of 
constitutive ones, high discrimination power at low false positive rate (FPR) is 
needed. To this end, we further used precision to measure the prediction performance. 
Precision (PS) is the proportion of retained introns to the whole predicted retained 
introns, defined as: 

PS = TP / ( TP + FP ) . (9) 

In our study, a leave-one-out test is performed on the training set to identify the 
prediction performance of each SVM kernel function with various parameter values.   

3   Results and Discussion 

3.1   SVM Kernel and Parameters Selection 

We used four popular kernel functions mentioned above. For polynomial and sigmoid 
kernel function, we chose r = 0 and  = 1/k where k is the number of features. A grid 
search was performed over the values of penalty parameter C for each kernel, the 
parameter d for polynomial kernel, and for RBF kernel, also the  parameter. Fig. 1 
gives an example for the influence of penalty parameter C upon the prediction 
performance on training set. Furthermore, various values of cost-factor j, by which 
training errors on positive examples outweigh errors on negative ones, has been 
tested. The value of j was selected under the rule that as good as prediction 
performance can be achieved at a sensitivity no less than 26/53. The best leave-one-
out test performance based on Bx  was achieved by the polynomial kernel of degree 3, 

with penalty parameter C = 8 and cost-factor j = 0.2; while the best result based on x  
was obtained by the RBF kernel, with  = 0.04, C = 2, and j = 0.2. 

3.2   Prediction Results of SVM 

SVM prediction results on testing set are shown in Table 2.  Results show that no 
matter which feature vector is used the rate of overall correct prediction on testing set 
is higher than 98% at a low FPR around 1.5%. Furthermore, though the SN of SVM 
using x  is the same as that using Bx , the SP of the former is higher than the latter. 

Thus, SVM using x  produces higher TA and PS. This suggests that the five basic 
features in Bx  are much more informative for predicting retained introns than the 

others; while the nucleotide and dinucleotide composition features which contain 
some sequence order information can improve the prediction performance slightly. 
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We also used our SVM classifier to predict retained introns which don’t have 
conserved segments, that is, data in dataset_1 but not in dataset_2. We get a TA of 
87.03% and the SN, SP and PS are 37.53%, 89.07% and 12.43%, respectively. These 
results show that though our SVM classifier is based on the introns which have 
conserved segments, the features we used are not merely conservation-based, but 
related with some common sequence characters of each type of introns.  Our classifier 
can be effectively used in other introns to some extent.   

 
Fig. 1. Prediction performance with various values of penalty parameter C on training set 
(polynomial kernel function, using Bx , with d = 3, r = 0,  = 0.2, and j = 1) 

Table 2. The prediction performance comparison between SVM and neural network (NN) 

 Feature Vector SN (%) SP (%) TA (%) PS (%) 
SVM

Bx  52.17 98.45 98.42 2.17  

 x  52.17 98.57 98.54 2.36 
NN 

Bx  56.52 91.84 91.82 0.46 

 x  60.87 93.63 93.61 0.63 

3.3   Comparison with Other Method 

In order to examine the prediction performance of our method, we compared our 
SVM algorithm with a three-layer feed-forward backpropagation neural network 
(NN) classifier. The comparison results are also shown in Table 2. For all features 
vector x , the SN of NN is 8.7% higher than SVM while the SP of NN is nearly 5% 
lower than SVM. Since we are trying to identify retained introns within a population 
in which the great majority of introns are constitutive, high SP is much more 
important than high SN when assess the prediction performance. We can also see that 
the TA of NN is about 5% lower than SVM, and the PS of NN is about a quarter of 
that of SVM. The comparison results using basic feature vector are similar. The 
comparison indicates that our SVM classifier outperformed the NN method. 

4   Conclusions 

In this paper, we analyzed some features of intron sequences and introduced SVM for 
distinguishing retained introns from constitutive ones using these features.  The rate 
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of overall correct identification of our SVM classifier is 98.54% at a low false 
positive rate, which is superior to neural network.  This result implies that we can 
predict retained introns to a considerably extent using machine learning method solely 
based on the features of their sequences, and help discover their biological signi- 
ficance, even when there are no ESTs that indicate their retention. 
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Abstract. An increasing number of protein structures with unknown functions 
have been solved in the recent years. But understanding the mechanism of 
protein-protein association still remains one of the biggest problems in 
structural bioinformatics. Significant research efforts have been dedicated to the 
identification of protein binding sites and detecting specific amino acid residues 
which have important connotations ranging from rational drug design to 
analysis of metabolic and signal transduction networks. In this paper, we 
present a support vector machine (SVM) based model to predict interface 
residues from amino acid sequences using sequence neighborhood and surface 
properties. Experiments with a number of surface properties reveal that the 
prediction accuracy enhances when residue interface propensity and coil 
interface propensity of amino acid residues are incorporated in the prediction 
model which is an improvement over the previously proposed model based on 
sequence neighborhood only. We also analyzed the effectiveness of a recently 
proposed coding scheme [1] of secondary structures on the proposed model.  

1   Introduction 

Proteins rarely act in isolation. It performs biological functions with other proteins, 
DNA, RNA and compounds.  The complexity at different levels of biological systems 
arises not only from the number of proteins in the organism but also from the 
combinatorial interactions among them [2]. Identifying the characteristics of 
interfacial sites is a requirement for understanding the molecular recognition process. 
In addition, it provides important clues to the function of a protein and can reduce the 
search space required by docking algorithm. However, protein structures determined 
using X-ray or NMR methods is extremely small as compared to those of sequences. 
Hence computational methods are of great interest in predicting interface residues.  

Different physical and chemical aspects of proteins have been investigated in a 
number of studies for several years. Based on these characteristics of known protein 
binding sites, several methods have been developed for predicting these sites which 
include methods based on the analyzing the hydrophobicity, solvation, protrusion, 
accessibility, charge distribution [2, 3] and results show that no single parameter 
differentiates interface from other surface [3]. Sequence and structural conservatism, 
sequence and spatial neighborhood have also been investigated [4, 5]. 
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None of the previous proposed sequence based methods attempted to incorporate 
other possible physio-chemcial properties with sequence neighborhood information 
and investigate their combined influence on prediction performance. In this study, we 
trained support vector machine (SVM) based model to distinguish between interface 
and noninterface residues using physiochemical properties in conjunction with 
sequence neighborhood. Result shows that these properties could be used along with 
sequence neighborhood successfully to improve the prediction accuracy. 

2   Interface Residue Propensities 

Studies have demonstrated a number of physical and chemical properties, e.g., 
secondary structures, hydrophobicity, surface accessibility, residue interface 
propensity, etc. to have presence and influence at the binding sites of protein-protein 
interaction. In our study, we investigated secondary structures, hydrophobicity and 
residue interface propensity (RIP). A number of studies show that both -helix and -
sheet has lower propensity to be on binding site as compared to coil [3, 6]. 
Hydrophobicity is also an important property of protein surface and hydrophobic 
residues tend to form clusters in binding sites. Hydrophobicity of the target residue 
was also investigated. RIP was chosen as it has been reported to show most impact 
among all properties representing protein binding sites [7]. A dataset of 61 proteins 
(see experimental setup) was used to derive the RIP for each of the 20 amino acids 
using the following relationship:  

Interface Propensity of amino acid, r = (A/B)/ (C/D) (1) 

where A = number of interface residues associated with r, B = total number of interface 
residues, C = number of surface residues associated with r and D = total number of 
surface residues. Coil interface propensity was calculated by taking the ratio of 
secondary structure distribution (coil) [6] and coil conformation propensity [1].  

3   Proposed Prediction Model 

3.1   Input Vector Representation 

The input to SVM is a vector of the identities of 9 contiguous residues of the target 
residue. Each of the 9 residues in the window is represented by a 20 bit vector with 1 
bit for each letter of the 20 letter amino acid alphabet. Thus input to SVM classifier 
was consisting of 180 bit vector. The Boolean output produced by the classifier is 
either 1 (denoting interface residue) or 0 (denoting non-interface residue). The 
window size of nine (four at each side) is chosen due to the fact supported in other 
studies [6]. The size of the input vector to SVM is increased by one for an extra 
physio-chemical property of the target residue added each time. Figure 1 shows the 
proposed model with two properties of target residue making input vector size of 182 
(=180+2). Once the model was built, unknown sequence was fed as input and the 
model then predicts whether a target residue belongs to interface or non-interface. 

 



662 Y. Arafat, J. Kamruzzaman, and G. Karmakar 

 

Fig. 1. The proposed model for interface residue prediction  

3.2   SVM 

SVM attempts to locate a separating hyperplane by converting input vector space nℜ  

to higher directional space [8]. The input data Z is transformed to higher dimensional 
space. The separating hyperplane in higher dimension space satisfy: 

0. =+ biZW  (2) 

To maximize the margin between two classes (3) and (4) are used. 

2
1

W
Max  (3) 

Subject to the condition 

1).( ≥+ biZWiy  (4) 

This is essentially a quadratic programming problem. Using the Kuhn-Tucker 
condition [21] and LaGrange Multiplier methods it is equivalent to solving the dual 
problem in (5). 
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called kernel function. In our experiments, RBF kernel function was used. We 
optimised regularization parameter C and  in RBF kernel using technique proposed 
by Lee and Lin [9]. 

4   Experimental Setup 

4.1.1   Datasets 
In this study, we used 61 nonredundant proteins. This dataset of proteins was selected 
from the 70 protein complexes of eight different categories according to the scheme 
of Chakrabarti and Janin [10] after removal of proteins with fewer than 10 residues 
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and keeping proteins with sequence identity < 30%. These eight different categories 
of heterocomplexes are: antibody-antigen, protease-inhibitor, enzyme complexes, 
large protein complexes, G-proteins, cell cycle, signal transduction and 
miscellaneous. The proteins used in this study are listed in the Appendix. 

4.1.2   Surface and Interface Residues 
Surface residues were obtained from the corresponding PDB files of proteins using 
the server InterProSurf1 and interface residues of the corresponding PDB files were 
obtained from the protein-protein interaction server of UCL2. From our dataset, we 
obtained 1789 positive examples corresponding to interface residues and 4261 
negative examples corresponding to non-interface residues.  

4.2   Performance Measures 

To evaluate the effectiveness of this approach, we performed leave-one-out cross 
validation. In each experiment, an SVM classifier was trained using a training set of 
1650 randomly chosen interface residues and equal number of non-interface residues 
from 60 proteins. The trained classifier was then used to classify the surface residues 
of the remaining protein into interface or non-interface residues. The following 
measures were used to evaluate the model. 

Sensitivity+ =
FNTP

TP

+
, Specificity+ =

FPTP

TP

+
, Accuracy = 

N

TNTP +
 and 

Correlation coefficient = 
))()()(( FNTNFPTNFPTPFNTP

FNFPTNTP

++++
×−×

    

where, TP = number of true positives, FP = number of false positives, TN = number 
of true negatives, FN = the number of false negatives. Sensitivity+ measures the 
fraction of interface residues that are identified as such and Specificity+ measures the 
fraction of the predicted interface residues that are actually interface residues. 
Accuracy computes the estimated probability of correct predictions. Correlation 
coefficient (CC), which ranges from -1 to +1, is a measure of how well the predicted 
class labels correlate with the actual class labels. Performance was also measured in 
terms of receiver operating characteristics (ROC) analysis. 

5   Experiments and Results 

An investigation on sequence neighbourhood of protein-protein interface residues in a 
set of 33 proteins reported that 98% of protein-protein interface residues have at least 
one additional residue within 4 positions of N- or C- terminal and 74% have at least 4 
[11]. In this study, window size 9 (4 on each side of the target residue) was chosen as 
suggested in the above study. 

We used secondary structures interface propensities along with sequence 
neighbourhood. Table 1 compares results obtained using sequence neighbourhood 

                                                           
1 http://curie.utmb.edu/prosurf.html 
2 http://www.biochem.ucl.ac.uk/bsm/PP/server 
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only (shown under the SVM column heading) and incorporating other properties. 
Results indicate no significant preference for -sheet to be on the binding site while 
preference for -helix is a bit stronger, though in some previous experiments 
contradictory results were reported in favour of both -helix and -sheets [6, 12]. 
However, such properties were not yet investigated along with sequence 
neighbourhood. But both the previous investigations [6, 12] found strong preference 
for coil to be on the binding site. Therefore, coil interface propensity was chosen as 
additional inputs to SVM.  

Table 1. Performance of the prediction model incorporating different physio-chemical 
properties. SVM stands for model with sequence neighbourhood only. 

SVM     SVM 
 helix  sheet coil  RIP RIP + coil 

Sensitivity+ (%) 61.2 61 61 62 63 63.1 
Specificity+ (%) 40.4 41 40 41 42 42 

Accuracy (%) 61.8 62 61 62 62 63.3 
Correlation 
Coefficient 

0.216 0.22 0.20 0.22 0.24 0.242 

 
The residue interface propensities (RIP) revealed that hydrophobic residues favour 

interface locations, in addition the charged residue arginine and polar aromatic 
residues such as tryptophan, tyrosine and histidine show preferences for the interface. 
This property was chosen because it incorporates effect of both hydrophobic and 
hydrophilic effects. When RIP was used along with sequence neighbourhood the 
sensitivity+ and specificity+ increased by 1.8% and 1.6% respectively with an 
increase of CC by 2.4%. When both RIP and coil interface propensity were 
incorporated in the model, results show improvement in sensitivity+, specificity+, 
accuracy and CC by 1.9%, 1.6%, 1.5 and 2.6%, respectively. 

Gallet et al. [13] proposed a method to identify interface residues using sequence 
hydrophobicity analysis. On a dataset of non-redundant proteins they reported 51% 
accuracy with correlation coefficient -0.02. In our study, the accuracy of prediction 
using SVM is 61.2% with correlation coefficient of 0.216. When residue interface and 
coil interface propensity were added accuracy improved to 63.1% with correlation 
coefficient 0.242. This indicates that the proposed SVM model could lead to better 
prediction performance.  

A control experiment was also carried out to compare its performance with random 
predictions in which case class labels were randomly shuffled to destroy the 
attributes-class relationship in the original dataset. The correlation coefficient 
obtained on the class label shuffled dataset is -0.003 (as compared to 0.242 in the 
original database). This means that our model performs significantly better than 
random prediction. A protein can interact with multiple proteins, and residues 
identified here as false positives could be in fact interface residues of other partners 
not known yet other than their known partners in databases.  

In addition to the above measures, model performance was also evaluated in terms 
of receiver operating characteristics (ROC). The area under the ROC curve (AUC) of 
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Fig. 2. ROC plot. SVM, SVM with RIP and SVM with RIP and coil interface propensity. 

the model with and without different properties is shows in Figure 2 which also 
supports improved performance when properties are added. 

We also investigated the effectiveness of a recently proposed coding scheme [1].  
This coding encodes each amino acid into a four-element vector. Results show 
degrades in performances (Table 2). This may be because the relative weight of 
residues in a sequence is not represented well by this scheme. To investigate the effect 
of hydrophobicity, we used it along with sequence neighbourhood but no significant 
improvements found (results not shown). This again establishes the fact that 
hydrophobicity distribution of individual amino acid residues may not have any 
significant impact on proteins binding sites. 

Table 2. Comparison of SVM with residue coded by binary numbers and with residue coded 
with properties [1] 

 SVM (20-bit vector) SVM (4-element vector) 
Sensitivity+ (%) 61.2 54 
Specificity+ (%) 40.4 35 
Accuracy (%) 61.8 57 
Correlation 
Coefficient 

0.216 0.11 

6   Conclusion 

This method falls in the broad category of sequence based methods. Predicting protein 
interface residues from protein sequence and its unbound structures are of great interests 
because large numbers of protein complexes are still not solved experimentally. 

One of the aims of this paper was to investigate whether properties of protein 
surface residues could be used along with sequence neighborhood to improve 
prediction of binding sites. Experimental results demonstrate that the use of coil 
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interface propensity and RIP in conjunction with sequence neighborhood as inputs to 
SVM predictor leads to better performance measured in terms of widely used 
performance metrics. 

There are other residue properties that also need to be investigated. Neuvirth et al. 
[6] considered 13 different properties of residues and atoms. Future studies will 
include incorporation of other properties with sequence neighborhood as inputs to the 
classifier and investigating their impact in predicting interface residues. 
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List of 61 proteins used in this study: 1a0oB, 1a2kA, 1a2kC, 1agrE, 1aipA, 1aipC, 1ak4A, 
1ak4C, 1ao7A, 1brsA, 1brsD, 1bthP, 1choI, 1danT, 1dfjE, 1dfjE, 1dfjI, 1dhkA, 1dhkB, 1dkgD, 
1efnA, 1efnB, 1fc2C, 1fc2D, 1finA, 1finB, 1fleI, 1fssA, 1fssB, 1glaF, 1glaG, 1glaG, 1gotB, 
1guaA, 1hiaA, 1hiaB, 1hiaI, 1hwgA, 1hwgB, 1kb5A, 1melA, 1nsnS, 1qfuA, 1qfuB, 1danU, 
1sebA, 1sebD, 1stfE, 1stfI, 1tbqR, 1tgsI, 1tocR, 1tx4A, 1tx4B, 1udiE, 1udiI, 1ydrE, 2jelH, 
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Abstract. How to predict subcellular multi-locations of proteins with
machine learning techniques is a challenging problem in computational
biology community. Regarding the protein multi-location problem as a
multi-label pattern classification problem, we propose a new predicting
method for dealing with the protein subcellular localization problem in
this paper. Two key points of the proposed method are to divide a seri-
ously unbalanced multi-location problem into a number of more balanced
two-class subproblems by using the part-versus-part task decomposition
approach, and learn all of the subproblems by using the min-max mod-
ular support vector machine (M3-SVM). To evaluate the effectiveness of
the proposed method, we perform experiments on yeast protein data set
by using two kinds of task decomposition strategies and three kinds of
feature extraction methods. The experimental results demonstrate that
our method achieves the highest prediction accuracy, which is much bet-
ter than that obtained by the existing approach based on the traditional
support vector machine.

1 Introduction

The localization of a protein in a cell is very important for understanding its func-
tion. Due to the difficulties of conducting biological experiments to determine
the subcellular locations, a lot of efforts have been made to develop automatic
tools for localization. As the numbers of new genome and protein sequences in
the public databases have increased dramatically in recent years, methods based
on analyzing protein sequences have been largely developed. In 1994, Nakashima
and Nishikawa discriminated intracellular and extracellular proteins successfully
by amino acid composition and residue-pair frequencies [1]. Till now, many lo-
cations have been successfully discriminated and various pattern classification
and machine learning methods have been used, such as Mahalanobis distance
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[2], neural network [3], hidden Markov model (HMM) [4] and support vector
machine [5].

Most of these researches focus on mono-locational proteins, i.e., proteins ex-
isting in only one location. However, a lot of proteins bear multi-locational char-
acteristics. According to our statistics of Swiss-Prot database [8], there are more
than five thousands proteins locating in more than one location. Recently, Cai
and Chou first tackled the classification of multi-locational proteins in yeast [10].
They used GO-FunD-PseAA method, which hybridizes gene ontology, functional
domain composition and pseudo-amino acid composition approach. Although
this method improves the prediction accuracy a lot, it fails to give a general
classification method for this multi-location problem. In addition, there are a
large portion of proteins lack the information like GO and FunD.

In this paper, we apply M3-SVM to solve the problem. Several feature extrac-
tion methods are also discussed, including amino acid composition, amino acid
pair composition and segmentation method. A series of standard measures are
used to evaluate the classification performance. The experimental results show
that using M3-SVM and the part-versus-part strategy can get a much higher
prediction accuracy than traditional SVM and other classification methods.

2 Our Method

2.1 Min-Max Modular Support Vector Machine

The min-max modular network has been shown to be an efficient classifier, espe-
cially in solving large-scale and complex multi-class pattern classification prob-
lems [6]. It divides a complex classification problem into many small indepen-
dent two-class classification problems, which can be learned parallelly without
communication with each other. And then it integrates these modules to get
a final solution to the original problem according to two module combination
rules, namely minimization and maximization principles. The min-max modular
support vector machine [7], which use SVM as base classifier and M3 network
structure, has been successfully used in many pattern classification problems,
such as text categorization, human face recognition and industrial fault image
detection.

2.2 Part-Versus-Part Strategy

As for multi-class problems, one-versus-rest decomposition is usually used [9].
Given a K-class multi-label problem, its training set is as follows:

X = {(xm, tm)}l
m=1, tm = {tkm}, k = 1, ..., τm (1)

where xm ∈ Rn is the mth sample in the data set, tm is the label set of xm, tkm
is the kth label of xm, and τm denotes the number of labels of xm.

Decompose the K-class multi-label problem T to K two-class problems Ti, i =
1, ...,K. The training set of Ti is defined as

Xi = {(xi+
m ,+1)}l+i

m=1 ∪ {(xi−
m ,−1)}l−i

m=1 (2)
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Fig. 1. A multi-label problem di-
vided into several two-class subprob-
lems with the one-versus-rest strategy

Fig. 2. Decomposition of a seriously unbal-
anced multi-lable problem into a number
of balanced two-class subproblems with the
part-versus-part strategy for M3-SVM

where l+i is the number of positive samples of the two-class problem Ti, and l−i
is the number of the negative samples. For Ti, positive samples are those whose
label sets contain the label Ci and negative samples are the remaining ones.
Figure 1 depicts a multi-label problem divided into several two-class subproblems
with the one-versus-rest strategy and SVM as the two-class classifier.

Considering that many biological problems have unbalanced data distribution
for the classes, such as proteins occurring in Cytoplasmic, Nuclear and Plasma
membrane being much more than those in other locations, we adopt part-versus-
part strategy here [7]. An important advantage of the part-versus-part method
over existing popular pairwise-classification approach is that a large-scale two-
class subproblem can be further divided into a number of relatively smaller and
balanced two-class subproblems, and fast training of SVMs on massive multi-class
classification problems can be easily implemented in a massively parallel way.

The part-versus-part decomposition is straightforward which further decom-
poses the two-class problems to smaller ones as shown in Figure 2. For a two-class
problem Ti, its positive and negative training set X+

i and X−
i can be further

decomposed into N+
i and N−

i subsets, where 1 ≤ N+
i ≤ l+i , 1 ≤ N−

i ≤ l−i .

X+
ij = {(x+

m,+1)}l+ij

m=1, j = 1, ..., N+
i (3)

X−
ij = {(x−m,−1)}l−ij

m=1, j = 1, ..., N−
i (4)

The l+ij and l−ij are numbers of samples in X+
ij and X−

ij , respectively.
After the original problem is divided into related balanced subproblems, each

of which can be handled by a SVM. And We use min-max modular network to
organize all the subproblem together.

2.3 Task Decomposition

Task decomposition is a key problem for M3-SVM. A good decomposition
method can maintain or even improve the generalization performance. In this
paper, we use two kinds of methods, namely random decomposition and hy-
perplane decomposition [13]. The former is simple and straightforward. Given a
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specific module size, it chooses samples randomly from the training set to form
a new smaller training set. This method can not obtain a stable performance
and may hurt the generalization ability sometimes.

As for the hyperplane decomposition method, a series of specific hyperplanes
are introduced and the training data are sorted according to their distances to
the hyperplanes. Then the ordered sequence of training data will be divided into
relatively balanced subsets.

3 Results and Discussion

3.1 Data Set

We conducted experiments on a data set collected from Swiss-Prot according to
the list of codes of the 4,709 budding yeast proteins given in [10]. None of the
proteins included here has 40% sequence identity with any other. Because some
sequences are absent in the database, the data set we used is 19 ones less than
theirs. But it would not has much impact on the overall accuracy. The distribu-
tion of the data set is listed in Tables 1 and 2. We adopted 10-fold cross-validation
test. All experiments were performed on a 3GHz Pentium 4 PC with 2GB RAM.

Table 1. Numbers of proteins for every class

Location Sequence No. Location Sequence No.
Actin 29 Lipid particle 19
Bud 23 Microtubule 20
Bud neck 59 Mitochondrion 491
Cell periphery 104 Nuclear periphery 59
Cytoplasm 1565 Nucleolus 156
Early Golgi 51 Nucleus 1323
Endosome 43 Peroxisome 20
ER 271 Punctuate composite 123
ER to Golgi 6 Spindle pole 58
Golgi 40 Vacuolar membrane 54
Late Golgi 36 Vacuole 129
Summation of all classes 4679
Number of different proteins 3536

Table 2. Distribution of multi-locational proteins

Number of Locations 1 2 3 4 5
Number of Sequences 2465 1007 57 6 1

3.2 Experimental Results

A proper representation for protein sequences is very important to the classifica-
tion of proteins. Researchers have developed a lot of features extraction methods
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for protein sequences. Here we experimented three approaches: amino acid com-
position (AAC), amino acid pair composition (AAP) and segmentation method
(SEG)[12]. Each protein in the data set of l proteins will be characterized by a
vector vi(i = 1, · · · , l), which represents sequence features.

AAC is a conventional method which converts a protein sequence S to a vector
v = {a1, a2, . . . , a20}, where ai(1 ≤ i ≤ 20) reflects the occurrence frequency of
one of the 20 amino acids ({A, C, D, E, F, G, H, I, K, L, M, N, P, Q, R, S, T, V,
W, Y}) in a protein. AAP contains 400 components, each representing an amino
acid pair composition by counting two adjacent amino acids overlappingly. The
SEG method regards protein sequences as text and segment them nonoverlap-
pingly by match words in an established dictionary. The length of words used for
segmentation is not limited to two but determined according to need. Moreover,
it does not use all the k-mers but select informative ones by some criteria. Here
we establish a dictionary of 30 words, including 20 amino acid, 5 most frequent
amino acid pair and 5 3-kmers. The SEG method performs the best with tra-
ditional SVM. All of the three methods can obtain better prediction accuracy
using M3-SVM.

To evaluate the effectiveness of the multi-label classification comprehensively,
we use recall, precision and F1 measure for each class. We trained the classifier
with a RBF kernel and set the module size of M3-SVM to 100. Since the task

Table 3. Results by using SVM and M3-SVM

Location M3-SVM(R) M3-SVM(H) SVM
R P F1 R P F1 R P F1

Actin 13.8 4.1 6.3 17.2 13.9 15.4 0.0 0.0 0.0
Bud 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Bud neck 76.3 3.5 6.7 54.2 5.3 9.7 1.7 33.3 3.2
Cell periphery 15.4 6.6 9.2 26.9 7.5 11.7 1.0 9.1 1.7
Cytoplasm 96.3 46.4 62.4 87.5 46.8 61.0 80.3 56.2 66.3
Early Golgi 33.3 7.8 12.6 35.3 7.7 12.6 0.0 0.0 0.0
Endosome 9.3 2.5 3.9 20.9 2.8 5.0 0.0 0.0 0.0
Endoplasmic reticulum 52.8 23.4 32.4 64.9 20.8 31.5 33.9 45.1 38.7
ER to Golgi 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Golgi 10.0 2.9 4.5 5.0 3.9 4.4 2.5 50.0 4.8
Late Golgi 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Lipid particle 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Microtubule 5.0 2.0 2.8 0.0 0.0 0.0 0.0 0.0 0.0
Mitochondrion 75.4 23.9 36.3 69.5 31.8 43.7 40.5 55.3 46.8
Nuclear periphery 6.8 2.7 3.8 27.1 5.3 8.8 8.5 38.5 13.9
Nucleolus 61.5 8.7 15.2 58.3 9.8 16.8 1.3 28.6 2.5
Nucleus 46.3 44.5 45.4 86.3 40.9 55.5 41.2 57.1 47.8
Peroxisome 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Punctate composite 12.2 3.0 4.8 54.5 4.7 8.7 0.0 0.0 0.0
Spindle pole 31.0 10.3 15.5 51.7 10.0 16.7 1.7 100.0 3.4
Vacuolar membrane 11.1 4.0 5.9 14.8 5.7 8.2 0.0 0.0 0.0
Vacuole 41.1 11.9 18.4 63.6 10.7 18.3 3.9 17.9 6.4
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decomposition is one of the two key problems of M3-SVM, two kinds of task
decomposition methods were experimented. One is the random task decomposi-
tion strategy, the other is hyperplane task decomposition strategy. The detailed
values of recall, precision, F1 of 22 classes are given in Tables 3. Here amino acid
composition method is adopted. Let M3-SVM(R) stand for M3-SVM with the
random strategy, and M3-SVM(H) the hyperplane strategy.

From the experimental results, we can observe that M3-SVM(H) performs the
best among the three methods. And many small classes were successfully dis-
criminated by using M3-SVM with part-versus-part decomposition, while SVM
classified all the proteins to several big classes.

3.3 Comparison with Other Methods

Chou and Cai has reported that the likelihood of hitting the localization of a
protein in budding yeast could be as high as 90% [14] using GO-FunD-PseAA
method. In their method, gene ontology and functional domain knowledge are
used for prediction. Since we aim to propose a general classification method,
we make comparisons with other methods based on the same feature vectors,
i.e., the amino acid composition. The Least Euclidean Distance algorithm, Least
Hamming Distance algorithm and ProtLoc predictor obtained success rates of
13.89, 14.03 and 13.95%, respectively [10]. According to our experimental results,
traditional SVM obtained overall success rate of 46%. The M3-SVM(H) and
M3-SVM(R) obtained accuracies of 73% and 64%, respectively, which are much
higher than other classification methods.

4 Conclusions and Future Work

This study focuses on seeking efficient classification method to predict subcellular
locations for proteins existing in one or more locations. We apply M3-SVM and
part-versus-part strategy to solve this multi-label problem. And several feature
extraction methods for protein sequences are compared. The experiments were
conducted on a data set of yeast proteins. Results show that the classification
method we proposed is superior to other methods on a series of performance
measures and improves the accuracy significantly.

As a future work, we will consider referring other available field knowledge
to get more precise prediction results. And now we are constructing large-scale
data sets covering various species from Swiss-Prot. We believe that our methods
will be competent in solving new complex classification tasks.
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Abstract. Guessing the boundaries of structural domains has been an important 
and challenging problem in experimental and computational structural biology. 
Predictions were based on intuition, biochemical properties, statistics, sequence 
homology and other aspects of predicted protein structure. In this paper a 
promising method for detecting the domain structure of a protein from sequence 
information alone was presented. The method is based on analyzing multiple 
sequence alignments that are derived from a database search. Multiple measures 
are defined to quantify the domain information content of each position along the 
sequence and are combined into a single predictor using support vector 
machines. The overall accuracy of the method for a single protein chains dataset, 
is about 85%. The result demonstrates that the utility of the method can help not 
only in predicting the complete 3D structure of a protein but also in the study of 
proteins’ building blocks and for functional analysis. 

1   Introduction 

The prediction of protein structure is that the three dimensional structure of protein is 
predicted from the sequences of amino acid. Domain structure is one of the structure 
levels of protein, which is considered as the fundamental unit of the protein structure, 
folding, function, evolution and design [1]. A protein may be comprised of a single 
domain or several different domains, or several copies of the same domain. It is the 
domain structure of a protein that determines its function, the biological pathways in 
which it is involved and the molecules it interacts with.  

Detecting the domain structure of a protein is a challenging problem. Previous 
methods for domain detection could be roughly classified into five categories: (i) 
Methods based on the use of similarity searches and multiple alignments to delineate 
domain boundaries. Methods like Domainer [2], DOMO [3] and Domination [4] fall in 
this category. (ii) Methods that rely on expert experiences on known protein structures 
to identify the domains. SCOP [5], CATH [6] fall in this category. (iii) Methods that try 
to infer domain boundaries by using the dimensional structure of proteins. DALI [7], 
PDP [8] and DomainParser [9] are examples of this approach. (iv)Methods that utilize 
the representational special structure to construct models like HMMs to identify other 
members of the family such as Pfam [10] and SMART [11]. (v) Other methods, that do 
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not fall into any of the previous categories (domain guess by size [12] and based on the 
conformational entropy [13]). 

Generally structural information can help in detecting the domain structure of a 
protein. Domain delineation based on structure is currently best done manually by 
experts and the SCOP domain classification, which is based on extensive expert 
knowledge, is an excellent example. However, structural information is available for 
only a small portion of the protein space. And with the current rapid growth in the 
number of sequences with unknown structures, it is very important not only to 
accurately define protein structural domains, but to predict domain boundaries on the 
basis of amino-acid sequence alone. 

Given a query sequence, our algorithm starts by searching the protein sequence 
database and generating a multiple alignment of all significant hits. The columns of the 
multiple alignment are analyzed using a variety of sources to define scores that reflect 
the domain-information-content of alignment columns. Information theory based 
principles are employed to maximize the information content. These scores are then 
combined using a support vector machine to label single columns as core-domain or 
boundary positions The overall accuracy of the method for a single protein chains 
dataset, is about 85 %. The result demonstrates that the utility of the method can help 
not only in predicting the complete 3D structure of a protein but also in the study of 
proteins’ building blocks and for functional analysis. 

2   Datasets 

The SCOP database, the up to date version 1.65, which include 20,619 proteins and 
54,745 chains. For consideration of the personal computer we focus on the proteins 
which have only one chain. The datasets are selected according to the statistical results 
respectively on the single domain and more than two domains. Then among the 3960 
protein chains that have single domain, the length between 40 and 300 and 
representative fold 142 chains are, whose homologous proteins are 55.13% of all of the 
proteins with single chain and single domain. And there are 66 chains from 596 protein 
chains with the length between 200 and 400 and representative fold, whose 
homologous proteins are 49.79% of all of the proteins with more chains and more 
domains. 

3   Feature Extraction 

3.1   Domain Definitions 

For each protein chain we defined the domain positions to be the positions that are at 
least x residues apart from a domain boundary. Domain boundaries are obtained from 
SCOP definitions where for a SCOP definition of the form (start1; end1)::(startn; endn) 
the domain boundaries are set to (endi+starti+1)/2. All positions that are within x 
residues from domain boundaries are considered boundary positions. This process 
allows us to classify all the positions in the proteins being considered as domain or 
boundary positions.  
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3.2   The Domain-Information-Content of an Alignment Column 

Sequence alignments provide a powerful way to compare novel sequences. BLAST 
2.0, (Basic Local Alignment Search Tool), provides a method for rapid searching of 
nucleotide and protein databases. PSI-BLAST is an important tool for predicting both 
biochemical activities and function from sequence relationships. 

To quantify the likelihood that a sequence position is part of a domain, or at the 
boundary of a domain we defined several measures based on the multiple alignments 
that we believe reflect structural properties of proteins and would therefore be 
informative of the domain structure of the seed protein. While some of these measures 
are more directly related to structural properties than others, none of these measures 
actually rely on structural information, as our goal was to devise a novel technique that 
can suggest domain delineation from sequence information alone.  

3.2.1   Conservation Measures  
Multiple alignments of protein families can expose the core positions along the 
backbone that are crucial to stabilize the protein structure, or play an important 
functional role. These positions tend to be more conserved than others and strongly 
favor amino acids with similar and very specific physio-chemical properties. 

Amino acid entropy: One possible measure of the conservation of an alignment column 
is given by the entropy of the corresponding distribution. For a given probability 
distribution P over the set A of the 20 amino acids P = (p1, p2, …, p20)t, the entropy is 
defined as 

=

−=
20

1
2log)(

i
iia ppPE

 
(1) 

This is a measure of the disorder or uncertainty we have about the type of amino acid 
in each position. In information theory terms, the entropy is the average number of bits 
needed to encode an arbitrary member of A . 

Class entropy: Quite frequently one may observe positions in protein families that have 
a preference for a class of amino acids, all of which have similar physio-chemical 
properties. The amino acid entropy measure is not effective in such cases since it 
ignores amino acid similarities. We tried a new criterion and method for amino acid 
classification [14]. The 20 amino acid residues are divided into subsets according to the 
criterion which is based on the description of protein evolution by a Markov process 
and the corresponding matrix of instantaneous replacement rates. In order for 
groupings to be interpretable in terms of the processes of evolutionary replacement of 
amino acids, the standard amino acid replacement matrices PAM and WAG are used, 
which lead to different two groupings. The grouping from the ordered PAM matrix is 
{A,R,N,D,Q,E,G,H,I,K,M,P,S,T,V}, {C}, {L,F,Y}, {W}. And the grouping from the 
ordered WAG matrix is {A,R,N,D,Q,E,G,H,K,P,S,T}, {C,I,V}, {M,L,F,Y}, 
{W}.Given the set C of amino acid classes and the empirical probabilities P the class 
entropy is defined in a similar way to the amino acid entropy.  
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3.2.2   Consistency and Correlation Measures 
Since protein domains are believed to be stable building blocks of protein folds, it is 
reasonable to assume that all appearances of a domain in database sequences will 
maintain the domain’s integrity. However, domains may be coupled with other 
domains and therefore a sequence alignment will not be informative. Integrating the 
information from multiple sequences can generate a strong signal, indicative of domain 
boundaries by detecting changes in sequence participation and evolutionary 
divergence. We quote several different measures from [15]. These measures quantify 
the consistency and correlation of neighboring columns in an alignment.  
Consistency: This simple coarse-grained measure is based on sequence counts. The 
measure is defined as the difference in sequence counts of a column and the average of 
the surrounding columns in a window of size w. If ck is the sequence count in position k 
then  
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Asymmetric correlation: This is a more refined measure that considers the consistency 
of individual sequences and sums their contributions. To measure the correlation of two 
columns we first transform each alignment column into a binary vector of dimension n 
(the number of sequences in the alignment) with 1’s signifying aligned residues and 0’s 
for gaps. Given two binary vectors u and v their asymmetric correlation (bitwise 
AND) is defined as 
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Symmetric correlation: the asymmetric correlation measure does not reward for 
sequences that are missing from both positions. However, these may reinforce a weak 
signal based only on participating sequences. The symmetric correlation measure 
corrects this by using bitwise XNOR when comparing two alignment columns, i.e.  
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where δ  is the delta function yxyx =⇔=1),(δ . 

To enhance the signal and smooth random fluctuations the contributions of all 
positions in a local neighborhood around a sequence position are added, and all 
correlation measures for an alignment column are calculated as the average correlation 
over a window of size w centered at the column (the parameter w is optimized, as 
described in section Appendix ). 

3.2.3   Measures of Structural Flexibility 
Regions of substantial structural flexibility in a protein often correspond to domain 
boundaries where the structure is usually exposed and less constrained. Indel entropy: 
In a multiple alignment of related sequences, positions with indels with respect to the 
seed sequence indicate regions where there is a certain level of structural flexibility. 
The larger the number of insertions and the more prominent the variability in the indel 
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length at a position the more flexible we would expect the structure to be in that region. 
The indel entropy based on the distribution of indel lengths is defined as 

−=
i

iig ppPE 2log)(  
(6) 

where the pi are the various indel lengths seen at a position. 

3.3   The Conformational Entropy of Seed Sequence 

In this work, we refer to a new method [13] to predict domain boundary from protein 
sequence alone using a simple physical approach based on the fact that the protein 
unique three dimensional structure is a result of the balance between the gain of 
attractive native interactions and the loss of conformational entropy, that is, that the 
topology of the chain determines how much the chain entropy is lost as native 
interactions are formed. Considering here the conformational entropy as the number of 
degrees of freedom on the angles φ,ψ and χ for each amino acid along the chain, the 
method for domain boundary prediction relies on finding the extreme values in a latent 
entropy profile. And the number of degrees of freedom for the angles φ,ψ and χ is 
determined for each residue in Table 1.

Number of degrees of freedom for the angles φ,ψ andχ for each amino acid 

aa A E Q D N L G K S V R T P I M F Y C W H 

n 2 5 5 4 4 4 3 6 4 3 6 4 1 4 5 4 5 4 4 4 

(aa) The name of the residue shown in one letter code, (n) the number of degrees of freedom. 

4   The SVMs Learning System 

Support Vector machines (SVMs) are a new statistical learning technique that can be 
seen as a new method for training classifiers based on polynomial functions, radial 
basis functions, neural networks, splines or other functions. At present Sequential 
Minimal Optimization (SMO) algorithm is a quite efficient method for training 
large-scale SVMs . The SVMs trained by improved SMO algorithm [15] are used to 
identify the boundary positions of protein domains in this paper. Without loss of 
generality we choose the SVMs coupled with the RBF kernel widely used in pattern 
recognition. Then two SVMs parameters have to be chosen prior to training: 2σ , the 
RBF kernel smoothing parameter, and C  the (soft margin) SVMs training error to 
generalization performance trade-off parameter. 
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To find the best pair of C and 2σ .over some ranges, a grid search using 
cross-validation is employed. Since there are only limited numbers of instances 
obtained by the time-consuming alignment running on PC, we adopt a k-fold (k = 5 in 
this study) cross-validation procedure for an unbiased evaluation, which is a common 
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technique used in the machine learning community for model selection. all the 
examples in the dataset are eventually used for both training and testing. In the k-fold 
cross-validation, we do not divide the amino acids but the sequence into k subsets of 
approximately equal size for the integrality of the protein. The performance for each 
classifier is evaluated in terms of accuracy, which is defined as follows:         

( ) NTNTParrucacy /+=  (8) 

where TP, TN and N denote true positive, true negative and the total of the samples, 
respectively.  

 

Fig. 1. Curves of the accuracy vary with the combinations (C , 2σ ) 

5   Analysis of Results 

The SVMs parameters grid search was iterated over the following values: 
{ }10912 2,2,,2,2 −−=C  and { }87452 2,2,,2,2 −−σ . The smaller values for C and the 

larger values for 2σ make the accuracies increase as well as result in the more simple 
decision surfaces , and vice-versa. The accuracy gets the maximal value of 86.22% at 

03.0,1024 2 == σC  after running 104 minutes, while it gets the minimal value of 

84.75% at 128,5.0 2 == σC  after only running 2 minutes. As the result of the 

minimal value only 1.47 percent less than the maximal one, the learning system is not 
highly sensitive to the parameters of C and 2σ . After the further observation to the 
Figure 1 the accuracy gets the local maximum at 1,64 2 == σC  as well as the 

consume time does not exceed 3 minutes. The combination is regarded as the 
parameters of the SVMs for the trade-off between the accuracy and the time.  

6   Summary and Outlook 

In this paper we presented a promising method for detecting the domain structure of a 
protein from sequence information alone. Firstly each protein in the selected dataset has 
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to been aligned in sequence databases. To quantify the likelihood that a sequence 
position is part of a domain, or at the boundary of a domain we defined several 
measures based on the multiple alignments that reflect structural properties of proteins. 
And the scores are calculated not only from the single column of alignments but also 
among several columns. Besides the conformational entropy of the seed sequence is 
considered. Further more the information theory principles are used to optimize the 
scores. Finally support vector machines with RBF kernel are trained to learn a 
non-linear mapping from the original scores to a single output. And a grid search using 
cross-validation is employed in order to identify a good C and 2σ .pair that are the two 
SVMs parameters. At last the prediction of protein domain from sequence gets the 
accuracy about 85% by the method, which hopefully show a significant improvement 
for the biological macromolecular constructions in bioinformatics. For further validate 
our method the datasets have to been enlarged in the near future. The majority of the 
samples in SVMs called strong class, and the minority called weak class. The boundary 
of protein domain is the weak class. Another possible improvement is the SVMs 
specifically for our learning system. 
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Appendix 

The parameters mentioned in section 3.3 should be optimized for the learning system. 
One is CLASS , the two different values in calculating class entropy. The other three 
are smoothing factors the windows of size w mentioned in eq. (3),(4),(5), respectively. 
The running time and accuracy with the combinations of the parameters are listed in 
Table 2. 

 Results with several parameters 

CLASS CSW CAW CW TIME ACCURACY CLASS CSW CAW CW TIME ACCURACY 

1 2 2 2 193 85.08% 2 2 2 2 195 85.05% 

1 2 3 2 194 85.06% 2 2 3 2 196 85.07% 

1 3 3 2 199 85.08% 2 3 3 2 195 85.08% 

1 3 3 3 208 85.19% 2 3 3 3 199 85.19% 

1 4 3 3 208 85.16% 2 4 3 3 201 85.17% 

1 4 4 3 206 85.19% 2 4 4 3 202 85.17% 

1 4 4 4 205 85.24% 2 4 4 4 200 85.25% 

1 5 5 4 207 85.21% 2 5 5 4 200 85.23% 

1 5 5 5 198 85.39% 2 5 5 5 197 85.37% 

1 6 6 5 200 85.37% 2 6 6 5 198 85.39% 

1 6 6 6 197 85.48% 2 6 6 6 193 85.47% 

1 7 7 7 192 85.50% 2 7 7 7 190 85.50% 

1 8 8 8 190 85.54% 2 8 8 8 184 85.55% 

1 9 9 9 188 85.55% 2 9 9 9 185 85.52% 
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Abstract. Protein phosphorylation at Serine(S), Threonine(T) or Ty-
rosine(Y) residues is an important reversible post-translational modifica-
tion, and it is an important mechanism for modulating(regulating) many
cellular processes such as proliferation, differentiation and apoptosis. Ex-
perimental identification of phosphorylation site is labor-intensive and
often limited by the availability and optimization of enzymatic reaction.
In silico prediction methods may facilitate the identification of potential
phosphorylation sites with ease. Methods based on primary protein se-
quences is much desirable and popular for its convenience and fast speed.
It is obvious that structural-based methods show excellent performance,
however, the 3-D structure information of protein is very limited com-
pared to the huge number of protein in the public databases. Here we
present a novel and accurate computational method named NNPhos-
PhoK: sequence and structural-based neural network method of protein
phosphorylation sites prediction with considering specific kinase. The
data in this paper is from Phospho.ELM[1].We test NNPhosPhoK with
both simulational and real data, whatever in speed or in accuracy, we
can realize that NNPhosPhoK shows greater computational ability with
superior performance compared to two existing phosphorylation sites
prediction system: ScanSite 2.0[2] and PredPhospho[3].

Keywords: Neural Network; phosphorylation site predicting; protein
kinase; protein structure; PKA; IKK.

1 Introduction

Reversible protein phosphorylation is considered as being a key event in many
signal transduction pathways of biological systems.Biochemically, this includes
a transfer of a phosphate moiety from a high-energy phosphate donor like ATP,
GTP, etc. to an acceptor amino acid like tyrosine,serine or threonine in a protein
chain. Eukaryotic protein kinases(short for PKs in this paper) form one of the
largest multigene families, and the full sequencing of the human genome has
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allowed the identification of almost all human protein kinases, representing about
1.7 − 2% of all human genes[4]. Protein kinases catalyze the phosphorylation
events that are essential for the regulation of cellular processes like metabolism,
proliferation, differentiation and apoptosis[5-9]. It is estimated that one-third of
all the proteins could be phosphorylated, and about half of kinome were disease-
or cancer-related by chromosomal mapping[4].

It is in urgent need to identify the substrates accompanied with their phos-
phorylation sites in large-scale Phosphoproteome, which would help drug design
greatly in order to improve our health. PKs’ substrates and their phosphoryla-
tion sites can be acquired in vivo or in vitro, although they are time-consuming,
labor-intensive and expensive. Recently, there are many interest in developing
novel technologies to acquire phosphorylation sites in large scale, such as mass
spectrometry (MS)[10], peptide microarray[11], and phosphospecific proteoly-
sis [12]. On the other hand, in silico prediction of phosphorylation sites based
on known primary protein sequences which have some the experimentally ver-
ified phosphorylation sites catalyzed by specific PKs is desirable and popular
for its convenience and fast speed. So far, there are many tools implemented by
computational biologist who almost applied sequences-based methods, such as
ScanSite[2], PredPhospho[3], GPS[4], etc.

In this paper, we present a novel method combinating protein structure infor-
mation and sequence information, and apply neural network technology. Obvi-
ously it is superior to methods without considering structure information. This
can greatly help biologists working efficiently. Crystallization studies indicate
that a region, between seven and twelve residues in size, surrounding the accep-
tor residue contacts the kinase active site[13].

2 Materials and Methods

2.1 Data Collection

We get the data set of phosphorylation sites from Phospho.ELM[1]. It contains
1552 substrates entries from different species covering 840 tyrosine, 2769 serine
and 648 threonine instances. After clustering some homologous Pks into a unique
group which contains at least 10 phosphorylated sites, we got 42 PK families/PK
groups including ABL, AMPK, ATM, BTK, CaM-II, CDK, CDK1, Cdk2, CHK2,
CK-1, CK-2, DNA-PK, EGFR, FAK, Fyn, GRK, GRK-2, GRK-3, GRK-5, GSK-
3beta, IKK, IR, Jak2, JNK, Lck, Lyn, MAP2K1, MAPK, MAPK14, PDK-1,
PGK/cGK, PK, PKA, PKB, PKC, Rho-kinase, S6K, SKF, Src, Syk, TRKB,
ZAP70, etc.

2.2 Analysis of Protein Primary Structure Information

Scoring Strategy. The biochemical characteristic of a phosphorylation site
mainly depend on the neighboring amino acids around the acceptor residue.
Phosphorylation site peptide PSP (m,n) means m upstream and n downstream.
In this article, we only consider the nine-peptide sequence PSP (4, 4) according
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the Crystallization studies. The amino acid substitute matrix BLOSUM62[14] is
selected to evaluate the similarity between two nine-peptide sequences. For two
amino acids a and b, the similarity between two peptides A and B with length
9 amino acids is defined as:

S = Sreal−Srand

Siden−Srand

Sreal =
∑9

i=1 Score(A[i], B[i]), for the two real sequences A and B

Siden =
9
i=1 Score(A[i],A[i])+Score(B[i],B[i])

2
Srand is the score of shuffled sequence A and B

Score(a, b) is defined as the substitute score between the two sequences in the
BLOSUM62[14]. The distance between them is defined as: D(A,B) = −logS. As
described in the above, the two peptides have similar biochemical characteristic
if their score is high enough.

Clustering Strategy. Taking all the PSP (4, 4) of a given kinase K as nodes,we
connect them with edge whose weight is the distance between the pair of nodes.
We adopt the Markov Cluster Algorithm(MCL for short)[15] to partition the
acquired graph into several clusters. After this operation, we get a set of clusters
of phosphorylation site peptides for each kinase, respectively. For each nine-
peptide sequence, we can calculate the score between it and each subset in the
cluster which produced by applying MCL to given kinase nine-peptide. And
we chose the maximum as the sequence information of this nine-peptide be
phosphorylated, of course, this maximum is also the first input item in our
neural network system which will formulate in the following.

2.3 Protein Secondary Structure Information

In [16], we can analyze statistically that most of the phosphorylation sites were
located in coil structures, while the ordered helical and extended structures were
much less presented. It summarized in Table 1. Nevertheless, one cannot conclude
from this study that all the phosphorylation sites must be in coiled conformation
since 20 − 30% of the sequence were predicted to be in helical or extended
structure. The related analysis in [16] also revealed that the phosphorylated
Serine residues seem to more frequently predicted in coiled conformation than
Tyreonine residues. On the other hand, both Serine and Threonine are located in
more coiled sequence than Tyrosine. This may be related to different bulkiness or
hydrophobicity of these amino acid side chains, probably influencing the spatial
protein structure. Since the spatial structure of many phosphorylated proteins
are not available, some secondary structure prediction algorithms (PHDSec[17],
nnpredict[18], and predator[19]) were used in the analysis. In this article, we
choose nnpredict[18] as the prediction tool. It takes the primary sequence as an
input and predict for each residue either a helical (H), an extended (E) or an
unordered (coiled, C) conformation. This secondary structure information can
be added into our neural network system as the second input item to improve
the prediction accuracy.
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Table 1. Result of secondary structure prediction of phosphorylation sequences

Residue Method Coil(C) Helical(H) Extended(E)
Serine nnpredict 81% 12% 7%

Predator 68% 24% 8%
PHDSec 76% 17% 6%

Threonine nnpredict 78% 13% 9%
Predator 61% 27% 12
PHDSec 70% 18% 12%

Tyrosine nnpredict 66% 21% 13%
Predator 58% 24% 18%
PHDSec 75% 14% 11%

2.4 Protein Tertiary Structure Information

In this article, we use the surface solvent accessibility to describe the location
of those phosphorylated residues in protein tertiary structure. This approach
classifies residues as either buried in protein core or exposed on the surface.
In[16], surface solvent exposure of the phosphorylation sites was estimated by
the PHDAcc solvent accessibility prediction algorithm[20]. The PHDAcc predicts
each residue in the sequence to be in a buried (B) or exposed (E) state in a water
solution. This article also summarized it in Table 2. From the table 2, we can
see that about 65 − 70% of all phosphorylation residues were predicted to be
on the surface of the protein. It supports that the phosphorylation sites should
be probably located on the surface of the substrate proteins to accessible for
protein kinase. Obviously, our neural network system also consider this tertiary
structure information, for more details in the following.

Table 2. Results of solvent accessibility predictions of phosphorylation sequences

Residue Method Exposed(E) Buried(B) Not predicted(N)
Serine PHDAcc 70% 25% 5%
Threonine PHDAcc 68% 25% 6%
Tyrosine PHDAcc 66% 29% 6%

2.5 Neural Network System

Protein Test Set and Parameters. Experimentally verified phosphorylation
sites were extracted mainly from Phospho.ELM[1], no sites were identical with a
nine-peptide sequence. Negative examples of phosphorylation sites were assigned
by the following approach: For each of the three acceptor types, a subset of the
protein entries were categorized as being well characterized. All acceptor residues
in the selected subsets, not reported as being phosphorylated, were assigned
as negative sites. Five parameters are derived for each nine-peptide sequence
(phosphorylated or non-phosphorylated) in all test protein dataset:
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– Sequence-based Conservation. For each nine-peptide sequence in test dataset,
we get the score embracing the conservation degree of phosphorylated by
specific kinase, by using the MCL algorithm described in the above.

– Secondary Structure. nnpredict[18] was used to extract the secondary struc-
ture for each phosphorylated site in the nine-peptide sequence. The nnpredict
classification was simplified to three categories: helix (H), sheet (E) or coil
/other (C).

– Tertiary Structure. PHDAcc[20] was used to extract the tertiary structure
information for each phosphorylated site in the nine-peptide sequence. The
PHDAcc solvent accessibility prediction algorithm predicts each residue in
the nine-peptide sequence to be in a buried (B) or exposed (E) state in a
water solution.

– Residue Type. Phosphorylated site is simplified to three categories: S (Ser-
ine) Thnoeine (T), Tyrosine (Y).

– Protein Kinase Type. In this article, We only consider 10 protein kinases in
which each contains greater than 100 phosphorylated sites.

Encoding. Sequence-based conservation score is encoded as a suitably scaled
factor between 0 and 1 before presentation to the network, Other parameters:
secondary structure, surface exposure information and residue type are encoded
using 1-of-C encoding. Secondary structure is encoded by three input parameters:
helix (H), sheet (E) and coil (C)/other. Tertiary structure is divided into two
categories: buried (B) and Exposed (E). Residue type is encoded by three input
parameters: S, T and Y. Protein Kinase type is encoded as an array of 10 inputs
where one input is set to 1 and the rest to 0.

An example encoding is shown in Figure 1 for a nine-peptide sequence (LS-
GLSFKRN) with sequence-based conservation score 7, acceptor residue sec-
ondary structure (C), and exposed in protein surface (E), residue type (S).
protein kinase type (IKK).

7 1 0 0 1 0 1 0 0 0 1 0 0 0 0

Cons. SS TS Residue Type(S) Kinase Type

Fig. 1. Example of the neural network input encoding

Training the Neural Networking. The neural network used is FFNN[21],
a feed forward neural networking trained using a scaled conjugate gradients
algorithm[see Figure 2]. One Hidden-layer architecture is used in our case. In
order to accurately measure the performance of the network it is trained using
a ten fold cross validation experiment. The dataset is divided into ten equal
subgroups, and the in each training run nine of the groups are used for training,
while the network is tested on the single remaining group. The network is run
ten times using a different subgroup as the test group each time. Training is for
100 epochs, in every case the network converged to a stable error-level before
training is terminated.
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Fig. 2. FFNN:feed forward neural networking F (x1, x2, ..., xn) = f( n
i=1 ωi(t)sk

i − θ)
for each input pattern vector: Sk = (sk

1 , sk
2 , ..., sk

n)T ,corresponding expected output: dk,
weight value: ω = (ω1, ω2, ..., ωn)T

3 Experimental Results

Performance on kinase PKA
In order to judge the neural networking learning process, a suitable measure

of performance is required. In the following, we will mainly evaluate the perfor-
mance of the three systems on kinase PKA.

True Positives TP = Number of correctly classified phosphorylation sites
True Negative TN = Number of correctly classified non-phosphorylation sites
False Positive FP = Number of non-phosphorylation sites incorrectly pre-

dicted to be phosphorylated (over-predictions)
False Negative FN = Number of phosphorylation sites incorrectly predicted

to be non-phosphorylated (under-predictions)
Total Sites TS = Number of total sites (TP + TN + FP + FN).
A measure of performance that takes these factors into account is the MCC.

The formula for calculating MCC is shown in the following equation. The closer
the value is to +1, the better the prediction system.

MCC = TP∗TN−FP∗FN√
(TP+FP )(TP+FN)(TN+FP )(TN+FN)

Obviously, you can see that our NNPhosPhoK method is better on perfor-
mance than ScanSite2.0[2] and PhrePhospho[3] from Table 3 in the following:

Table 3. Comparision of MCC of phosphorylation site prediction for PKA among
NNPhosPhoK, ScanSite 2.0, and PredPhospho

PKA ScanSite2.0(stringency) PredPhospho NNPhosPhoK
High Medium Low

MCC 0.35 0.57 0.69 0.79 0.87
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4 Discussion and Conclusion

Before our work, there are many methods focusing on in silico prediction of
protein phosphorylation site, while most of them did not consider structure in-
formation. The NNPhosPhoK method acquire better performance than previous
methods by considering structure information and using neural network technol-
ogy. In our method, however, various prediction tools are not very accurate to
predict the structure. On the other hand, the number of experimentally verified
phosphorylated sites is also important for predicting the unknown protein. So
far, the number of phosphorylation sites in Phospho.ELM[1] is very limited, and
in our data, there are many phosphorylated sites which are not included in liter-
atures. As increasing number of PDB with structure and experimentally verified
phosphorylated sites, the NNPhosPhoK will show better ability of predicting.
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Abstract. The prediction of protein interactions is an important problem in 
post–genomic biology. In this paper, we present an association rule mining 
method for protein interaction prediction. A neural network is used to cluster 
protein interaction data and a feature selection is used to reduce the dimension 
of protein features. For model training, the preliminary network model was 
constructed with existing protein interaction data in terms of their functional 
categories and interactions. A set of association rules for protein interaction 
prediction are derived by decoding a set of learned weights of trained neural 
network after this model training. The protein interaction data of Yeast from 
public databases are used. The prediction performance was compared with 
simple association rule-based approach. According to the experimental results, 
proposed method achieved about 95.5% accuracy. 

1   Introduction 

Many challenges have tried to predict protein interactions and functions with different 
data such as protein–protein interaction (PPI) data, microarray gene expression data, 
etc. For example, clustering-based gene expression data analysis also adopted for un-
annotated protein function prediction based on the idea that genes with similar 
functions are about to be co-expressed [1]. A protein interaction analysis approach 
between protein domains in terms of the interactions involving structural families of 
evolutionarily related domains was proposed by Park et al. [2]. Iossifov et al. [3] and 
Ng et al. [4] inferred new interaction with previously discovered interaction data. 

Here, we propose an adaptive neural network (ANN) based feature association 
mining method for PPI prediction. We used additional association rules for PPI pre-
diction. These are generated by decoding a set of learned weights of adaptive neural 
network. We assumed that these association rules decoded from neural network (NN) 
would make the whole prediction procedure more robust to unexpected error factors 
by accounting relatively robust characteristic of NNs. 

Basically, we use ART-1 version of adaptive resonance theory [5] as an ANN clus-
tering model to construct prediction model. The ART-1 [6] is a modified version of 
ART [7] for clustering binary vectors. Here, we assume again PPI of yeast as ‘fea-
ture–to–feature’ associations of each interacting proteins. Basically, we used the same 
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approaches of Rangarajan et al. [8] for designing clustering model. Also, the same 
feature selection filter of Yu et al. [9] was used to reduce computational complexity 
by feature dimension reduction. 

This paper is organized as follows. In Section 2, we describe feature selection filter 
and overall architecture of ART-1 based protein interaction clustering model. Next, 
we present detailed NN training method with PPI data and the decoding method of 
association rule in Section 3. In Section 4, we present the representation scheme of 
PPI for the NN input, association mining method, and experimental results. Finally, 
concluding remarks and future works are drawn in Section 5. 

2   Feature Dimension Reduction and Protein Cluster Learning 

Feature Dimension Reduction by Feature Selection 
In this paper, each PPI was considered as associations among set of features. We 
constructed massive feature sets for each protein and interacting protein pairs from 
public protein databases in the previous work of Eom et al. [10]. But, there are also 
many features which have no information of its association with other proteins. 
Therefore, feature selection may be needed in advance of clustering PPIs. Especially, 
this feature selection is necessary when dealing with such high dimensional data. So, 
to filter out these features we used entropy and information gain based measure, sym-
metrical uncertainty, as a measure of feature correlation and which is defined in the 
work of Press et al. [11]. The overall filtering procedures are described in the paper of 
Eom et al. [10] 

Clustering of Protein Interactions with NN 
We use ART-1 NN to group the class of PPIs by their 13 functional classes and the 
class of interacting counter parts. In our ART-1 based clustering, each PPI is repre-
sented by a prototype vector that is generalized representation of the set of features of 
each interacting proteins. The degree of similarity between the members of each clus-
ter can be controlled by changing the vigilance parameter  of Eom et al. [12]. The 
more detailed overall procedures for clustering PPIs with the ART-1 based clustering 
model is described in our previous work by Eom et al. [12]. The set of weights of 
trained NN were decoded as the form of association rule with the weight-to-rule de-
coding procedures described in Eom et al. [13] to enrich the protein features. 

3   Rule Extraction from Trained Neural Network 

Learning Feature Association with Neural Network 
A supervised ANN uses a set of training examples or records include N attributes. 
Each attribute, An (n = 1, 2, … , N), can be encoded into a fixed length binary sub-
string {x1 . . . xi . . . xm(n)}, where m(n) is the number of possible values for an attribute 
An. The element xi = 1 if its corresponding attribute value exists and 0 otherwise. So, 
the proposed number of input nodes, I, in the input layer of ANN can be given by 

1

( )
N

n

I m n
=

=  (1) 
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The input attributes vectors, Xm, to the input layer can be rewritten as Xm = {x1 . . .  
xi . . . xI}m,  m = (1,2,…, M). The M is the total number of input training patterns. The 
output class vector, Ck(k = 1, 2, . . . ,K), can be encoded as a bit vector of a fixed 
length K as 1{ }k k KC ψ ψ ψ . Here, K is the number of different possible classes. If the 

output vector belongs to classk then the element k is equal to 1 and 0 otherwise. 
Therefore, the proposed number of output nodes in the output layer of ANN is K. 
Then, the input and the output nodes of the ANN are determined and the structure of 
the ANN. The ANN is trained on the encoded vectors of the input attributes and the 
corresponding vectors of the output classes. The training of ANN is processed until 
the convergence rate between the actual and the desired output will be achieved. 

After training the ANN, two groups of weights can be obtained. The first group, 
(WG1)i,j, includes the weights between the input node i and the hidden node j. The 
second group, (WG2)j,k, includes the weights between the hidden node j and the out-
put node k. A sigmoid is used for the activation function of the hidden and output 
nodes of the ANN. The total input to the j–th hidden node, IHNj and the output of the 
j–th hidden node, OHNj, and the total input to the k–th output node, IONk, are 
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So, the final value of the k–th output node, k, is given by 
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The function, k = f(xi, (WG1)i,j, (WG2)j,k) is an exponential function in xi since 
(WG1)i,j, (WG2)j,k are constants. Its maximum output value is equal to one. 

Association Rule Construction from Trained Neural Network with GA 
To extract relations (rules) among the input attributes, Xm relating to a specific classk 
one must find the input vector, which maximizes k. This is an optimization problem 
and can be stated as k(xi) by considering binary data feature vector x. In k(xi), xi are 
binary values (0 or 1). 

Since the objective function k(xi) is nonlinear and the constraints are binary so, it 
is a nonlinear integer optimization problem. Thus the genetic algorithm (GA) can be 
used to solve this optimization problem by maximizing the objective function k(xi). 
In this paper, we used conventional generational-GA procedures with this objective 
function k(xi) to find the best chromosome which provided as an input of NN and 
produce best network output (highest interaction prediction accuracy). 

After we obtain the best chromosomes which produces best network output, we 
decode these chromosome into the form of association rule (we call this association 
rule as ‘neural feature association rule’, since it’s extracted from trained NN). To 
extract a rule for classk from the best chromosome selected by GA procedures, we 
decoded it with several procedures presented in our technical report [13]. The basic 
approach of above procedures and notations are borrowed from the work of Elalfi  
et al. [14]. 
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4   Experimental Results 

Protein Interaction as Binary Feature Vector 
An interaction is represented as a pair of two proteins that directly binds to each other. 
This protein interaction is represented by binary feature vector of interacting proteins 
and their associations. These interaction representation processes and the processing 
steps are described in the work of Eom et al. [10]. 

Data Sets 
Each Yeast proteins have various functions or characteristics which are called ‘fea-
ture.’ Here, set of features of each protein are collected from public genome databases 
as the same manner of Eom et al. [10]. Table 1 shows the statistics of each interaction 
data source and the number of features before and after the feature filtering. 

Table 1. The statistics for the dataset 

Data Source # of interactions # of initial features # of filtered features 
MIPS 10,623 
YPD 2,940 
SGD 1,462 

Y2H (Ito et al.) 955 
Y2H (Uetz et al.) 5,072 

6,014 
(total) 

1,108 
(total) 

Table 2. Accuracy of the proposed methods. The effect of the FDRF-based feature selection 
and NN-based are shown in terms of prediction accuracy. 

Number of interactions 
Prediction method Training set 

Size 
Test set 

(T) 
Predicted correctly 

(P) 

Accuracy 
(|P|/|T|) 

Asc. ( ) 4,230 420 382 90.9 % 
FDRF + Asc. ( ) 4,230 420 392 93.3 % 
Asc. + N-Asc. ( ) 4,230 420 389 92.6 % 

FDRF + Asc. + N-Asc. ( ) 4,230 420 401 95.5 % 

Experiment Procedures 
First, we predicted the classes of new PPIs with NN for their 13 functional categories 
obtained from MIPS [11]. The accuracy of class prediction is measured whether the 
predicted class of interaction is correctly corresponds to the class of MIPS. After this, 
we constructed feature association rule from this trained NN. 

Next, we trained another NN with PPI data represented as binary feature vector ac-
cording to the method of Eom et al. [10]. After the model training, we extracted again 
feature association rule from the model with the procedure of Eom et al. [13]. Then 
we predicted test PPI set with these two set of association rules and measured the 
prediction accuracy of each approaches. Results are measured with 10-fold cross-
validation. 
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Results 
Table 2 show the interaction prediction performance of various combination of 
associantion mining, feature filtering, and exploitation of rules derived from NN. 

In Table 2, Simple association mining approach ( ) achieved the lowest 
performance. The number of total feature used in this approach was 6,014. This is 
quite high feature dimension. We can guess that it may includes lots of non-informa-
tive and redundant features and these features may affect the prediction accuracy in 
negative way by interfering correct rule mining. This assumption confirmed by 
investigating the result of second approach, FDRF + Asc. ( ), association mining 
with non-informative and redundant feature filtering. This feature filtering approach 
improved overall prediction performance about 2.4% than the first approach. But the 
third approach, Asc. + N-Asc. ( ), prediction with the rules from association rule 
mining and the rule derived from trained NN only improved overall prediction 
performance about 1.7% than the first approach. This result can be explained again 
with the feature dimension problem. In this third approach, there also exist redundant 
and non-informative garbage features which decrease the prediction performance. But 
in this approach, eventhough there still lots of garbage features, the over all 
performance improved about 1.7%. This is the effect of the rule exploitation derived 
from trained NN. This inference can be confirmed again by investigating the result of 
fourth approach, FDRF + Asc. + N-Asc ( ), prediction with the rule from association 
mining and the rule derived from trained NN along with feature filtering. Non-
informative and redundant features are filtered out in this approach. Consequently, his 
approach improved over all prediction accuracy up to 4.6%.  

Thus, we can say that both the information theory based feature filtering and the 
exploitation of the rule derived from trained NN and conventional association rule 
mining methods are helpful for improving overall performance of feature-to-feature 
association-based PPI prediction. By considering these experimental results, the 
proposed approaches in this paper will be useful as a data preprocessing and 
prediction methods especially when we handle the data which have many features. 

5   Conclusions 

In this paper, we presented NN based protein interaction learning and association rule 
mining method from feature set and trained NN model for PPI prediction task. The 
proposed method (combination of all methods) achieved the improvement of accuracy 
about 4.6%. The experimental results of various approaches suggest that the NN 
based feature association learning model could be used for more detailed investigation 
of the PPIs when the proposed model can learn effectively the hidden patterns of the 
data which have many features and implicit association of these features. From the 
result of Section 4, we can conclude that the proposed method is suitable for efficient 
analysis of PPIs through its hidden feature association learning. 

However, current public interaction data have many false positives and some inter-
actions of these false positives are corrected as true positives by recent researches 
through reinvestigation with new experimental approaches. Thus, the study on the 
new method for adapting these changes in data set which is related to false positive 



Neural Feature Association Rule Mining for Protein Interaction Prediction 695 

 

screening remains as future works. Also, consideration of more biological features 
such as pseudo amino acid composition or protein localization facts will be helpful for 
improving overall performance. 
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Abstract. Contact maps are considered one of the most useful strategic steps in 
protein folding recognition. And there are a variety of measures of residues 
contact used in the literature. In this paper, we address our question on using a 
transiently chaotic neural network to predict the contact maps and whether it is 
reasonable. Our results show that it is more successful that we predict proteins 
contact maps based on modified transiently chaotic neural network.  

1   Introduction 

Prediction of the three dimensional structure of a protein from its amino acids 
sequence is one of the most challenging problems in computational molecular 
biology. It is at present intractable to find the structures only use molecular modeling, 
and the accuracy of the methods which predict the three-dimensional structures 
directly from the amino acids sequences is not high enough, so intermediate steps, 
such as residue contacts prediction , and residue spatial distance prediction, were put 
forward and have been developed rapidly recently. Contacts between protein residues 
constrain protein folding and characterize different protein structures. Therefore its 
solution may be very useful in protein folding recognition and de novo design. It is 
much easier to get the major features of the three-dimensional (3D) structure of a 
protein if the residue contacts are known for the protein sequence, and methods that 
reconstruct the protein structure from its contact map have been developed [2] (see 
Fig. 1). A similarity based on contact map overlaps is the only approach for structural 
comparison that does not require a pre-calculated set of residues equivalences as one 
of the goals of the method. 

There are a variety of measures of residues contact used in the literature. Some use 
the distance between the C -C  atoms [10], while others prefer to use the distance 
between the C -C  [2].Contact maps are two dimensional, binary representations of 
protein structures. For a protein with N residues, the contact map for each pair of 
amino acids k and l (1 k, l N), will have a value C(k,l)=1, if a suitably defined 
distance d(k,l)<dthr  where dthr is a user-defined threshold distance between the  
amino  acids, and C(k,l)=0 otherwise. We consider two residues to be in  contact if  the              
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Fig. 1. Contact map and 3D structure of PDB protein 2igd. The figure on right shows the ribbon 
representation of secondary structure in the protein 2igd.On the left is the contact map for this 
protein. 

distance between their C  atoms is less than 8.5Å while their sequence separation is 
not smaller than 4. 

Previous contact map prediction methods have used neural networks [1-2], corre-
lated mutations [2], association rules [7] etc. Our earlier work led us to believe that 
neural networks are efficient tools in solving the contact map prediction. Recurrent 
neural network [3] with bias units has been used in our pioneer work and has gotten a 
satisfactory result. In this work, we address the question how to apply chaotic neural 
network and whether a chaotic neural network system is capable of learning the corre-
lation between the residue covalent structure of a protein and its contact map as it can 
be computed from its known 3D structure. 

2   Background Material 

2.1   Database 

In this work, we use a large set of non-homologous proteins of solved 3D structure. 
The set which consists of proteins with an identity value <25%is extracted from the 
Protein Data Bank (PDB) using PDB_select list [6] of October 2004, it is the most 
recent 25% threshold list and containing 2485 proteins. This set is first reduced by 
excluding those proteins which has non-standard amino acid residues, and then the set 
is further reduced by removing those proteins whose backbone is interrupted. We use 
the DSSP program [7] on all the PDB files to extract 3D coordinates and to assign 
secondary structures, then we remove also sequences on which DSSP crashes. Finally 
the set contains 2095 proteins. Furthermore, 125 proteins randomly selected are given 
in Table 1. The sub-dataset is divided into 5 classes: L<100,100 L 199,200 L 299, 
300 L 399, L 400, according to their residue length. The contacts between residues 
which are less than five residues separation are not included while we train or test the 
networks. 
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Table 1. The database of proteins used to train and test the modified transiently chaotic NN 

L<100 100 -L -199 200 L 299 300  L 399 L>400 
1CEUA 1BEA_ 1JXIA 1QMLA 1PMOC 
1YUJA 1XD7A 1G8AA 1IXH_ 1QKIB 
1BXYA 1MWWB 1V8AA 1MUWA 10T5A 
1H4JB 1MAI_ 1QHHB 1W3BA 1LKXD 
1EKTA 1PSRA    1O3SA 1ST4A 1KP0A 
1MHMB 1L1PA   1EL6A 1T5JA 1KS8A 
1KIKA 2PVBA    1HAVA 1FZEF 1PMOC 
1URQA 1I4VA   1FUJA 1UF4A 1FSU_ 
11OAIA 1LUQB 1BU2A 1B3OA 1H6VC 
1JNIA 1N32I   1SE1A 1SIG_ 1GLLO 
1PCFA 1UUZB 1XO1A 1BOB_ 1N4WA 
1IGL_ 1H31B 1P1XA 1EFPA 1QATA 
1OS6A 1HDKA 1OL1B 1D3VA 1M1NB 
1PL5A 1K3KA 1JKUA 1T2DA 1AYL_ 
1C01A 1VKBA 1OJRA 1JIKA 1UWKA 
1E44A 1LM8V 1R52B 1I9YA 4AAHA 
1WKT_ 1V2BB 1HM7A 1R5YA 1M6BB 
1CY5A 1BYSA 1I78B 1NOYA 1EQRA 
1FBR_ 1N1FA 1NH1A 3SIL_ 1WD9A 
1TTG_ 1I12A 1O58A 1MUWA 1SLY_ 
1IM3D 1SK3A 1A3GA 1T9GC 1SU8A 
1PA4A 1QOLA 1SM4A 1QOPB 1BJT_ 
1HS7A 1KD6A 1GC1G 1I24A 1H2WA 
1LRIA 1PVMB 1U4GA 1QHDA 1JB0B 
2EZL_ 1M4UA 1GLV_ 1JFBA 1HE8A 

Protein length (L) is the residue number of the covalent structure. 

2.2   Features 

In this work, we capture two features of the amino acids: predicted secondary 
structure and hydrophobicity. The predicted secondary structures for each protein are 
obtained by using PSIPRED, we use 6 neurons to denote the 6 possible secondary 
structure pairs since a amino acid residue has three possible secondary structures: -
helix, -sheet and coil. Hydrophobicity is a measure of nonpolarity of the side chains. 
As the nonpolarity (hydrophobicity) of the side chain increases, it avoids being in 
contact with water and buried within the protein nonpolar core. This is seen as the 
essential driving force in protein folding. This quantity is used to encode residue 
specific information to the network. Since the hydrophobicity of a residue affects the 
non-covalent bonding between its surroundings, it can be a contributing factor to 
contact decision of that residue with others. Here we use ROSEF hydrophobicity scale 
since it is one of frequently used scale. 

3   Modified Transiently Chaotic NN and Input Encoding  

3.1   Network  

In this work, we use a modified transiently chaotic network to deal with prediction of 
contact maps in proteins. The architecture of the network is depicted in Figure 2. This 
topology consists of three layers of neurons: one output neuron representing the 
contact propensity, one hidden layer containing ten neurons and one input layer with 
different number of neurons depending on the amount of information encoded, we use 
1050 neurons for 5 residue pairwise, 10 neurons for residue classification according to 
hydrophobicity, polar, acidic and basic, 6 neurons for secondary structure information.  
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Fig. 2. Neural network structure implemented in this paper 

Transiently chaotic neural network (TCNN) model is defined as follows: 
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where 
xi = output of neuron i. 
yi = internal state of neuron i. 
wij = connection weight from neuron j to neuron i. 
Ii = input bias of neuron i. 

 = positive scaling parameter for inputs. 
k = damping factor of nerve membrane (0 k 1). 
zi(t) = self-feedback connection weight or refractory strength . 
 = steepness parameter of the output function ( >0) 
 =damping factor of the time-dependent zi(t).( 0 1) 

I0 =positive parameter. 

The variable zi(t) corresponds to the temperature in the usual stochastic annealing  
process in this network architecture. So Eq.3 is an exponential cooling schedule for 
the annealing. The network will change into hopfield network when the value of zi(t) 
becomes small enough. In this work, we update three time-independent variables( (t), 

(t), (t)) into TCNN which are all constants( , , ) in the original model. 

)()1()1( tt αλα +=+ ,      if (t)<0.1      else (t)=0.08 (4) 

)()1()1( tt βϕβ +=+ ,       if (t) <0.2     else (t) =0.1 (5) 

)()1()1( tt εηε −=+  ,      if (t)>0.001  else (t)=0.00 (6) 

Where ,  and  are small positive constants.  
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At the beginning, (0) and (0) are set to small values. When (t) is small, the in-
fluence on the energy function is not strong enough to generate transient chaos. When 

(t) is a small value, it can make z(t) decrease slowly at the beginning so that the 
network has enough time to keep the self-feedback large enough to generate chaos. 
When (t) becomes large, z(t) decreases quickly. At the same time the influence of 
the energy function becomes strong when (t) becomes large gradually. This means 
the self-feedback signal becomes weak in the motion equation. At the beginning, (t) 
is set to a large value. This means that the steepness of the output function is small. 
This can help the neural network generate chaos easily. However once (t) becomes 
small, the steepness of the output function becomes large .With this method, the 
modified transiently chaotic neural network has relatively rich dynamics at the begin-
ning, and converges to stable states faster after bifurcation for all neurons.  

4   Results and Discussions  

We are actually interested in the network capability of predicting residue contacts. 
Therefore accuracy (A) of the network is defined as the ratio of the correctly predicted 
contacts by the network to the actual number of contacts in a protein and calculated 
according to: 

A=N*
C/NC. (7) 

Where Nc
* is the number of correctly predicted contacting residues by the network; Nc 

is the actual number of contact within the protein.  
A random predictor makes Nc number of guess in order to predict the contacting 

pairs, assuming that there are Np number of residue pairs in which Nc of them are 
contacting. Therefore, its performance (Ar) is calculated by the following formula: 

Ar=Nc/Np (8) 

Where NP=(L-4)(L-3)/2,L is the protein length. 
In order to calculate the improvement over a random predictor, accuracy A of the 

network is divided to performance of the random predictor A. Improvement over a 
random predictor is denoted by R and calculated according to the formula: 

R=A/Ar (9) 

The performance of the network is tested on five data sets. All performance results 
are shown in table 2. 

Table 2. Accuracy of predicted contact maps 

RESIDUE       LENGTH A R 

L<100 0.125 3.54 
100 L 199 0.091 3.71 
200 L 299 0.078 4.78 
300 L 399 0.070 5.23 

L>400 0.067 7.95 
ALL     PROTEINS 0.082 5.83 
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5   Conclusion  

In this paper, we present a Modified transiently chaotic neural network for predicting 
contact maps within 125 proteins, and it is clearly demonstrated that our network 
performs with a better efficiency than our previous studies. Chaotic neural networks 
have shown to be a powerful tool for this problem and have a nice prospect in the 
application of protein folding recognition. In the future, we will predict contact maps 
in non-homologous proteins with novel methods and make more research on protein 
folding recognition and structure comparison. 
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Abstract. In this paper, we aim to address the cell phase identification problem, 
and two important aspects, the feature extraction methods and the classifier 
design, are discussed. In our study, we first propose extracting high frequency 
information of different orientations using Steerable filters. Next, we employ a 
multi-layer neural network using the back-propagation algorithm to replace  
K-Nearest Neighbor (KNN) classifier which has been implemented in the 
Cellular Image Quantitator (CELLIQ) system [3]. Experimental results provide 
a comparison between the proposed steerable filter features and existing regular 
features which have been used in published papers [3, 5]. From the comparison, 
it can be concluded that Steerable filter features can effectively represent the 
cells in different phases and improve the classification accuracy.  Neural 
network also has a better performance than KNN currently deployed in 
CELLIQ system [3]. 

1   Introduction 

Understanding cancer cells’ cycle progression is important in understanding drug 
effects on cancer cells. Automatic techniques to analyze cell cycle progression are of 
considerable interest since recent developments of time-lapse microscopy make large 
volumes of image data available. To measure the cell progression as a function of 
time, it is necessary to segment and track the cells in successive frames. After a 
successful track of the detected cells, classifier is applied to identify the cell phases. 
Combining the segmentation, tracking, and classification results, it is possible to 
obtain the average duration in each phase, which is useful for doctors to judge the 
drug effects on cancer cells. Segmentation and tracking of cells in microscopy have 
been finished in our previous works [1, 2, and 3]. We focus on the phase identify-
cation problem in this paper. 

Cell classification, also known as cell cycle phase identification [3], is to classify 
each cell into one of the four phases: inter phase, prophase, metaphase, and anaphase. 
Among many existing classifiers [4], we choose the simple and flexible K-Nearest 
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Neighbor and the neural network. As for feature extraction [3, 5, and 6], we propose a 
new set of steerable filter features based on steering theories [7]. Unlike Gabor filters 
[8], this method does not need many filters to get arbitrary orientation information, 
and more importantly, the proposed steerable filter features are rotation-invariant. The 
effectiveness of the new steerable filter features is proved by experiments presented in 
Section 5. Adoption of the new steerable filter features can significantly improve the 
classification accuracy within the framework of KNN and neural network. 

It should be pointed out that the presented algorithm is an extension of the algorithm 
in [3]. In the previous work, Chen et al. employed KNN and some regular features in the 
CELLIQ system [3]. In order to improve the classification accuracy, we replace KNN 
with neural network and introduce a new set of steerable filter features.  

The rest of this paper is organized as follows. In section 2, we briefly review 
segmentation and tracking of migration cells, and our methods to solve this problem 
in previous work. In section 3, regular features and the new steerable filter features 
are introduced. Section 4 explains phase identification problem using the proposed 
steerable filter features and two popular classifiers. Section 5 gives the experimental 
results. Section 6 concludes this paper. 

2   Cell Segmentation and Tracking 

The cell image analysis system consists of three parts: segmentation, tracking and 
classification. Segmentation step extracts every cell in each frame. Tracking step finds 
the cell trajectories and cell associations in consecutive frames and every cell is 
tracked from the first frame to the last frame. Phase identification is then applied to 
the detected cells. Thus, drug effects on cancer cells can be estimated based on the 
classification and tracking results. 

In [2], we use the classical threshold method to extract cells in the video sequences. 
To separate the touching cells, a new method based on marker-controlled watershed is 
presented. We do not employ UEPs as cell seeds, which often cause much over-
segmentation. Instead, to extract cell markers, we proposed a group of cell-like masks 
to perform erosion, which has been proven to be both robust and effective. In order to 
improve segmentation accuracy, we use context information of video sequence. By 
extracting markers from the former frame or the next frame, we can reduce some 
over-segmentation and under-segmentation. 

Our tracking algorithm [2] is based on mean shift and Kalman filter. Kalman filter 
is used to predict the position in the next frame, which can make the tracking 
algorithm more robust. To make better use of shape and intensity information of cell 
nuclei, we modify classical Gaussian kernel mean shift. Two new kernels with scale, 
shape, and direction adaptation have been proposed for this aim due to the fact that, 
cell nuclei have ellipse shape in different directions and have nearly uniform intensity 
within the cell region. Mean shift algorithm can shift the position predicted from the 
former frame using Kalman filters to the target position which has largest kernel 
density in the current frame. Because mean shift tracking is the so-called one-by-one 
tracking, in order to detect cell division, we track the cells from the last frame to the 
first frame. 
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3   Feature Extraction 

Many regular features have been used or proposed in previous classifications [3, 5, 
and 6]. The first set of features is extracted directly from the image intensity. 
Threshold technique is first used to detect the object region, and then many effective 
features based on pixel intensity are extracted from the detected object, such as 
average intensity, standard deviation, object area, elongation and compactness [3].The 
second set of features is moment features, including invariant moments [6] and 
Zernike moments [5]. The third set of features is Fourier descriptors [6]. Daubechies-
4 Wavelet transform and Gabor wavelet have been used in [5] for subcellular 
structure identification. Besides these regular features, we introduce a new set of 
steerable filter features in this paper. 

In many image processing and computer vision applications, we need to filter the 
same image with different orientations. It is neither necessary nor realistic to design 
filters with arbitrary directions. Steerable filters [7] are a group of filters with finite 
different directions. Filter with arbitrary orientation can be obtained by linear 
combination of these basis filters. Because convolution is a linear operator, we can 
first convolve the image with the basis filters. After the convolved images with basis 
filters have been generated, filtered image with arbitrary orientation can be obtained 
through linear interpolation of convolved images with basis filters, which makes large 
number of computations avoidable.  

Let M basis filters be ( , )jf x yθ , 1, 2, ,j M= .  The steering constraint is  

1

( , ) ( ) ( , )j

M

j
j

f x y k f x y
θθ

=

= θ  (1) 

Freeman et al. [7] gave three theories to explain what functions can satisfy the con-
straint, how many terms M are required and what the interpolation functions are. In 
this paper, we use two derivative Gaussian functions and their Hilbert Transform 
which can be approximated by a third-order, odd parity polynomial. They are referred 
to as 2 2G and H [7], which have 3 basis functions and 4 basis functions respectively. 

We use the following equation to calculate global orientation energies in different 
directions. 

2 2
2 2( ) ( ) ( )E G H= +θ θθ  (2) 

Energies of arbitrary orientations can be calculated from equation (2). Three 
features are selected from the energy histogram: maximum energy, minimum energy, 
and the ratio of maximum energy to minimum energy. Similar to Gabor wavelet 
features, another set of steerable features are obtained by interpolating the angle in an 
interval of half circle. But unlike the Gabor features interpolating from zero angle, the 
proposed steerable features interpolate from direction corresponding to the maximum 
energy, which makes the features rotation invariant.  

According to characteristics of cell image, we use 5 morphological features, 7 
invariant moments, 9 Zernike moments, 10 wavelet moments, 5 Fourier descriptors, 
and 8 steerable filter features. A total number of 44 features are used. 
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4   Phase Identification 

After each cell has been segmented and tracked successfully, the following step is to 
determine their phases. There are four phases in cell cycle progression: inter phase, 
prophase, metaphase, and anaphase. Phase identification aims to classify each cell 
into one of the four phases using classifiers and extracted features. Fig.1 gives the 
original cell image containing inter phase cells, prophase cells, metaphase cells, and 
anaphase cells. Fig. 2 shows four examples of cells in different phases. 

 

Fig. 1. Original cell image containing four types of cells 

 

Fig. 2. Four example cells. From left to right: Inter phase, Prophase, Metaphase, and Anaphase. 

Before classifying, the features of all cells in the training set and test set are 
calculated. Since the feature values have different ranges, each components of the 
feature vector should be normalized to zero mean and unit variance using z-transfor- 
mation [3].  

The KNN and neural network are selected as classifiers for their simplicity and 
flexibility. Before training, we need to set the network size and the number of hidden 
units. It is not the fact that big network can obtain better classification performance. 
Besides the associated computational complexity problems, another major reason why 
the size of the network should be kept as small as possible is that when the number of 
free parameters is large, the network tends to adapt to the particular details of the 
specific training data set, which is known as overfitting. The network should have the 
smallest possible size to adjust its weights to the largest regularities in the data. It is 
out of the question to determine the best number of hidden units without training 
several networks. Too few hidden units will cause high training error and high 
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generalization error due to underfitting and high statistical bias. Too many hidden 
units may cause low training error but still have high generalization error due to  
overfitting and high variance. A convenient rule of thumb is to choose the number of 
hidden units such that the total number of weights in the net is roughly /10n , where 
n  is the number of training points [4]. 

Therefore, one layer network with 8 hidden units is chosen as classifier (the train-
ing point is 72). In the experiment, the inputs are all components of feature vectors 
and outputs are four Units representing four classes of cells. In the training procedure, 
the output corresponding to the phase of input cell type is set to 1, otherwise it is set 
to 0. The training process will halt when the training error converges to the predefined 
threshold. In the testing step, the phase corresponding to the biggest output is chosen 
as the phase of the input cell. 

5   Experiments 

5.1   Analysis of Steerable Filter Features 

A feature is effective only when the feature distributions of different phases are in 
different ranges, thus we will test the steerable filter features from this aspect. Fig. 3 
shows four classes of cell images and their energy maps in polar coordinates. From 
this figure, we can find that the energy map is different in shape and size. Table 1 
gives the distributions of maximum energy, minimum energy and max/min ratio. 
Each feature’s mean and variance are calculated and showed in Table 1. From the 
table it is clear that these features are helpful in improving the classification accuracy. 
For example, the lower value of maximum energy gives a hand to separate inter phase 
cells from others, so does the higher value of max/min ratio for metaphase. 

 

Fig. 3. Energy maps of cells in different phases. Four cells from top to bottom in the left: inter 
phase cell, prophase cell, metaphase cell, and anaphase cell. Red line represents the inter phase 
cell, green represents the prophase, blue represents the metaphase, and white represents the 
anaphase. 
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5.2   Classification with Neural Network and KNN 

Neural network and KNN are used to classify cells with the proposed features. Before 
classification, the training cells and test cells are extracted from the video sequence 
using our methods showed in [2]. Then, feature vectors are extracted from all cells to 
be classified. Since feature values have different ranges, normalization on these fea-
ture vectors is necessary. 

Table 1. Steerable filter feature distributions of different phases. Mean and variance of maxi-
mum energy, minimum energy, and ratio of max/min are listed. 

Phase Mean of 
maximum 

energy 

Variance 
of maxi-

mum 
energy 

Mean of 
minimum 

energy 

Variance 
of mini-

mum 
energy 

Mean of 
the 

max/min 
ratio 

Variance 
of the 

max/min 
ratio 

Inter phase 2483 883 1104 419 2.320 0.391 

Prophase 5997 1868 2753 914 2.254 0.487 

Metaphase 8266 1894 1741 600 5.374 2.097 

Anaphase 4875 1993 2155 929 2.466 0.980 

Four groups of experiments are performed on the dataset. They are KNN with 
regular features, KNN with regular features plus steerable filter features, neural net-
work with regular features, and neural network with regular features plus steerable 
filter features. All the experiments are performed with the same training set and test 
set and experimental results are given in the Table 2.  

We analyze these experimental results from two aspects: the performance of two 
classifiers and the effectiveness of steerable filters features. Nearly equal classifica-
tion accuracy can be obtained with KNN and neural network, but it is clear that neural 
network will make the errors distribute in different classes, while KNN makes the  
 

Table 2. Classification accuracies using different classifiers and different feature sets. RFs 
represents regular features, and SFs represents steerable filter features.  

Classifier and features Inter 
phase 

Pro-
phase 

Meta-
phase 

Ana-
phase 

Overall 
classifica-
tion accu-

racy 

KNN with RFs  94.4% 83.3% 93.8% 78.1% 87.4% 

KNN with RFs plus SFs 97.2% 88.9% 96.9% 78.1% 89.9% 

ANN with RFs 94.4% 77.8% 84.4% 81.3% 84.8% 

ANN with RFs plus SFs 97.2% 94.4% 90.6% 90.1% 92.4% 
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errors assemble in the same class: anaphase class. For this reason, we choose neural 
network other than KNN as classifier adding to our cell analysis system. If we only 
use regular features, the classification accuracies are 87.4% and 84.8% for KNN and 
neural network, respectively. Plus steerable filter features, the classificationaccuracies 
will increase to 89.9% and 92.4%. Within each class, the performance will also be 
improved especially for the inter phase class. 

In conclusion, steerable filter features are very effective for classifying cells into 
different phases. The advantages of steerable filters make them robust to noise  
and rotation invariant. We can extend it from cell classification to other applications, 
and conclude that the steerable filter features can play an important role in general 
classifications. 

5.3   Feature Reduction with Principal Component Analysis (PCA) 

Although we only extracted 44 features to test the new steerable filter features, there 
are hundreds of existing features which can be directly used in classification and 
many potential features which may be exploited in the future. Each of these features 
intends to capture the differences between different image types. However, they might 
contain redundant information and some of the features may not provide any useful 
information. In view of computing complexity, it is also improper to use too many 
features. To solve this problem, two types of feature reduction methods exist, namely 
feature selection and feature recombination. Feature recombination is more effective 
than feature selection because it only discards the redundant information and retains 
the useful information, while feature selection method misses the useful information 
when discarding the less effective features.  

PCA is such a feature recombination method that it can reduce feature number, re-
move feature “noise”, and extract the “right” features, so we adopt it to reduce com-
puting complexity and remove feature noise in this paper. As discussed in section 5.2, 
the new steerable filter features are effective for cell classification, and BP neural 
network has better performance than KNN. Therefore, the features used in our system 
contain regular features plus steerable filter features, a total of 44 features. 18 features 
can be obtained by PCA preserving 95% of the eigenvector energy. One-layer neural 
network with 8 hidden units is used to classify the reduced features. By combining BP 
neural network and PCA, the system successfully identifies 97.2% of inter phase 
cells, 77.8% prophase cells, 81.8% metaphase cells, and 90.6% anaphase cells. The 
total classification accuracy is 88.2%, which demonstrates that PCA can reach a good 
balance between the feature number and classification accuracy. 

6   Conclusion 

In this paper, we propose a new feature set based on steerable filters and prove its 
effectiveness by applying it to classify cells in different phases with KNN and neural 
network. Comparative experimental results show that the new feature set can provide 
better classification accuracy than regular feature sets. Neural network and steerable 
filter features plus regular features can give acceptable classification results, which 
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makes our automated cell analysis system workable. In the near future, we will evalu-
ate other classifiers such as SVM and resemble methods and exploit new effective 
features to improve the accuracy of the classification. An automated, accurate and fast 
cellular analysis system will also be designed for clinical purpose. 
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Abstract. Human Papillomavirus (HPV) is known as the main cause
of cervical cancer and classified to low- or high-risk type by its malig-
nant potential. Detection of high-risk HPVs is critical to understand the
mechanisms and recognize potential patients in medical judgments. In
this paper, we present a simple kernel approach to classify HPV risk
types from E6 protein sequences. Our method uses support vector ma-
chines combined with gap-spectrum kernels. The gap-spectrum kernel is
introduced to compute the similarity between amino acids pairs with a
fixed distance, which can be useful for the helical structure of proteins. In
the experiments, the proposed method is compared with a mismatch ker-
nel approach in accuracy and F1-score, and the predictions for unknown
types are presented.

1 Introduction

Infection of the Human Papillomavirus (HPV) is known as the major factor of
cervical cancer because certain high-risk HPVs develop into cancer. This is be-
cause some types of HPV can cause abnormal tissue growth in the form of warts
(papillomas) and some HPVs are associated with certain cancers and precan-
cerous conditions. The HPV is a double-strand DNA tumor virus that belongs
to the papovavirus family (papilloma, polyoma, and simian vacuolating viruses).
More than 100 human types are specific for epithelial cells including skin, respi-
ratory mucosa, or the genital tract. The genital tract HPV types are classified
into two or three types by their malignant potential as low-, intermediate-, and
high-risk types [1].

Detection of HPV risk types can be seen as a protein function prediction
even though functions can be defined at many levels, ranging from biochemi-
cal function to biological processes and pathways, all the way up to the organ
or organism level [2]. Many approaches for the protein function prediction are
based on similarity search between proteins, and the similarity can be defined in
multiple ways. For instance, two proteins are regarded to be similar based on the
sequence alignment, the structure match, or the motifs comparison. But, these
current prediction methods cannot guarantee good performance for all domains.
Therefore, it is necessary to develop classification methods which fit in with HPV
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c© Springer-Verlag Berlin Heidelberg 2006



Prediction of the HPV Risk Types Using Gap-Spectrum Kernels 711

risk type classification. Eom et al. [3] presented a sequence-based method. They
use genetic algorithms to predict HPV risk types using DNA sequences. Joung
et al. [4] have proposed a support vector machine (SVM) approach using protein
sequences. HPV sequences are first aligned, and a subsequence in high-risk HPVs
is selected by hidden Markov models. Then a mismatch kernel method is used
to determine the risk types for the selected subsequence. However, this approach
has the limitation by exploiting one specific pattern. A text mining technique
for HPV classification has been proposed by Park et al. [5] But, the text mining
method has the limit for HPV classification because it only uses text material
to capture discrimination evidence, and the keyword such as ‘high’ tends to be
appeared in the data set explicitly.

The most important aspect of cervical cancer diagnosis is to determine which
HPVs are highly risky or not, whereas the risk types of HPVs are still manually
classified by experts, and there is no method to expect the risk types for unknown
or new HPVs. In this paper, we present a kernel-based approach to classify
HPV risk types from protein sequences. To discriminate low- and high-risk type,
we use a SVM classifier with the string kernel that is introduced to deal with
protein sequences. It maps protein sequences into a high-dimensional space and
computes the similarity between amino acids pairs in the space. The feature of
the string kernel is to consider a fixed gap between amino acids for simplified
classification and performance improvement, which is based on the assumption
motivated by protein’s properties.

The remainder of the paper is organized as follows. In Section 2, we describe
the SVM classification using gap-spectrum kernels. In Section 3, experimental
data and results are presented and conclusions are drawn in Section 4.

2 SVM Classification Using Gap-Spectrum Kernels

Here, we use support vector machines to discriminate HPV risk types. A string
kernel-based SVM is trained on given protein sequences and tested on unknown
sequences. When the SVM is used for classification problem, a kernel and a
set of labeled vectors, which is marked to positive or negative class are given.
The kernel functions introduce nonlinear features in hypothesis space without
explicitly requiring nonlinear algorithms. SVMs find a linear decision boundary
in the feature space mapped by the kernel in order to separate the data into two
classes.

The recently presented string kernels such as the mismatch kernels, restricted
gappy kernels, substitution kernels, and wildcard kernels provide good insights
for SVM protein classification [6]. However, we use a simple string kernel reflect-
ing HPV protein’s properties, which is based on the spectrum kernel methods.
The spectrum kernel has been used to detect remote homology detection in
protein sequences [7][8].

The input space X consists of all finite length sequences of characters from
an alphabet A of size |A| = l (l = 20 for amino acids in protein). Given a
number k ≥ 1, the k-spectrum of a protein sequence is the set of all possible
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k-length subsequences (k-mers) that it contains. The feature map is indexed by
all possible subsequences a of length k from A. The k-spectrum feature map
Φk(x) from X to R

lk can be defined as:

Φk(x) = (φa(x))a∈Ak . (1)

where φa(x) = number of occurrences of a occurs in x. Thus the k-spectrum
kernel function Ks(xi, xj) for two sequences, xi and xj is obtained by taking the
inner product in the feature space:

Ks
k(xi, xj) = 〈Φk(xi), Φk(xj)〉. (2)

Now, we want to modify the spectrum kernel to fit in with HPV risk type
classification. Proteins are linear chains of amino acids, which are made during
the process of translation. But, the natural shape of proteins are not such as
straight lines, rather three-dimensional structures formed by protein folding.
Secondary structure of a protein defines as the general three-dimensional form
of local regions and may include regions of α helices, β sheets, or other segments.
The α helices and β sheets are major features of protein architecture. The amino
acids in an α helix are arranged in a helical structure. A β sheet consists of
two or more amino acid sequences within the same protein that are arranged
adjacently and in parallel. The mechanism of protein folding is so complex and
not entirely understood, but the structure of a similar homologous sequence can
be helpful to identify the tertiary structure of the given sequence. Especially,
HPVs are relatively short and have relatively small region of β sheets in some
gene products, predicted by secondary structure systems. Here, we meet the
following assumptions:

1. The amino acids pair with certain distance affect HPV’s risk type function
more than consecutive amino acids (k-mers) according to its 3-dimensional
structure property.

2. HPV risk types can be identified by the amino acids pair with the fixed
distance, which mostly influence on risk type decision.

Based on the assumptions, we want to define a string kernel, the gap-spectrum
kernel based on the k-spectrum. For a fixed k-mer a = a1a2 . . . ak, ai ∈ A, 2-
length sequence β = a1ak, β ∈ A2. The β indicates the amino acids pair with
(k-2) gap. The feature map Ψk(x) is defined as:

Ψk(x) = (φβ(x))β∈A2 . (3)

where φβ(x) = number of occurrences of β occurs in x.
Furthermore, RBF kernel is appended to increase the discrimination perfor-

mance between the HPV sequences. By closure properties of kernels, the gap-
spectrum kernel Kk(xi, xj) is defined as follows:

Kk(xi, xj) = K ′(Ψk(xi), Ψk(xj)) (4)
= exp

(−γ‖Ψk(xi)− Ψk(xj)‖2) . (5)

where γ > 0.
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3 Experimental Results

In this paper, we use the HPV database in Los Alamos National Laboratory
(LANL, http://hpv-web.lanl.gov/stdgen/virus/hpv) to get protein sequences.
Viral early protein E6 is known for inducing immortalization and transformation
in rodent and human cell types. The E6 gene product produced by the high-risk
HPV type can bind to and inactivate the tumor suppressor protein, thus facili-
tating tumor progression [9]. Thus we have selected the E6 sequences for HPV
risk type classification from the LANL database.

The risk types of HPVs have been determined based on the HPV compendium
(1997) in LANL. If a HPV belongs to skin-related or cutaneous groups, the HPV
is classified into low-risk. On the other hand, a HPV is classified as high-risk if
it is known to be high-risk type for cervical cancer. The comments in LANL
database are used to decide risk types for some HPVs, which are difficult to be
classified. Seventeen sequences out of 72 HPVs were classified as high-risk types
(16, 18, 31, 33, 35, 39, 45, 51, 52, 56, 58, 59, 61, 66, 67, 68, and 72), and others
were classified as low-risk types. Four HPVs (26, 54, 57, and 70) were marked
as ‘unknown’ because their risk type could not be determined.

For experiments, leave-one-out cross-validation is used to determine the classi-
fication performance. Table 1 presents the accuracy changes with given k in Equa-
tion (5). It shows the accuracy has the highest performance (97.22%) when k = 4.
k = 4 means that we only consider the amino acids pairs that have two gaps be-
tween amino acids in the SVM classification. When k = 2, the gap-spectrum ker-
nel does not allow a gap between amino acids. The accuracy for k = 2 shows
94.44% as shown in Figure 1. Here we can conclude the amino acids pair with
certain distance can provide more evidence than consecutive amino acids to dis-
criminate low- and high-risk HPV proteins. In other words, it is possible that theα
helix structure of E6 proteins has an important role to result in the high-risk type.

Our approach is also compared with the mismatch kernel method in classifica-
tion performance. Figure 1 shows the comparison of the gap-kernel method and
the mismatch kernel method with sequence alignment, which has been proposed
by Joung et al. [4] The F1-score is computed for the precision p and recall r as
F1-score = (2pr)/(p + r). F1-score is helpful to evaluate how well the classifier
did for the assigned high-risk HPV types. The gap-spectrum kernel with k = 4
shows 97.22% of accuracy and 95.00% of F1-score, and the gap-spectrum kernel
with k = 2 shows 94.44% of accuracy and 90.23% of F1-score. k = 2 is exactly
same as the SVM classification using RBF kernel with 2-spectrum method. But,
the mismatch kernel method shows 93.15% of accuracy and 85.71% of F1-score.

Table 2 shows the prediction results for four HPVs marked as unknown risk
type. HPV26, HPV54, HPV57, and HPV70 are predicted as high-, low-, low-,

Table 1. Accuracy changes by the gap-spectrum kernel

k 3 4 5 6 7
Accuracy 94.44 97.22 95.83 95.83 94.44
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Fig. 1. The performance comparison of gap-spectrum and mismatch kernel methods

Table 2. Predicted risk type for the HPVs which risk types are unknown

Type HPV26 HPV54 HPV57 HPV70
Risk High Low Low High

and high-risk, respectively. The prediction results for HPV26 and HPV54 are
identical to the one in Muñoz et al. [10], and we assume that their results are re-
liable because it is based on epidemiologic classification from over 1,900 patients.
For HPV70, there are different results for HPV risk type by previous research
[10][11][12], and the risk type of HPV57 cannot be decided as yet because of the
insufficient published works.

4 Conclusion

In this paper, we have proposed a kernel method to classify the HPV risk types,
which are closely related to cervical caner. The proposed approach uses E6 gene
product, and the SVM classifier with a simple string kernel is used to discriminate
HPV risk types from the protein sequences. The gap-spectrum kernel is defined
to consider amino acids pair with a fixed distance, which can be useful for α
helix-dominant proteins. For experimental results, the classification performance
was measured based on leave-one-out cross-validation for 72 HPV sequences,
and it showed our approach provides better performance than mismatch kernel
methods combined with the sequence alignment. The prediction performance for
the unknown types was also promising.
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Abstract. Machine learning techniques have been recognized as powerful tools 
for learning from data. One of the most popular learning techniques, the Back-
Propagation (BP) Artificial Neural Networks, can be used as a computer model 
to predict peptides binding to the Human Leukocyte Antigens (HLA). The 
major advantage of computational screening is that it reduces the number of 
wet-lab experiments that need to be performed, significantly reducing the cost 
and time. A recently developed method, Extreme Learning Machine (ELM), 
which has superior properties over BP has been investigated to accomplish such 
tasks. In our work, we found that the ELM is as good as, if not better than, the 
BP in term of time complexity, accuracy deviations across experiments, and – 
most importantly – prevention from over-fitting for prediction of peptide 
binding to HLA. 

1   Introduction 

Major Histocompatibility Complex (MHC) molecules play an important role in 
immune system [1]. In humans, the MHC molecules are known as Human Leukocyte 
Antigens (HLA). They bind short peptides and present them on the cell surface for 
recognition by the T-cells of the immune system. HLA genes show high 
polymorphism; in fact, the HLA genes are the most polymorphic human genes [2]. 
There are more than 2000 known HLA variants characterized to date [3]. Due to this 
high variability, it would be impossible to carry out wet-lab experiments for each and 
every possible HLA-peptide pair. Hence, computer models are built and used for 
predicting whether a given peptide is likely to bind a particular HLA molecule. This 
allows us to carry out wet-lab experiments only for those peptides that are pre-
selected by computational screening and therefore have high probability of being 
binders. Brusic and his co-workers earlier implemented the Back-Propagation (BP) 
Artificial Neural Networks [4][5][6] and the Hidden Markov Model (HMM) [7] for 
high-accuracy prediction of HLA-peptide binding. In this work, we have investigated 
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the BP and the Extreme Learning Machine (ELM) [8] and compared their predictive 
and technical performances in prediction of peptide binding to HLA molecules. 

2   Review of Current Machine Learning Method in Predicting 
HLA-Peptide Binding 

The problem of predicting peptides that bind to MHC molecules has been extensively 
investigated since late 1980s. A number of predictive methods for MHC classes I and 
II binding peptides are available, including those based on structural modeling and 
free energy calculations of peptide/MHC complexes and sequence-based methods. 
Structural modeling methods [9] are computationally intensive, and have mainly been 
applied to MHC molecules with known crystal structures. Sequence-based statistical 
methods can be classified into two groups. The AIB methods [10], such as binding 
motifs and quantitative matrices, assume independent contributions of peptide 
residues to peptide/MHC binding. The general methods, such as classification and 
regression trees, Neural Networks (NN), Hidden Markov Models (HMM), or Support 
Vector Machines (SVM), multivariate statistical approaches and decision trees, take 
into account possible combined influences of multiple residues in different positions 
in a peptide. Decision trees [11] were used to predict MHC-peptide binding. Decision 
trees use a natural and intuitive way to classify a pattern through a sequence of 
questions in which the next question asked depends on the answer to the current 
question [12]. In Segal’s work, it was shown that 70% of the positive T-cell responses 
and 84% for the negative ones can be identified correctly. NNs are a class of machine 
learning techniques that are biologically inspired and have shown great success in 
many real world applications, and particularly well suited to perform classification 
and complex pattern recognition tasks [13]. Various NNs have been used for 
prediction of peptide bindings to MHC [4][5] and their prediction performance 
compare favorably to other existing prediction methods given sufficient training 
dataset [14]. HMMs are a class of probabilistic discrete models. A HMM is defined 
by a finite set of states representing the modeled system and have been demonstrated 
to be effective for MHC binders prediction [7]. Support Vector Machines (SVM) are 
discriminative supervised machine learning methods. They have been used for 
predicting MHC class I binding peptides and the results in [15] indicate that they 
predict well even on relatively small peptide datasets. Multivariate statistical 
approaches [16] are based on partial least squares. The prediction is obtained from a 
combination of individual amino acid contributions at each position of the peptide and 
contributions from side chain side to chain interactions. A more detailed review on 
computational methods for prediction of MHC binding peptides is given in [17]. 

3   Data and Methods 

In this work, the dataset consists of 3,050 9-mer peptides related to 15 variants of the 
HLA-A2 supertype. It is similar to the dataset used in [6], except that the current set 
contains 88 new peptides. The sequences of HLA-A2 variants are obtained from the 
IMGT/HLA Sequence Database [18]. The sequence encoding scheme is the same as 
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that described in [6]. This dataset was used to train and test the Back-Propagation 
(BP) Neural Networks and the Extreme Learning Machine (ELM). BP are very cost 
intensive in terms of time and memory requirements. In term of the performance, high 
accuracy will normally be achieved as this method iteratively adjusts the weight of 
each connection such that the outputs are close to those desired. Different sets of 
initial weights result in different adjustments and hence, different outputs. Normally, 
a series of trials are carried out, each with randomly assigned initial weight. Recently, 
a new method called ELM has been introduced. ELM is quite similar to BP, except 
that ELM employs significantly faster algorithm than the BP resulting in much shorter 
computation time. The ELM consists of three layers: input, hidden, and output layers. 
The weights of the connections between the input and the hidden layer (input weights) 
are assigned randomly. The weights of the connections between the hidden and the 
output layer (output weights) are calculated by using Moore-Penrose pseudoinverse 
[19]. Since no iterative computations are needed, ELM trains very fast. However, 
large memory is required for the calculation of the pseudoinverse, which is a tradeoff 
for fast training. In this work, a series of 25 experiments were carried out, each with 
sigmoid activation function for the hidden layer and linear activation function for the 
output layer. 

4   Result 

In this section, we discuss the results of an empirical study on using BP and ELM for 
predicting peptide binders to HLA-A2. In our experiments, we used the 5-fold cross 
validation scheme. Each time, one subset is selected as the testing data while the other 
four subsets are used as the training data. Various architectures (numbers of hidden 
neurons) were studied for both BP and ELM. In particular, the number of hidden 
neurons for studied ELMs ranged from 2 to 500. On the other hand, we consider only 
2 to 11 hidden neurons when building BP models due to large training time and 
rapidly increasing memory requirements with increasing number of hidden neurons. 
The results demonstrate that BP tends to outperform ELM for small number of hidden 
neurons. 

The average computational time, i.e. for 25 repeated experiments, to train BP and 
ELM models for various numbers of hidden neurons are plotted in Fig. 1 and 2, 
 

 
 

Fig. 1. Average training time of the BP Fig. 2. Average training time of the ELM 
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respectively. For 500 hidden neurons, ELM takes less than six seconds for training 
while BP with only two hidden neurons consumes more than 10 seconds on average. 
It is clear from these results that the training time of BP is significantly higher than 
that of ELM. 

  

Fig. 3. Average training accuracy of the BP Fig. 4. Average testing accuracy of the BP 

  

Fig. 5. Average training accuracy of the ELM Fig. 6. Average testing accuracy of the ELM 

The average prediction accuracy across 25 repeated experiments for both methods 
are given in Fig. 3 to 6. The solid and dotted curves in these figures represent the 
average prediction accuracies and standard deviations, respectively. In Fig. 3, the 
training accuracy of the BP is given. As we increase the number of the hidden 
neurons, the training accuracy increases. From the graph, it can be deduced that the 
standard deviations across experiments are approximately two percents. In Fig. 5, the 
training accuracy of the ELM is given. As we increase the number of the hidden 
neurons, the training accuracy also increases. However, the ELM model produces less 
accuracy deviations as compared to those of the BP model. The ELM, nevertheless, 
performs poorly with small number of hidden neurons while this is not the case for 
the BP. Only with large number of hidden neurons can the performance of the ELM 
be compared to that of the BP. As the ELM requires few seconds only for training, 
introducing more hidden neurons is not a practical constraint here. Fig. 4 provides the 
testing accuracy plot of the BP. It can be clearly seen that as we increase the number 
of the hidden neurons beyond five, the accuracy deteriorates. Fig. 5 provides the 
testing accuracy plot of the ELM. As the number of the hidden neurons is increased, 
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the accuracy is initially increased but stabilizes after around 300 hidden neurons are 
used. With large number of hidden neurons, the performance of the ELM is really 
comparable to that of the BP. In term of standard deviations, it is very much similar to 
the one discussed above. 

Another important issue is the over-fitting problem that troubles many NN 
implementations. Increasing the number of hidden neurons of a model increases its 
capability of memorizing. However, this would normally decrease its capability of 
generalizing. Thus, the over-fitting occurs. From Fig. 3 and Fig. 4, we can see that 
there is an indication of over-fitting for BP. The model with more hidden neurons has 
greater capability of memorizing the variability of data during the training phase and 
that has resulted in poorer capability of generalizing its prediction for the data points 
it has not seen before. This is, however, not shown in Fig. 5 and Fig. 6 for ELM. As 
the capability of an ELM model is getting better and better with more hidden neurons, 
it does not lose its capability of generalizing its prediction about the data points it has 
not yet seen. These results provide evidence that the ELM has the intrinsic resistance 
to over-fitting. 

5   Conclusions 

From our experiments, we found out that the ELM has several advantages as 
compared to the BP. The most obvious one is the computation time required to train 
the model. Using 2,440 data points, the ELM only needs less than six seconds to train 
a model with 500 hidden neurons while the BP requires approximately ten seconds to 
train a model with only two hidden neurons. Hence, introducing larger number of 
hidden neurons to facilitate larger amount of data points shall not be a problem in the 
ELM, as long as there is enough memory space to facilitate the calculations. In term 
of accuracy, the ELM is comparable to the BP even though the ELM needs much 
more hidden neurons to achieve similar performance to the BP. As the time 
complexity is not an issue in the ELM, this trade-off is worthwhile. Another point 
worth noting is that the ELM produces smaller variations of accuracy with respect to 
the training and the testing datasets. Lastly, an important point observed in the 
experiments is that the ELM is resistant to over-fitting. While the training accuracy 
increases as more and more hidden neurons are introduced, the testing accuracy rises 
steadily and remains stable after a certain number of hidden neurons were introduced. 
This indicates that the learning of the ELM improves with the increasing number of 
hidden neurons, without the loss of generalization capability. 
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Abstract. The identification of regulatory motifs (transcription factor binding 
sites) in DNA sequences is a difficult pattern recognition problem. Many 
methods have been developed in the past few years. Although some are better 
than the others in a sense, yet not a single one is recognized to be the best. 
Generally, in the case of long and subtle motifs, exhaustive enumeration 
becomes problematic. In this paper, we present a new method which improves 
exhaustive enumeration based on a neural network. We test its performance on 
both synthetic data and realistic biological data. It proved to be successful in 
identifying very subtle motifs. Experiments also show our method outperforms 
some popular methods in terms of identifying subtle motifs. We refer to the 
new method as IMNN (Identifying Motifs based on a Neural Network). 

1   Introduction 

Regulatory motifs (transcription factor binding sites) are conserved short subseque- 
nces (6-20 nucleotides in length) in the upstream non-coding DNA sequences, shared 
by a family of co-regulated genes, which are bound by the transcription factors to 
activate or repress gene expression. The identification of a motif can be defined to 
look for a short common pattern in the sample (a collection of sequences). Although it 
might seem simple at first, it is very complex. 

There were many methods proposed to identify motifs in the past, including 
GibbsDNA [1], CONSENSUS [2], MEME [3], ANN-Spec [4] and other methods. 
However, Pevzner and Sze [5] defined a “Challenge Problem” for motifs 
identification, which most of the above methods fail to solve. 

Challenge Problem: Find a signal in a sample of sequences, each 600 nucleotides long 
and each containing an unknown signal (pattern) of length 15 with 4 mismatches. We 
also refer to it as planted (15, 4)-motif problem. Note that the planted (15, 4)-motif 
problem is a particular parameterization of the planted (l, d)-motif problem. 

To solve the “Challenge Problem”, researchers proposed some new methods, such 
as WINNOWER [5], Graphical Approach, CMF, PATTERNBRANCHING, Random 
Projection and Uniform Projection. Although these methods can identify subtle motifs 
at a high success rate, the computation cost is still a big problem. In [6], we present a 
new method to reduce the computation cost. In this paper, we present a novel method 
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named IMNN for the motifs identification problem. In our opinion, the best methods 
for identifying motifs are those which rely on exhaustive enumeration. However, it 
becomes impractical for large l and subtle motifs. A natural idea is to make use of a 
machine learning technique to improve exhaustive enumeration so that we can get the 
best tradeoff between sensitivity and efficiency. IMNN is such a method based on a 
neural network. IMNN searches for the parameters of a neural network that will 
maximize the scoring scheme of alignment. It has the advantages of the high 
sensitivity of exhaustive enumeration and the efficiency of our constructed network. 
We test its performance on both synthetic data and realistic biological data. It proved 
successful in identifying very subtle motifs. 

2   IMNN 

2.1   Preliminaries 

Definition 1. For an l-mer A and each sequence is in the sample },,...,,{ 21 nsssS =  let 

{ },|),(min),( ii sPPAdissAdis ∈= where P denotes an l-mer and ),( PAdis denotes 

the Hamming distance between A and P, that is, the number of mismatches between A 

and P. Then the total distance of A from the sample is ).,(),(
∈

=
Ss i

i

sAdisSAdis  

Definition 2. Each element in a sequence is encoded for presentation to the network. 
We use unique one-hot codes (one bit on, the rest are off) for the four symbols in the 
sequence. 
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Fig. 1. The network of IMNN. Given a collection },...,,{ 21 nsssS = of n DNA sequences as 

input, the network identifies the consensus motif for output. sik denotes the nucleotide on the 
kth position of the ith sequence. 

2.2   The Network 

The network of IMNN is depicted schematically in Fig.1. At the input layer, every 
sequence of length j is denoted by a char vector, which times the weight vector. In 
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this architecture, the weight value is either 1 (the connection between the 
corresponding symbol and the input layer is on) or 0 (the connection is off). The 
network accepts its input in one time step according to the size l of the motif. It uses 
an input window of length l and process the sequence by moving this window across 
the sequence until all of the input has been exposed to the network. In this way, all the 
l-mers in the sequence are exposed to the network one after another. The network 
works its way across the sequence iteratively, continually modifying its internal state 
in light of the Hamming distance between the current input and the current state of the 
network (the current candidate motif). So, the input sequence can be broken into  
(j-l+1) windows W, then the processing can be defined as taking one window at a 
time, working recursively from 1 to (j-l+1) (the second index on the inputs in (1)). A 
null vector terminates the recursion.    

( ) ( ) ( ) ( )),...),(),,(min( 21 CMWdisCMWdisx iii φφφφ=  (1) 

where CM signifies the current Candidate Motif. The next process is 
−

=
− =

1

1
11 ),...,(

n

i
in xxxf . (2) 

According to the sum value, the candidate motif generator determines whether to take 
the current candidate motif for output or to generate a new candidate motif for the 
hidden layer. The candidate motif generator, which is the keystone of IMNN, will be 
introduced in detail in the next subsection.  

2.3   Implementation Issues 

2.3.1   The Candidate Motif Generator 
We choose a sequence sn from the input sample as a reference sequence at random. 
The candidate motif generator accepts an l-mer in one time step. Like the other 
sequences, we use an input window of length l and process the sequence by moving 
this window across the sequence until the candidate motif generator has identified a 
consensus motif for output or all the input has been exposed to the network. We 
assume that there is at least one instance of the consensus motif in every input 
sequence, so this instance will certainly be transmitted to the candidate motif 
generator, where several positions of the instance are mutated in light of the length l 
so that it will become the consensus motif for output. Note that the planted (l, d)-motif 
problem defines nearly the worst case for subtle motifs, but in realistic biological 
data, motifs are often much better conserved than these subtle motifs. Therefore, 
when we develop a method to identify motifs, we must consider both well conserved 
motifs and subtle motifs. 

Let M be the consensus motif, viewed as an l-mer, and let A be an instance of M in 
the reference sequence with at most d mismatches. Given A, how do we generate M? 
It means that we exhaustively enumerate every potential l-mer CM (Candidate Motif) 
that satisfies ,),( dCMAdis ≤ and then score each pattern according to some metrics 

(The pattern with the highest score is the consensus motif). But the computation cost 
of this method is very large, and therefore we propose another method to reduce the 
computation cost as follows. For convenience, we take the planted (8, 2)-motif 
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problem for example. In this case, it satisfies ),,...,1( ,2),( nisMdis i =≤  which means 

that if an 8-mer CM satisfies ),...,1( ,2),( nisCMdis i =≤  and ,2),( ≤CMAdis this CM 

will be considered to be M. First of all, if the A satisfies ),,...,1( ,2),( nisAdis i =≤ this 

A will be considered to be M for output. Secondly, we will replace the original symbol 
with the other three symbols on each position of A respectively, so we can generate 

2438 =× CMs. If one of CMs satisfies ),,...,1( ,2),( nisCMdis i =≤  this CM will be 

considered to be M for output. Thirdly, note that if one CM is an instance of M, it will 
satisfy 1),( ≤MCMdis  and ).,...,1( ,3),( nisCMdis i =≤  In other words, if one CM 

satisfies ( ) ),,...,1( ,3),(max nisCMdis i =>  this CM will not be an instance of M and 

must be washed out. For the remainder, we will replace the original symbol with the 
other three symbols on each position of CM respectively, except the position on 
which there is a mismatch between CM and A, in this way, we can generate several 
new CMs. If one new CM satisfies ),,...,1( ,2),( nisCMdis i =≤ it will be considered to 

be M for output; otherwise, it will be washed out. In this way, we can greatly reduce 
the number of CMs to analyze. More generally, we can adjust the maximal number of 
steps in light of the value l.  

The candidate motif generator processes every input based on the above method. 
According to the sum value from the hidden layer, it determines whether to send a 
signal to the input layer to ask for a new input or not, whether to generate a new 
candidate motif for the hidden layer or not, whether to take the current candidate 
motif for output or not.  

2.3.2   Speedups for IMNN 
At the hidden layer, it is unnecessary to compute the Hamming distance value 
between the current candidate motif and every subsequence in the input sequence. 
The recursion can be terminated if the Hamming distance value between the current 
candidate motif and any subsequence is less than the threshold. This threshold is set 
dynamically by the candidate motif generator. Take the planted (8, 2)-motif problem 
for example, the threshold can be set at three in the first step. 

Table 1. Results of four popular methods on our experiment data 

Method Success rate Method Success rate 
CONSENSUS 5% WINNOWER 93% 

Gibbs DNA 9% SP-STAR 81% 

Table 2. The realistic biological motifs in our experiment data 

Name Species Class Consensus motif 
Pbx Homo sapiens HOMEO ATCAATCAA 

SAP-1 Homo sapiens ETS ACCGGAAGT 
P50 Homo sapiens REL GGGGATTCCCC 
P53 Homo sapiens REL GGACATGCCCGGGCATGT 
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Note that A is an l-mer in the sample, which is only one symbol different from the 
two adjacent As. We can compute ),...,1( ),,( nisAdis i =  at the hidden layer by sharing 

computations across different l-mer As, reducing the computation cost to one lth of 
the original cost. 

3   Results 

IMNN is implemented on Matlab. We test the performance of IMNN on both 
synthetic data and realistic biological data. It proved to be successful in identifying 
very subtle motifs. 

3.1   Results on Synthetic Data 

Our experiment data is a number of real upstream non-coding DNA sequences sets of 
a variety of lengths, which are obtained from [7] and implanted with (l, d)-motifs. 
IMNN can identify the implanted motifs at the success rate of approximately 100%. 
Then we experiment with other popular methods on our experiment data. The results 
are shown in Table 1. We can learn from Table 1 that IMNN outperforms these 
popular methods in terms of identifying subtle motifs.  

In the planted (l, d)-motif identification, the motif M is known, and thus, we can 
run the method until the consensus motif is identified or all the input has been 
exposed to the network. However, in a real biological motif identification problem, 
the motif M is unknown, we have to run the method until all the input has been 
exposed to the network. 

3.2   Results on Realistic Biological Data 

We test IMNN on the following biological data with known motifs from the database 
[8]: four samples containing Pbx, SAP-1, p50 and p53 binding sites respectively (see 
Table 2). IMNN can also identify the known motifs in the samples. The motifs in 
these data sets are much better conserved than those in the synthetic data sets, with 
little variation. IMNN can identify both well conserved motifs and subtle motifs 
successfully. In general, we have been unable to locate published examples of 
biological motifs as subtle as those in the planted (l, d)-motif problem, but the dearth 
of such examples does not imply that subtle motifs do not exist biologically.  

4   Conclusions 

We have presented a new method IMNN which improves exhaustive enumeration 
based on a neural network. IMNN searches for the parameters of a neural network 
that will minimize the Hamming distance between the output motif and the input 
sample. It has the advantages of the high sensitivity of exhaustive enumeration and 
the efficiency of our constructed network. It can identify subtle motifs successfully. 
Experiments on synthetic data show IMNN outperforms other popular methods in 
terms of identifying subtle motifs. To our knowledge, there is only one existing 
method to identify motifs based on neural networks [4], which IMNN is different 
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from. In summary, we have only begun to explore the potential of the application of 
neural networks to the motifs identification. To this end, we have shown in 
experiments that our constructed network can identify subtle motifs at a higher 
success rate than traditional methods. As for the future work, we intend to improve 
IMNN by reducing the computation cost and identifying motifs of unknown size. 
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Abstract. A novel method based on fuzzy Self-Organizing Map to detect the
transmembrane segments, called TSFSOM, is presented in the paper. The mul-
tivariate ”time” series of transmembrane proteins are classified by fuzzy Self-
Organizing Map into five classes. Through the analysis of resulting trajectories
on the map, frequent patterns of transmembrane segments are detected and even
some kind of ”new” knowledge about membrane insertion mechanism is ob-
tained. The discovered patterns and the knowledge are then used to predict trans-
membrane segments for query sequence. The prediction results not only show
that the method is powerful, but also prove that the patterns and the knowledge
about the interaction between the patterns are effective and acceptable.

1 Introduction

Transmembrane proteins are important for a broad range of processes and functions in
all biological systems and of the genomes sequenced thus far, about 20 percent to 30
percent of the gene products are predicted to be polytopic transmembrane proteins [1].
However due to their property unsuitable for X-ray diffraction or NMR studies, there is
a large gap between the number of known sequences and the number of known struc-
tures. Efficient methods for membrane protein structure prediction are therefore needed.
To solve this problem, a number of methods designed to locate the transmembrane re-
gions and find the transmembrane orientation have been developed. The simplest and
earliest scheme was based upon hydropathy analysis [2]. Hydrophobic segments with
a score above a threshold value are considered as highly probable to be membrane-
spanning. After the ”positive-inside” rule was discovered [3], it was exploited to im-
prove the prediction accuracy. Many methods [4, 5, 6, 7, 8, 9, 10, 11] have been proposed
for transmembrane prediction.

Recently, soft computing technologies, such as fuzzy sets theory, and neural net-
works, are introduced to solve many problems such as target recognition and decision
making. Researchers also find that soft computing technologies can also deal with trans-
membrane topology structure prediction due to its ability to model uncertain informa-
tion [12, 13, 14, 15, 16].

The Self-Organizing Map (SOM) is a neural network algorithm based on unsuper-
vised learning, which means that no previous knowledge about the characteristics of the
input data is needed [17]. In our proposed TSFSOM, five primitive classes are visual-
ized on the map and three frequent patterns of transmembrane segments are detected.
The relationship between different patterns is explored. Subsequently, the patterns and
the knowledge about the relationship between the patterns are used to predict the trans-
membrane segments. The prediction accuracy suggests that the patterns are effective
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and acceptable and TSFSOM is powerful to predict the topology of transmembrane
proteins.

2 Structure of TSFSOM

TSFSOM has four steps. First, the multivariate ”time” series for transmembrane pro-
teins is generated based on different physiochemical characteristics of amino acids. Sec-
ond, FSOM is trained and five primitive classes are determined by the U-matrix method.
The amino acid sequences of membrane proteins are then converted to sequence of these
five classes. Third, frequent patterns of transmembrane segments are detected and the
interactions between the patterns are also studied. Finally, the discovered patterns and
the knowledge about the interactions are used to predict transmembrane segments for
query sequences fig (1).

Fig. 1. The structure of TSFSOM

2.1 Data Processing

First, transmembrane protein sequences are converted to multivariate ”time” series
according to the amino acids’ physiochemical properties. It is well known that trans-
membrane proteins have two common basic architectural principles due to the lipid
environment in which they are embedded: 1) transmembrane -helices have a high over-
all hydrophobicity; 2) The charge distribution of the hydrophilic loops that connect the
transmembrane segments follows the ”positive-inside” rule. A set of 4 property scales
is selected for data representation: 1) hydrophobicity; 2) polarity; 3) isoelectric point;
4) hydrophilicity. Then, four-dimensional ”time” series Xt = {X1t, X2t, X3t, X4t} is
obtained for a transmembrane protein.

Additionally, to reduce the noise introduced by a single sequence, each data vector is
computed by calculating the average property value of a continuous stretch of residues
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(the window), plotting the value at the position of the center residue and subsequently,
sliding the window over the sequence

xmt =
t+(w−1)/2∑

j=t−(w−1)/2

pm(j)

/
w

where w is the window size and pm(j) denotes the mhere m=1,2,3,4 property value of
the jth residue.A window of 11 residues is used here. Finally, the generated ”time” series
are sampled every 3 residues. To avoid the case that components with large variance
shadow those with small variance, the components of the input data are scaled to have
unit variance.

2.2 Primitive Classes Visualized from FSOM and U-Matrix

The traditional SOM basic algorithm belongs to a kind of hard partition methods. The
aim of the algorithm is that the sets of objects are strictly grouped into clusters. How-
ever, all objects have not strict attributes and both attributes and characters are always
fuzzy. Due to the reason that soft partition is proper in many real application systems,
many fuzzy SOM (FSOM)have been proposed. In our proposed TSFSOM, the FSOM
presented in [18] is used to find frequent patterns of transmembrane segments. Let M
denote the number of input samples, N the number of input vector components, and K
the number of output neurons. The learning algorithm consists of the following steps.

Step 1) Randomize the initial values of the components of the weight vectors.
Step 2) Input all samples Xl = [Xl,1, Xl,2, . . . , Xl,n], where l = 1, 2, . . . ,M
Step 3) Calculate the Euclidean distances from each sample Xl to all output neurons

dlj(t) =

√√√√ N∑
i=1

(Xli −Wij(t))2

where l = 1, 2, . . . ,M , j = 1, 2, . . . ,K
Step 4) Compute the memberships of each sample to all neurons

Rlj(t) =
1

d2
lj

(t)

K∑
i=1

(
1

d2
lm(t)

)
where l = 1, 2, . . . ,M , j = 1, 2, . . . ,K

Step 5) Adjust the weights of each neuron according to the computed memberships

Wij(t+ 1) = Wij(t) +

M∑
l=1

Rlj(t) · (Xli −Wij(t))

M∑
l=1

Rlj(t)

Step 6) Determine the stability condition of the network

max
1≤i≤N
1≤j≤K

{|Wij(t+ 1)−Wij(t)|} < ε
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Fig. 2. The cluster structure of the FSOM is typically visualized using distance matrix techniques.
(a)U-matrix visualization. (b)median distance matrix plotted by gray scale. (c) median distance
matrix plotted by marker size.

3 Prediction

The prediction process has three steps. First, the query sequence is mapped into the
trained SOM grid and the whole sequence is represented by the sequence of the five
primitive classes. Second, the strong and middle hydrophobic patterns are detected and
their distributions along the sequence are analyzed. If there is only one strong hydropho-
bic pattern and this pattern has a long distance from other detected middle patterns, the
sequence is predicted to be a single transmembrane protein with strong hydrophobic
pattern corresponding to transmembrane region. Otherwise, the sequence is considered
to be a polytopic transmembrane protein with all detected strong and middle hydropho-
bic pattern corresponding to transmembrane segments. Finally, the trajectories around
each assured transmembrane segment is scanned to find neighboring weak hydrophobic
patterns (distance¡18) and these neighboring patterns are further affirmed to be trans-
membrane segments or not.

The prediction accuracy of TSFSOM is evaluated on the data set A created by Euro-
pean Bioinformatics Institute (EBI). Since the data set A contains membrane proteins
with known three-dimensional structures, it is established to benchmark the perfor-
mance of various methods. Sequences above 25 % identity are eliminated to perform
an unbiased evaluation of the prediction accuracy. Therefore, the test set contains 30
membrane proteins with 91 transmembrane segments.

The efficiency of the transmembrane helix prediction was measured in terms of the
following ratios:

M=Ncor/Nobs(single transmembrane helix sensitivity)
C=Ncor/Nprd(single transmembrane helix specificity)



732 Y. Deng

where Nobs, Nprd and Ncor are the number of observed, predicted and correctly pre-
dicted transmembrane helices, respectively. The overall prediction power can be mea-
sured as the geometric mean of these ratios: . The prediction accuracy of TSFSOM is
shown in Table 1, along with the results of other prediction methods. It can be seen
that overall prediction power of TSSOM is as high as 95.4 %. It outperforms other pre-
diction methods using single sequence information (TMHMM 92.2 %, HMMTOP 93.6
%, MEMSAT 92.2 %) and gains almost the same prediction accuracy as the methods
using multiple sequence alignments information (TMAP 95.6 percent, PHDhtm 96.7
percent). However, the specificity of TSSOM is relatively low (91.9 %), which proba-
bly result from the incomplete discovery of the relationship between different patterns.

Table 1. Prediction accuracy of various methods on the data set A created by EBI

Data set Method
No of transmembrane helices
Nobs Nprd Ncor Qp(%) M C

A

TMHMM

91

87 82 92.2% 90.1% 94.3%
HMMTOP 95 87 93.6% 95.6% 91.6%
MEMSAT 87 82 92.2% 90.1% 94.3%
TMAP 91 87 95.6% 95.6% 95.6%
PHDhtm 91 88 96.7% 96.7% 96.7%
TSFSOM 99 93 95.4% 98.7% 91.9%

4 Conclusions

We suppose that the promising result of TSFSOM is due to: 1) Physiochemical prop-
erties of amino acids are successfully selected to describe the transmembrane protein
sequence in terms of multivariate ”time” series. 2) SOM together with special visual-
ization techniques is used to explore the elementary structures of multivariate ”time”
series. 3) Frequent patterns of transmembrane segments are detected and relationships
between different patterns are considered.
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Abstract. Multifibre renal sympathetic nerve activity (RSNA) recordings 
represent a nonlinear dynamic system with high dimensionality. In this paper, an 
effort has been made to effectively remove noises and reduce the dynamics of the 
multifibre RSNA signals to a simpler form. For this purpose, an improved cluster 
method combined with the wavelet-transform-based denoising approach is 
proposed. The outcomes of the present work show that wavelet denoising 
approach is a useful tool for analyzing multifibre RSNA in rats. Furthermore, 
compared to the original algorithm of the cluster method, the improved one 
reduces some aspects of bias. 

1   Introduction 

Activity within the sympathetic nerves to the kidney is determined by integration 
within the hypothalamic areas of the brain of sensory information, arising mainly from 
the high-and low-pressure cardiovascular baroreceptors with contributions from the 
somatosensory and visceral systems and the higher cortical areas of the brain [1]. 
Moreover, the basal level of activity in any particular multifibre nerve preparation 
varies from moment to moment, reflecting the ability of the central nervous system to 
formulate complex patterns of sympathetic outflow.  

It has become apparent that the impact of renal sympathetic nerve activity (RSNA) 
on the kidney function may not be determined solely by the absolute level of activity 
within the nerve signal, but more by how the pattern of the energy is distributed across 
the signal and how it changes dynamically [2]. Studies have shown that, in the renal 
sympathetic nerve, major energy peaks occur at heart rate (HR) frequency, respiratory 
frequency and also at very low frequencies [3, 4, 5]. Furthermore, most frequently the 
discharges of postganglionic sympathetic fibres are synchronized into bursts related to 
the cardiac cycle. However theoretically, power spectral analysis in the frequency 
domain fails to provide useful information about nonlinear characteristics of the time 
series, especially for detecting any nonlinear changes of the underlying network, which 
may be activated. 
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An alternative approach is that of time domain analysis, in which fluctuations in 
energy over time are assessed by the application of nonlinear dynamical theory. 
However, our previous study [1] suggested that the multifibre RSNA may represent a 
nonlinear dynamical system with high-dimensionality. Estimating the nonlinear features 
of such a high dimensional dynamical system is extremely difficult. Moreover the 
multifibre renal nerve signals inevitably contain noise components, which sometimes 
lead to incorrect estimation when using nonlinear analysis. Therefore, heavily 
contaminated multifibre RSNA are hard to analyze quantitatively. Recently, a method 
based on the wavelet transform, namely wavelet denoising, has been developed and 
successfully applied to the analysis of various physiological time series. It allowed the 
visualization of multifibre sympathetic nerve activity and a further quantitative analysis 
of their variability. In the present study we introduced an improved cluster method 
combined with the wavelet-transform-based denoising approach, by which the 
dynamics of the multifibre sympathetic traffic signal was reasonably reduced to a 
simpler form that makes it possible to examine some essential aspects of the overall 
behaviour of the underlying dynamic system.  

Furthermore, the sample entropy (SampEn) [6] method has been applied in examining 
the changes of complexity or irregularity of time series; including raw and denoised 
RSNA. The SampEn provides an alternative approach for measuring nonlinearity of the 
dynamical system based on multifibre nerve recording, especially for short-term 
signals. A lower entropy value always indicates more regularity or less complexity. If 
this is the case then it is expected that the entropy values should be changed before and 
after filtered multifibre renal nerve recordings.   

2   Method 

The experiments were approved by the local ethical committee of Nankai University. 

2.1   Animal Experiment 

The experiments were performed on 14 male Wistar rats, 285±3.25g, anaesthetized 
with a mixture of urethane and chloralose. The left kidney was exposed retroperi- 
toneally and a branch of the nerve to the kidney was dissected free and placed on a 
bipolar electrode made from silver wire. The nerve signals were amplified, filtered and 
displayed on an oscilloscope and stored for later analysis, using a PowerLab data 
acquisition system. A 40s high frequency (1 KHz) sampling of RSNA was taken at 
baseline condition. 

2.2   Wavelet-Transform-Based Denoising Approach 

Wavelet transform (WT) has been successfully applied to denoising since it can 
decorrelate random processes into nearly independent coefficients. The complete 
signal representation by wavelet transform domain maxima was introduced [7]. It was 
able to distinguish edge maxima from noise maxima by analyzing the singularity 
properties of wavelet transform domain maxima of a signal across the various scales [8].  
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Furthermore, WT can pack most of the signal energy into a few significant coefficients 
and relates the insignificant coefficients to the signal-independent additive noise. A 
threshold is set to distinguish noise from the structure information in threshold-based 
denoising schemes. It can be classified into soft and hard ones, in which coefficients 
less than the threshold will be set to 0 but those above the threshold will be preserved or 
shrunk. Donoho [9] developed the approach named the WaveletShrinkage scheme with a 
universal threshold based on orthonormal wavelet bases. The method, developed by Xu 
et al, was applied in the present study [10].  

2.3   An Improved Cluster Method 

The Cluster algorithm examines sequential groups of samples (clusters) of synchro- 
nized RSNA voltages. The first cluster of samples is defined as a possible nadir and the 
second as a possible peak. After all significant increases were marked; the series was 
rescanned in consecutive order to search for significant decreases. The occurrence of a 
peak in synchronized RSNA is defined as a significant increase followed by a 
significant decrease with a nadir on each side.  

Two improvements of the computerized peak detection algorithm, based on the 
cluster method, have been made. Firstly, the Student t-test was appropriately applied in 
searching for significant increases by comparing two sequential clusters. However, in 
the original program the value of standard deviation for the t-test was improperly fixed 
to 0.0001 for every comparison. Secondly, the present program was set to read into all 
input data at once rather than part of the data each time. Such an improvement saved 
program-running time and increased the efficiency of program performing.  

2.4   Sample Entropy Analysis and Statistics 

The improved algorithm of ApEn, SampEn statistics, agree much better than ApEn 
statistics with the theory of random numbers with known probability characteristics, 
over a broad range of operating conditions and maintain relative consistency where 
ApEn statistics do not.  The mathematical details of the SampEn are referred to the 
reference [6]. 

All the data are expressed as the mean ± SEM. Analysis of variance (ANOVA) was 
used for statistical analysis of the data, allowing within and between task comparisons 
to be made and significant differences are presented when P < 0.05. 

3   Results 

Figure 1a presents an original neurogram obtained from a multifibre recording of the 
RSNA made from one Wistar rat with a 1 KHz sampling frequency and a 2 second 
sampling time; Fig. 1b shows a denoised neurogram of the RSNA made from the same 
a Wistar rat and the wavelet-transform-based denoising approach has been employed 
for removing noise from the original signals; Fig. 1c gives the integrated (with 20 ms 
time constant) RSNA and the improved Cluster method has been used for simplifying 
high-dimensional chaotic dynamical system.  
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Fig. 1. (a) Original neurogram of renal sympathetic nerve activity (RSNA) from one Wistar rat 
using 1kHz-sampling frequency with a 2 s time period. (b) Denoised neurogram of the RSNA 
using wavelet-transform-based denoising approach. (c) Integrated (with a 20 ms time constant) 
RSNA.  

Table 1. Average value of peak characteristics between original and Denoised RSNA 

n =14 No peaks Mean PI Mean PA Mean PW 

Original RSNA 191±13 220±17 6.48±1.0 133±10 

Denoised RSNA 152±13** 286±26** 6.20±1.1 162±11 

Values are mean±S.E.M., (n=number of rats). No peaks: Number of Peak; Mean PI: 
Mean of peak to peak interval ms ; Mean PA: Mean of peak amplitude mv ; 
Mean PW: Mean of peak width ms . Statistical comparison is within groups 
comparing the raw renal nerve activities to filtered RSNA using wavelet-based 
transform denoised approach (**p<0.01). Signal sample frequency is 1 KHz and the 
length of each data file is about 40 s. 

The total number of original RSNA synchronized peaks detected by the improved 
Cluster method ranged from 267 to 109 in individual animals, with a mean value of 
191±13 (Table 1, n=14) for the sampling time of 40 s. After the noise of multifibre 
recordings was efficiently removed by the wavelet-based transform denoised approach 
the RSNA synchronized peaks averaged 152±13, which was significantly less than that 
obtained in the raw data (p<0.01). In contrast to the peak number, it can be seen that the 
averaged value of peak-to-peak intervals for the denoised RSNA (286±26) was 
statistically (p<0.01) higher than that (220±17) of the raw renal signals (p<0.01) in 
Table 1. However, there was no significant difference between the original and 
denoised RSNA for either mean peak amplitude (6.48±1.0 vs 6.20±1.1) or mean peak 
width (133±10 vs 162±11). 
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Complex analysis of the oscillators of the RSNA signal using sample entropy 
measurement provides the evidence that the values did significantly change after 
filtering the multifibre recordings of RSNA by wavelet-based denoised approach. 
Figure 2 presents the curves of the sample entropy values obtained from renal 
sympathetic nerve signals in fourteen rats. Each sample on the X-axis shows the values 
of entropy measurement in both original and denoised RSNA.  It can be seen that the 
original data curve (Fig 2, line with square symbol) was significantly higher (p<0.001) 
in all samples compared with those obtained after denoised signals (Fig 2, line with 
circle symbol). 
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Fig. 2. Individual values for the sample entropy (vertical axis) obtained from 14 rats (each shown 
on horizontal axis). Series A, original RSNA ( ) series B denoised RSNA ( ). m=2 (value of 
embedding dimension) and r=0.25 (value of band width) were used during entropy measurement. 

4    Discussions 

Little attention has been paid to the multifibre recordings of sympathetic outflow. Since 
the computerized peak detection algorithm was proposed by Malpas and Ninomiya [11], 
several papers have reported on the application of the algorithm to synchronize RSNA. 
Compared to the original one, the improved algorithm reduces some aspects of bias, 
which make it much smoothly and efficiently. 

The main advantage of the wavelet transform is its variable window size, thus 
leading to an optimal time-frequency resolution adapted to each frequency range. 
Based on the wavelet transform, this denoising method allowed a better visualization of 
synchronized sympathetic discharges (Fig.1b) compared to that of the original traces of 
nerve activity (Fig.1a). We should remark that this is usually difficult to achieve with 
standard approaches due to the fact that multifibre RSNA represent non-stationary 
signals with noise. It was evident from Fig.2 that the entropy values did reduce after 
applying the wavelet-based denoised filter, indicating the noisy components within the 
nerve activity were effectively removed.  

Finally, the SampEn measurement has been proposed at the present study. It was 
evident that the length of peak numbers was greatly dependent on the sampling period 
of sympathetic nerve signals. It is a fact that less than one thousand data points of the 
above peak sequences are sometimes available for further nonlinear analysis after 
applying the peak detection algorithm, as a consequence the application of chaotic 
analysis programs has been questioned its validity debated because of the limited 



 Analysis of Multifibre Renal Sympathetic Nerve Recordings 739 

length of data points. Therefore, SampEn could become an alternative nonlinear 
approach for analyzing short-term peak sequences.  

In conclusion, an improved cluster method combined with the wavelet-transform 
-based denoising approach presented in this study allows for measuring multifibre 
sympathetic nerve signals with much better accuracy. 
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Abstract. There is no method of color blindness cure so far although some 
research on color blindness has been done. In this paper we propose the BP 
neural network model for Color Blindness Cure (CBC) according to the 
biological experimental results. This model transforms abnormal output signals 
of two paths corresponding to two kinds of cones of the dichromats into normal 
ones of three paths corresponding to three kinds of cones of normal people. 
Computer simulation results show that this model has good performance and 
changes the abnormal vision of the dichromats into normal ones. In addition, 
some improvements of our model are introduced. 

1   Introduction 

1.1   Human Color Vision and Color Blindness 

In human vision, the visual signal is received by rods and cones in the retina [1] [2]. 
Rods are sensitive to the luminance while cones convey color information. Three 
types of cones named L cones, M cones, and S cones are identified based on the 
spectral absorption characteristics [3] in Fig.1. The signals produced by the cones are 
passed in the retina and then arrive at the lateral geniculate nucleus (LGN). 

Color blindness is a kind of vision disease. About 8% of men and 0.5% of women 
have hereditary color defects and a quarter of them are dichromats (a kind of color 
blindness sufferers who confuse some colors). Losing or abnormality of cones is the 
main reason of color blindness. There are three types of dichromats according to the 
type of the abnormal cones: protanopes, deuteranopes, and tritanopes. 

According to three-color theory, some models that focus on the research of 
dichromats' vision characteristics have been built up, such as "multilayered neural 
network models" [4] and "fuzzy connectionist model" [5] etc. These models can be 
used to analyze or simulate the color information processing mechanism of nervous 
system. However, no valid color blindness cure method has been introduced. 

Considering the situation of losing of cones, the dichromats lose one kind of cones 
but the neurons which receive the output signals from those cones may be normal 
though they do not receive the correct inputs. If we can simulate the output signals of 
the lost kind of cones while adjusting the output signals of the other two kinds of 

* This work is supported by National Basic Research Program of China (2005CB742303). 
** Corresponding author. 
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cones at the same time so as to convey the similar signals like the normal people’s, 
the dichromats may recover the normal vision. Different kinds of dichromats may 
have different quantity and proportion of cones [6] so it is not practicable to use the 
same transfer function for every dichromats.  

Fig. 1. The spectral sensitivities of three kinds of cones [3] 

1.2   BP Neural Networks (BPNN) 

The design of artificial neural networks is motivated by the research on the brain, 
which can process complex information fast and powerfully [7]. Different types of 
neural networks are widely used in many fields. Research on neural networks also has 
important significance of discovering how biological vision system operates. BPNN 
which is a multilayer perceptron with back-propagation learning has good 
performance in nonlinear mapping and generalization. It has simple structure and is 
easy to implement by hardware so it could be used in the vision system with huge 
information. We use the BPNN model to transform the output signals of two kinds of 
cones into three kinds and supply the probability for the cure of color blindness. 

2   Color Blindness Cure (CBC) Model Using BPNN 

To simulate the human eyes model, when a picture inputs we change the color of each 
pixel into output signals of three kinds of cones (for dichromats there are two kinds). 
This is performed by a transformation matrix from RGB color space to cones’  

Fig. 2. Faugeras model of the human color vision system [8] [9] 
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absorption space as the Faugeras model (Fig. 2) of human color vision system [8] did. 
For the D6500 white light the transformation matrix U [8] is given as 

U=

9389.00602.00009.0

0616.08138.01246.0

0264.06102.03634.0

.
(1)

So we can get the output signals of the cones from the RGB values of the images. 

2.1   Structure of Our CBC Model 

In the simulation, we use the output signals of two kinds of cones transformed from 
the RGB values of the image as the inputs of the neural network while the training 
object is the output signals of normal people’s three kinds of cones. The BP learning 
method is chosen and there is one hidden layer in the neural network. The model can 
be described by three formulas as:  

L’ = F (A, B), M’ = G (A, B), S’ = H (A, B). (2) 

In the formulas, A, B mean the output signals of the two kinds of cones of the di-
chromats (They are chosen from the L, M, S according to the type of the dichromats). 
L’, M’, S’ mean the outputs of the neural network which are expected to be similar 
with the object L, M, S. And F, G, H mean the equipollent transfer functions of the 
model. The structure of the model is shown in Fig. 3.  

Fig. 3. The structure of the model (The part illustrated by dashed lines is not for this model and 
will be mentioned afterward) 

We choose many pictures which contain enough color information to train the 
model and some other pictures to test the results. We can not only compare the output 
of the model but also draw the “output pictures” by doing the inverse transform from 
LMS space to RGB space. In Fig .4 we can see the testing results. 

This model can help the dichromats distinguish some confused colors but there is 
still some confusion (we can see the color bar in Fig .4). To solve this problem, one 
probable method is to choose more natural images to train the model so as to make 
the model more sensitive to the colors which appear more in the nature. The effect is 
to change the “color blindness” space into smaller or less important space. 
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(a)           (b)           (c)                (d)               (e)               (f)   

Fig. 4. (a) The original image. (b) The simulation image of deuteranopes (All images of di-
chromats in this paper are obtained by the transform from the outputs of the cones to RGB 
values for simple without considering the real color perceptron of dichromats. More research on 
dichromats’ actual vision can be seen in [10]). (c) The recovered image using our model. (d) 
The original color bar. (e) The simulation color bar of deuteranopes. (f) The recovered color bar 
using the model. It shows both the effect and some confusion of the colors. 

2.2   Improvements of Our Model 

To improve the model, a “man-made cone input” is added. Considering the biological 
practicability we use the luminance as the third input of the neural network and it is 
one kind of combination of the RGB value. In human vision system there are rods 
which transfer the luminance information so their output signals could be used. 

The structure of the improved model is similar to the foregoing one and it has one 
more input in the neural network as shown in the dashed-line part of Fig. 3. The 
results in Fig .5 show that it has better performance than the first model.  

(a)               (b)               (c)                (d)                (e)                (f) 

Fig. 5. This figure shows the effect of the improved model for the recovering of the colors for 
dichromats. (a), (d) are the original images. (b), (e) are the simulation images of protanopes and 
deuteranopes respectively. (c), (f) are the recovered images by our improved model. 

3   Results and Discussion 

3.1   The Performance of the Model 

After training, the neural network can get the fixed weight vectors to transform the 
output signals of the two kinds of cones into three kinds. We use more than one 
hundred nature pictures to test the performance of the models for three different kinds 
of dichromats. The visualized effect is shown in the figures and we also compare the 
output of the model with the object by computing the relative error of the output 
signals to estimate the model. Experimental results show that the model performs well 
in recovering different kinds of images. 

In the experiments we found that the number of the hidden layer neurons of the 
neural network is an important parameter. In the same training and testing condition, 
different relative errors according to different number of hidden neurons are listed in 
Table 1. About 7 to 10 neurons will be enough and satisfying with the differences 
seen by eyes between original images and recovered ones being acceptable.  
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The selection of training samples is also important. A small number of samples 
may not stand for great variety of colors in nature so the neural network may not be 
trained well and have bad performance in the testing set. However, too many samples 
may lead to “overfitting” or “overtraining” [7]. It is a worthy task to be studied. 

Table 1. The relative errors of the model’s output with different number of neurons 

Number of hidden neurons 3 4 5 6 
Relative error 0.4325 0.1094 0.0928 0.0828 

Number of hidden neurons 7 8 9 10 
Relative error 0.0564 0.0447 0.0341 0.0338 

3.2   Practicability of the Model 

Our color blindness cure model has a good effect in the simulation and might be used 
for the cure of dichromats. But in practice, there are still many problems. We need to 
know how to stimulate the receivers which accept the output signals of the cones. 
This is a challenge to the scientists of neurobiology and medicine. 

Another problem is that we not only need to stimulate the receiver without input 
but also need to change the inputs of the other two kinds of receivers. Here we pro-
pose some methods. The simplest method is to cut off the connecting paths between 
the cones and the receivers while adding the output signals of the model directly, but 
this method is invasive and dangerous. Another method is computing the differences 
between the output signals we get from the model and the original output signals so 
that we only need to make up the differences instead of erasing the original output 
signals of the existing cones. In fact there is a more practical method that we can do 
some processing before the colors are received by the eyes so that the output signals 
of the two existing kinds of cones that dichromats have may be similar as those of the 
normal people. After preprocessing, only one kind of stimulus need to be artificially 
made and the other two kinds have been adjusted before light comes into the eyes. It 
may be implemented by a system such as a specific pair of glasses whose parameters 
are calculated by the transfer functions of the model. 

Now we are taking part in the “Basic Principle and Key Problems of Vision 
Recovering” project supported by “National Basic Research Program”. Our work in 
this paper is also related to vision recovering so it is possible to do more research on 
the practicability of the model with the good experimental conditions. 

4   Conclusions 

Losing of cones and abnormality of cones are main reasons of color blindness. From 
the spectral sensitivity of cones we can see that it is possible to change the two kinds 
of cones’ output signals of dichromats into three kinds as normal people have, and a 
nonlinear neural network could be used to accomplish the complex transform. In this 
paper the BP neural network model for the vision recovering of dichromats was 
constructed. It was shown that the model did well in the simulation for the cure of 
color blindness and correlated well with the biological characteristics of human 
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vision. We also further improved our model and listed some useful discussions on the 
model’s practicability for color blindness cure. With the support of the “National 
Basic Research Program”, a lot of further work could be done in the future, such as 
the study of the structure and performance of the model, and the hardware 
implementation for practical application. 
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Abstract. Pulmonary elastance provides an important basis for decid-
ing air pressure parameters of mechanical ventilators, and airway resis-
tance is an important parameter in the diagnosis of respiratory diseases.
The authors have proposed a second order nonlinear differential equation
model of respiratory system whose elastic and resistant coefficients are
expressed by RBF networks with the lung volume as the input. When
we use RBF networks expression, numerical stability can be expected,
because the output of each node is in range of [0,1], the balance between
each node is good. However, the problems of deciding the number of
nodes and the center/deviation of each node were remained. In this pa-
per, a design method of RBF network based on fuzzy clustering method
is proposed to decide center and deviation of each node. By means of
fuzzy clustering, the available data set is partitioned into fuzzy subsets
so that each RBF works effectively. The proposed method is validated
by examples of application to practical clinical data.

1 Introduction

When a patient cannot autonomously breathe due to some accident or disease,
the patient has to receive artificial respiration treatment. Artificial respirators
are popular and important medical equipment. When the artificial respirator is
used, it is necessary to appropriately set the parameters of the respirator such
as pressure and period of the respiration to be suitable for each patient. For
setting appropriate ventilation conditions fitting to each patient, it is important
to establish a mathematical model describing the mechanism of the human res-
piratory system, and to know the pulmonary characteristic of each patient via
identification of the model.

For this purpose, a respiratory system model have been proposed by the au-
thors. This model is expressed as a second order nonlinear differential equation
whit volume variant elastic coefficient and volume variant resistant coefficient.
In this model, elastic coefficient and resistant coefficient are expressed by RBF
networks with the lung volume as the input[1]. Proposal of this model provides
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a possibility of estimating pulmonary elastance and airway resistance from the
measurements of air pressure, flow and volume at ventilator side, no need for
any sensor inserted into body inside. When we use RBF networks expression,
numerical stability can be expected, because the output of each node is in range
of [0,1], the balance between each node is good. However, the problems how to
decide the number of nodes and how to decide center and deviation of each node
were remained.

In this paper, a design method of RBF network based on fuzzy clustering is
proposed to decide center and deviation of each node. The proposed method is
validated by some examples of application to practical clinical data.

2 RBF Network Expression Based Model

In this paper, a case of mechanical ventilation is considered in which case spon-
taneous breathing is absent. In the inspiration phase of mechanical ventilation,
the air pressure of ventilator side is higher than the lung inside, so the fresh air
is sent to lung by the difference of air pressure, and the lung is expanded. In
the expiration phase, the exhaust after gas exchange is excreted naturally by
shrinking force of lung.

The expansion and the shrinkage relying on variation of air pressure are char-
acterized by pulmonary elastance and airway resistance. The medical knowledge
and clinical data clearly show that there is nonlinearity in elastance of lung and
resistance of the airway. And they are important factor in decision of respiratory
dynamics.

Comprehensively considering the above each factor, a new respiratory model
of lung has been proposed as the following:

P (t) + aṖ (t) = E(V )V (t) +R(V )V̇ (t) + hV̈ (t) + ε(t), (1)

E(V ) =
n∑

i=1

biψi(V (t)), (2)

R(V ) =
n∑

i=1

ciψi(V (t)), (3)

where, V (t) is the volume of lung, V̇ (t), V̈ (t) the first and second order deriva-
tives of the volume, P (t) the pressure of the airway, Ṗ (t) the first order derivative
of the pressure. a, h are the coefficients of the model. ε(t) contains model errors
and measurement noises.

As mentioned above, pulmonary elastance E(V ) and airway resistance R(V )
are not constant, they are some nonlinear function of volume V (t). In this model,
pulmonary elastic coefficient and airway resistance coefficient are described by
RBF network expressed by (2) (3) which input is the volume of lung. Here, n
is the number of nodes, and bi, ci (i = 1, · · ·, n) are weights of i-th node. The
ψi(V ) is Radial Basis Function with center of V0i, deviation of σi:

ψi(V ) = exp(− (V − V0i)2

2πσ2
i

), i = 1, · · · , n. (4)
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In next section, we will present a method how to decide center V0i and devi-
ation σi of each node.

Considering the relationship Q(t) = V̇ (t) between Q(t) and V (t), the respira-
tory model (1) can be written as:

P (t) + aṖ (t) = E(V )V (t) +R(V )Q(t) + hQ̇(t) + ε(t). (5)

Substituting (2) and (3) for (5), we have

P (t) = −aṖ (t) + V (t)
n∑

i=1

biψi(V ) +Q(t)
n∑

i=1

ciψi(V ) + hQ̇(t) + ε(t). (6)

Setting data vector ϕ(t) and parameter vector θ in above model as

ϕ(t) = [Ṗ (t)|V (t)ψ1(V ) · · ·V (t)ψn(V )|Q(t)ψ1(V ) · · ·Q(t)ψn(V )|Q̇(t)]T ,

θ = [−a|b1 · · · bn|c1 · · · cn|h]T ,

then a compact expression of the model is obtained:

P (t) = ϕT (t)θ + ε(t). (7)

3 Design of RBF Network Based on Fuzzy Clustering
Method

In RBF network, it is very important to optimize center and deviation of RBF
because of the learning accuracy. Data clustering is a usual approach to decide
RBF structure, and fuzzy clustering method is considered more effective than
crisp clustering method. Here, we adopt GK algorithm[2] that is regarded as
fuzzy version of c-means method to classify input data and to optimize the RBF.
As the clustering results, we can obtain cluster prototypes and membership
functions which are represented in the partition matrix. By using these two
clustering results, center and deviation of each node are decided so that each
RBF effects only to some limited input space.

The measurement data that are obtained from the mechanical ventilation
system are only the sampled data of pressure P , flow Q, and volume V .

P =


P (1)
P (2)

...
P (N)

 , Q =


Q(1)
Q(2)

...
Q(N)

 , V =


V (1)
V (2)

...
V (N)

 . (8)

To classify the measurement data, we define measurement date vector zk as
zk = [P (k), Q(k), V (k)]T , zk ∈ R3, k denote the time instant, 1 � k � N . Then,
the set of N observations can be denoted by Z = {zk|k = 1, 2, · · · , N}. Z is a
3×N matrix:
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Z = [z1, z2, · · · , zN ] =

 z11 z12 · · · z1N

z21 z22 · · · z2N

z31 z32 · · · z3N

 , (9)

zk = [z1k, z2k, z3k]T , (k = 1, 2, · · · , N).

The objective of clustering is to partition the data set Z into c clusters. Fuzzy
partition of Z is a family of fuzzy subsets {Bi|1 � i � c}. The subsets are de-
fined by their membership (characteristic) functions, represented in the partition
matrix U = [uik]c×N . The partition matrix satisfies the following conditions:

uik ∈ [0, 1], 1 � i � c, 1 � k � N, (10)
c∑

i=1

uik = 1, 1 � k � N, (11)

0 <
N∑

k=1

uik < N, 1 � i � c. (12)

Equation (10) states the well-known fact that the membership degrees are real
numbers distributed in the interval [0, 1]. Condition (11) constrains the sum
of each column to 1, and thus the total membership of each zk in all clusters
equals one. Equation (12) means that none of fuzzy subsets is empty nor it
contains all the data. The fuzzy partition matrix is obtained by applying the
Gustafson-Kessel (GK) algorithm, based on the minimization of the well-known
fuzzy c-means functional:

J(Z; U ,G, {Ai}) =
c∑

i=1

N∑
k=1

(uik)mD2
ikAi

, (13)

where G = [g1, g2, · · · , gc], gi ∈ R3 is a vector set of cluster prototypes (centers),
which have to be determined, and

D2
ikAi

= (zk − gi)T Ai(zk − gi) (14)

is the squared inner-product distance norm. Matrices Ai are computed in the
optimization algorithm using the local covariance of the data around each cluster
center. This allows each cluster to adapt the distance norm to the local distribu-
tion of the data. If the data samples are distributed along a nonlinear hyper sur-
face, the GK algorithm will classify the data samples into some clusters[3]. The
overlap of the clusters is controlled by the user-defined parameter m ∈ [1,∞).

Next, we present how to decide center and deviation of RBF. For deciding
center of each RBF V0i which is used in Eq. (4), we apply center of each cluster
G obtained by GK algorithm:

V0i = G3i, (i = 1, 2, · · · , c). (15)

For deciding deviation of each RBF σi which is also used in Eq. (4), we apply
means of Euclid distance of between center of each cluster and data set which is
obtained by applying an α-cut.
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Zi = {zk|uik > α, k = 1, 2, · · · , N}, (16)

σi =
1
Ni

∑
zk∈Zi

(z3k − V0i)2, k = 1, 2, · · · , N, (17)

where, Ni(i = 1, ...c) are data samples which include in Zi. α-cut means that
only the data samples that belong to the given cluster to a degree greater than
a specified threshold α ∈ [0, 1] are used to decide deviation of each RBF.

4 Parameter Estimation

In the continuous-time model (6) (or (7)), the differential terms are contained.
Generally speaking, it is not desirable to calculate the derivatives directly from
the measurements, because it may make the noise effect worse. In this section,
a discrete-time identification model for pulmonary respiration is derived based
on Sagara’s numerical integration technique[4].

Denote the sampling period of data collection as T . At time instant t = kT ,
integrate both sides of Eq. (7) over the interval [(k − !)T, kT ]. Let y(k) be the
left hand side of the resultant equation. Then y(k) can be calculated as

y(k) =
∫ kT

(k−�)T
P (τ)dτ �

�∑
j=0

djP (k − j), (18)

where, ! is a natural number that decides the window size of numerical integra-
tion. The coefficients di(i = 0, 1, · · · , !) are determined by formulae of numerical
integration. For example, when the trapezoidal rule is taken, they are given as
follows: {

d0 = d� = T/2,
dj = T, j = 1, 2, · · · , !− 1. (19)

The integral of ϕ(t) in the right hand side of Eq. (7) can be calculated by

φ(k) =
�∑

j=0

djϕ(k − j)

=
[
P (k)− P (k − !)

∣∣∣ �∑
j=0

djV (k − j)ψ1(V (k − j)) · · ·
�∑

j=0

djV (k − j)ψn(V (k − j))
∣∣∣ �∑

j=0

djQ(k − j)ψ1(V (k − j)) · · ·
�∑

j=0

djQ(k − j)ψn(V (k − j))
∣∣∣ Q(k)−Q(k − !)

]
. (20)

Here, analytical forms are taken for the terms where the integral can be calcu-
lated analytically. Get together the approximation error∇e caused by numerical
integration and the integral of error term ε(t) of Eq. (7) in e(t). Namely, e(k) is

e(k) = ∇e +
∫ kT

(k−�)T
ε(τ)dτ. (21)
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Consequently, a discrete-time identification model of pulmonary respiration is
derived as follows:

y(k) = φT (k)θ + e(k). (22)

From the measurements of air pressure P (k), flow Q(k) and volume V (k), it is
easy to calculate y(k) by Eq. (18) and φ(k) by Eq. (20) at each time instant
k = !+ 1, · · · , N , then N − ! regression equation can be derived as:

y = Φθ + e, (23)

where, y = [y(!+1) · · · y(N)]T , Φ = [φ(!+1) · · ·φ(N)]T , e = [e(!+1) · · · e(N)]T ,
respectively.

The least squares estimate that minimizes the criterion function J defined as
a sum of squared errors

J = ||y − Φθ||2 (24)

is given by
θ̂ = (ΦTΦ)−1ΦTy. (25)

Then, the estimate of pulmonary elastance is obtained:

Ê(V ) =
n∑

i=1

b̂iψi(V ). (26)

The above algorithm is an off-line algorithm in which the calculation is carried
out after the data of length N are completely collected. But, in practical clinical
cases, the data are recorded successively, and the state of lung may change, so
on-line algorithm is desired. The on-line algorithm for calculating the above LS
estimate is as the follows[5]:

θ̂(k) = θ̂(k − 1) + L(k)(y(k)− φT (k)θ̂(k − 1)),

L(k) =
S(k − 1)φ(k)

λ+ φT (k)S(k − 1)φ(k)
,

S(k) =
1
λ

[
S(k − 1)− S(k − 1)φ(k)φT (k)S(k − 1)

λ+ φT (k)S(k − 1)φ(k)

]
,

(27)

where, λ(λ ≤ 1) is forgetting factor, and the initial values of θ̂ and S are taken
as θ̂(0) = 0, S(0) = s2I (s is a sufficiently large real number).

5 Validation by Clinical Examples

In this section, the effectiveness of proposed method for deciding RBF parameter
is validated. A case of using fuzzy clustering method and a case of mean location
are compared with the results of pulmonary elastance estimation. The sampling
period T is T = 0.005 second, and the data size N is N = 600. These data
corresponds to one cycle of breath. The dynamical P − V curve can be plotted
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from the data of airway pressure P and volume V (Fig.1). For verification of
estimated results of pulmonary elastance, experimental static recoil P−V points
during inspiration (◦) and expiration (+) are also plotted in Fig.1. The results
of estimation are evaluated by degrees how the calculated static elastic P − V
curve based on estimated parameter close to the static recoil P − V points.
RBF parameters which are decided by using Eq. (15), (16), (17) based on fuzzy
clustering and by using mean location are shown in Table.1. In this example,
cluster number c (RBF node number n) is c = n = 6.

The estimation results of static elastance are shown in Fig.1 and Table.2. In
Table.2, J indicates the value of criterion function defined as Eq. (24). Ev� is

Fig. 1. Dynamical P −V curve (dotted line), experimental static recoil pressure-volume
points during inspiration(◦) and expiration (+), pulmonary elastance estimation results
in the case using fuzzy clustering (1) and pulmonary elastance estimation results in
the case using mean location (2).

Table 1. Design of RBF Network (node number n = 6)

center V01[ml] V02[ml] V03[ml] V04[ml] V05[ml] V06[ml]
clustering 31.8 40.5 22.2 13.4 6.07 1.27

mean location 33.0 44.0 25.5 17.0 8.5 0.0
deviation σ1 σ2 σ3 σ4 σ5 σ6

clustering 4.63 3.65 4.64 3.58 2.08 0.81
mean location 5.0 5.0 5.0 5.0 5.0 5.0

Table 2. Evaluation of estimation results

J Ev�

clustering 3.8201 × 10−5 0.2598
mean location 1.08 × 10−4 0.2947
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sum of squared errors between experimentally measured pressure value P�(i) at
each static P − V points and the estimated pressure value P̂�(i) corresponding
to the points: Ev� = 1

Nv

∑Nv

i=1(P�(i)− P̂�(i))2, where Nv is the number of static
P − V points used in validation. In Fig.1, we can see that both the estimated
elastance curve by clustering and estimated elastance curve by mean location fit
the practically measured static P/V curve quite well. However, the values of J
and Ev� by clustering are smaller than the values by mean location.

6 Conclusion

For setting appropriate respiratory conditions to fit each patient who is receiv-
ing artificial respiration treatment, pulmonary elastance and airway resistance
provide decisive information. Therefore, it is very important to identify respi-
ratory system model which include pulmonary elastance and airway resistance
terms expressed by RBF network. In this paper, we applied fuzzy clustering
method to optimize RBF network which is include pulmonary elastance and air-
way resistance term. Using fuzzy clustering GK algorithm, nonlinear data can
be partitioned into some cluster, and center of each cluster and partition ma-
trix which determines what degree of the individual data samples belong to the
corresponding cluster are obtained.

The proposed method is that each RBF are located in the center of each
cluster, and deviation of RBF apply means of Euclid distance of between center
of each cluster and data set which is obtained by applying an α-cut. The proposed
fuzzy clustering method is validated by clinical examples.
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Abstract. A hybrid neural network based on self-organizing map (SOM) and 
multilayer perception(MLP) artificial neural network(ANN) is proposed for 
recognition of fatty liver from B-scan ultrasonic images. Firstly, four texture 
features including angular second moment, contrast, entropy and inverse 
differential moment were extracted from gray-level co-occurrence matrices of 
B-scan ultrasound liver images. They were mapped by a SOM for feature 
reduction, and then combined with other two features, named approximate 
entropy and mean intensity ratio. All features were imposed to a MLP for 
recognition. In the experiment, 130 B-scan liver images were divided into two 
groups: 104 in training group and 26 in validation group. Both the normal and 
fatty livers were recognized correctly. This study showed that the hybrid neural 
network could be used for fatty liver recognition with good performances. 

1   Introduction 

Fatty liver is caused by accumulation of triglycerides and other fats inside liver cells. 
There are mainly two types of fatter livers, alcoholic liver disease (ALD) caused by 
abnormal consumption of alcohol and non-alcoholic fatty liver (the first stage of 
NAFLD) caused mainly by obesity. Actually, fatty liver is not harmful itself. But if 
left untreated, it will lead to inflammation of liver and hepatocellular necrosis, 
ultimately resulting in liver fibrosis and then irreversible cirrhosis. In clinic, the 
golden standard for diagnosis of fatty liver is biopsy. However, this procedure is 
invasive and makes patients suffer a lot. So doctors often make a presumptive 
diagnosis based on the following criteria first, and then biopsy is applied on 
suspicious individual for establishment: 

 Clinical and/or biochemical signs of insulin resistance 
 Chronically (long duration) elevation of SGOT and SGPT 
 Signs of fatty liver on ultrasound 

Among these criteria, ultrasound is the most convenient and non-invasive way, so 
it is widely used in the clinic diagnosis of fatty liver. However, for there is no 
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objective and quantitative standards in ultrasonic diagnosis, this method is greatly 
depended on the experience of the diagnostician. 

To solve this problem, many computer-aided diagnosis(CAD) methods have been 
proposed to increase the recognizing rate of fatty liver from ultrasonic images. For the 
normal histology of liver will be destroyed by diffuse and non-diffuse liver diseases, 
there will be some differences in the texture of ultrasonic images between the normal 
and fatty liver. Hence, most of the computer-aided diagnosis methods are based on the 
texture analysis of liver ultrasonic images, mainly including structural texture 
analysis, statistical texture analysis, model-based texture analysis and transform-based 
texture analysis [1]. Besides, there are still some methods based on gray level feature 
analysis, such as liver to kidney gray level ratio, adjoining point kernel and histogram 
analysis, etc [2]. Based on our former work, in this paper, the statistical texture, gray 
level and complexity features are analyzed. 

Though many studies have been conducted, the input parameters and topological 
structure of the neural networks need to be studied further for a useful computer-aided 
diagnosis means with acceptable recognition performance. Kadah et al used neural 
networks to recognize diffusive liver disease through B-scanned ultrasonic image and 
achieved high discriminating rate. However, this algorithm is based on the extraction 
of a number of features and a large amount of multiplications in spatial domain 
among the features [3], so the complexity of the algorithm is high. Gletsos et al 
proposed a hybrid neural network composed of multiple BP neural networks to 
classify liver diseases step by step [4]. This algorithm achieved rather high 
performance, but it is also accompanied with calculation of a lot of input features and 
large-scale network. Furthermore, the convergence is still significant problem, which 
will probably lead to a local optimal result.  

In this paper, a hybrid neural network is proposed for B-scanned ultrasonic image 
recognition of fatty liver. This hybrid neural network consists of two consecutive 
neural networks, a self-organizing map (SOM) neural network and a multilayer 
perception(MLP) with back propagation (BP) technique(called BP network in the 
following). SOM is used for feature mapping, and BP for recognition.  

2   Method 

The purpose of the research on the topological structure of the neural network is to 
improve the discriminating rate of fatty liver and reduce the computational cost. For a 
CAD system in clinic, false negative(FN) must be zero (none of the fatter liver is 
recognized as normal liver). The hybrid network is built according to this principle. 

2.1   Partial Feature Map Based on SOM  

SOM is proposed by T. Kohonen. By learning the input pattern iteratively, SOM 
network may make the spatial density of connective weight vectors, which represent 
the spatial distribution of connective weight value, trend towards the probability of 
the input pattern. Traditionally, dimensional reduction process means reducing the 
dimensions of the whole input features, and then the output is used as the input of the 
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next network [5,6]. As three kind of features based on gray level, complexity and 
texture were used in this study, if all features with different physical meanings are 
equally mapped, the resultant features  will be confused with no corresponding 
explanations. So a new partial feature mapping is proposed. This new feature 
mapping will not process all input features but only those features with same 
properties. Through mapping, fewer features, even single feature will obtained. This 
procedure will reduce the computational cost and weaken the feature interference in a 
great deal. 

In our experiments, only four second-order texture features named Angular second 
moment(ASM), contrast(CON), entropy(ENT) and inverse differential moment 
(IDM)[7] ) based on gray-level co-occurrence matrices are used for mapping. Though 
SOM network mapping, the four features will be classified into two categories, that is, 
the two feature vectors: map1 and map2. The weight value of these two feature 
vectors, w1 and w2, are corresponding to two clustering centers of input feature vector, 
and map1 and map2 are corresponding to the distance between map1 and w1, map2 
and w2 respectively. 

2.2   BP Network 

BP network is a multilayer feed forward neural network, which makes the mapping 
from input to output by the minimizing the cost function. This minimizing procedure 
is composed of two stages. In the first stage, the output of each unit is obtained by 
using existing connective weights for forward propagation of the inputs. In the second 
stage, the generalized errors of the output layer will back propagate layer by layer 
towards the input layer to obtain the reference error of each node used for the 
adjustment of the connective weights. The transfer function for the hidden layer and 
output layer is generally sigmoid function:  

1
( )

1 x
f x

e−=
+

 (1) 

BP network is very sensitive to the input sequence of training features. The 
explanation may be that the interference of some redundant feature will affect the 
whole network through propagation. Therefore, the input feature of the BP network 
should be strictly selected to insure that every input feature can correctly reflect the 
classified characteristics of the training patterns. 

2.3   Hybrid Neural Network 

It is proved that single neural network always has its own limitations. For instance, 
the SOM network is an unsupervised system, learning ability can’t be controlled in 
training. On the other hand, BP network has the ability of supervised leaning, but it 
correspondingly requires complex training with multiple feature inputs, which will 
enlarge the net scale and increase the computational cost. It also suffers from 
convergent rate and local optimum. 
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A hybrid neural network is traditionally a combination of two or more different 
neural networks [6]. In this paper, an unsupervised SOM is combined with the 
supervised BP network, which emphasizes both the self-clustering property and the 
learning ability. The architecture of hybrid neural network is shown in Fig.1. The 
SOM network has four nodes in the input layer and will produce two clustering 
distances map1, map2 as outputs. The central position of the whole patterns used as 
the initial value of the weight parameter in SOM network. The Euclidean distance is 
used in competition, and the distances between input vector and nodal weights (the 
two clustering centers) d1, d2 are calculated. The corresponding output node of the 
minimum of d1, d2 will be regarded as enhanced node. In experiment, training periods 
epochs=1000; the ordering phase learning rate OPL=0.9; the tuning phase learning 
rate TPL=0.02. From experimental results, map2 is chosen as an input node for the 
latter BP network. 

A 3×7×1 topological structure of BP network is developed, three nodes 
(APE,MIR,map2) in the first layer, seven nodes in the hidden layer and one node in 
the output layer. The maximum iterative times is 10000, the objective error is 10-5 and 
the minimum value for gradient is 10-10. 

 

Fig. 1. The architecture of hybrid network 

3   Experimental Result 

All the ultrasonic images of liver used in the experiments have confirmed diagnosis 
results by expert team in Huaxi Hospital of Sichuan University. The total number of 
experimental images is 130, including 55 B-scanned ultrasonic images of normal liver 
and 75 images of homogeneous fatty liver. In the experiments, the images are 
separated into training group and validation group. There are 104 images (60 fatty and 
44 normal livers) in the training group and 26 images (15 fatty and 11 normal livers) 
in the validation group. 

Six features are extracted, including ASM, Con, Ent and IDM based on texture 
analysis, the APE based on complexity[8] and the MIR. The size of all the region of 
interest(ROI) used for feature extraction are 50×50 pixels. The position of the ROI for 
texture features and Ape is show in Fig.2 (1), while the position of ROI for MIR is 
shown in Fig.2 (2). The vasa and ribs have been avoided in all collected images. 
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      (1) ROI for texture and complexity feature                        (2) ROI for MIR 

Fig. 2. ROI 

For both training and validation group, 75 normal livers and 55 fatty livers are 
recognized correctly by the proposed hybrid neural network. Furthermore, the CAD 
system is robust. However, if all the six features were used for recognition by BP 
network, the recognizing rates of fatty liver and normal liver are 100% and 90.9% 
respectively, and the network is extremely unstable. 

4   Conclusion 

In this paper, a hybrid neural network composed of SOM and BP neural network is 
proposed in the application of B-scan ultrasonic image recognition of fatty liver. 
Experimental results implied that this model can be used in CAD system with high 
performance. This hybrid neural network has the property of both unsupervised and 
supervised learning. This kind of hybrid neural network is quite suitable for the 
reduction of feature come from quite different physical meanings. 
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Abstract. In this paper a novel fast fuzzy backpropagation algorithm for classi-
fication of colon cell images is proposed. The experimental results show that 
the accuracy of the method is very high. The algorithm is evaluated using 116 
cancer suspects and 88 normal colon cells images and results in a classification 
rate of 96.4%. The method automatically detects differences in biopsy images 
of the colorectal polyps, extracts the required image texture features and then 
classifies the cells into normal and cancer respectively. The net function com-
putation is significantly faster. Convergence is quicker. It has an added advan-
tage of being independent of the feature extraction procedure adopted, with 
knowledge and learning to overcome the sharpness of class characteristics asso-
ciated with other classifiers algorithms. It can also be used to resolve a situation 
of in-between classes.  

1   Introduction 

Colon Cancer is the third most common cancer in the UK after lung and breast cancer 
and also third leading cause of cancer death in the US after the lung/bronchial cancer 
and breast/prostate cancer. It also represents the second largest cause of death from 
cancer in the western world. Colon cancer is the second killer disease next to heart 
attack. Over 1000 people die every week in the USA alone according to the latest 
information from the American medical Journal. In UK over 30,000 people develop 
colorectal cancer each year. The American Cancer society reported almost 106,000 
people will have colorectal cancer in 2003 and 2004 with over 57000 leading to death 
in America [1 & 2]. This disease is uncommon in Asia, Africa and South America. 
The pathologists, daily, screen large numbers of slides containing These cancerous 
cells manually. These cells are similar in shape, size and cells structure. This 
procedure becomes arduous, difficult and can effect the Pathologist’s decision. 

The aim of this research therefore is to use fast fuzzy neural backpropagation 
network approach together with statistical feature extraction method to classify colon 
cell images into normal or cancer. This will result in an automated tool for accurate 
diagnosis. 

2   Formulation of Fast Fuzzy Backpropagation Algorithm [3-10] 

The Fast Fuzzy Neural Backpropagation network is a three layered feed forward net-
work with back propagation learning algorithm.  The network has two phases, the 
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learning and decision making phases. The network is made up of fuzzy neurons that 
are characterized by fuzzy input signals and fuzzy weights which perform the map-
ping function.  

Let )(xρ be a sigmoid function and Γ  be a compact set in nℜ . Given any image 

function ℜ→ℜnf :  on Γ , and for an arbitrary 0>ε , there exists an integer N  

and real constants MjNiwc ijii ,...,2,1;,...,2,1,,, ==θ  such that equation (1) 

satisfies the condition ε<−
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Based on the above lemma we formulate a three layer Fuzzy Neural Backpropagation 
Network where the hidden layer transfer function employs the sigmoid func-
tion )(xρ . All vectors in this paper are column vectors shown by equations (2). The 

network input, hidden layer output, output layer output and the desired or target out-
put are represented respectively by the following matrix notations: 
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PKL ,,  denote the number of input layer neurons, output layer neurons and the 

number of image features while W and V represent the hidden layer weight matrix. 
The subscript t denotes the index of iterative learning epochs while subscripts such as 

k
pd  refers to a specific output vector component and PLT

pxxxX .
21 ],...,,[ ℜ∈=  

is texture features extracted from colon cell images. From equation 11 the error func-
tion is derived and the objective of network training is to minimize an error function J 
given by: 
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In the gradient descent steepest algorithm [9], the updates of weights are computed 
by:  
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Consider a three layer feed forward neural net network shown in the fig.1 below, the 
error matrix is defined as the error difference between the actual outputs and the  
desire(target) outputs; That is 
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Substituting equation (4) into (3) we have 
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From equation (3) to equation (8) we derived the computation of network training 
error as follows: 
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Expanding equation (10) and collecting like terms we get: 
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We derived that the error function is updated by 
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0>A  is always certain. According to algebraic theorem, )( tf β  has two or four 

real roots including one constant zero root, there exist one or two constant intervals in 

tβ coordinates satisfying 0)( <tf β . We need to find the minimum value of 
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Dividing through by a4 , we have  
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The above equation is a standard cubic equation, the solution [10] of which will pro-
duce the optimal learning rate. Computing the three root of the above polynomial and 
selecting the minimum value will yield 
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where iβ are the three real roots of 
)(
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∂
∂ and )(optimaltβ  is then the optimal learn-

ing rate. 
The fuzzy backpropagation algorithm is described thus: 

1) Set the input values of the training features. The input values of the training data 
are determined arbitrarily. They transformed in the unit interval of [0, 1]. 

2) Set target values of the input data. The target training data are determined in the 
unit interval [0, 1] according to our convergence conditions or semi-automatically 
by experts that define the direction and degree of target value changes.  

3) Determine the neural network initial weights. The neural network initial weights 
are set also arbitrarily without requiring being different from each other within the 
unit interval [0, 1]. 

4) Compute the error function tE . If ε>tE  (desired accuracy), then the training 

stops, else go to the next step. 

5) Compute ;,,,, 3,2,1βandgcba and also the DISCRIMINANT of the cubic equa-

tion. If the discriminant is less than zero, then )(optimaltβ  is the real root, but if it is 

less than zero we compute the )(optimaltβ by equation (15). 

6) Update the weights by equation (6 & 7). The net is therefore computed and de-
scribed layer by layer as in equations 16, 17, and 18 below.  
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ijh wanet  (18) 

The convergence condition for the fast fuzzy backpropagation is formulated and 
proved for a multiple training features with the equal values target vectors as;  

Given ),...,,(;,..,1),,(
221 pnppppp tttTPpTX == , the fast fuzzy backpropa-

gation will converge to a target values 2,...,1;,...,1, nkPpt pk ==  if there exist a 

number Z∈δ  such that the following equality holds: 

2.1...;)2()1()(

...)12()1()1(
)()()(

)2()2()2(

=∀=+=+=

=−++=−++=−+=

lwww

pPapPapat
l

ij
l

ij
l

ij

kkkpk

δδδ

δδδ
 

If ''' ;
ii

xx  are max and min values of the input element respectively such that  

pkipki
txtx ≥≤ ''' ; ; Then fast fuzzy backpropagation is convergent to the target 

pkt );(, ''ipk xtkp =∀  
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2.1   Colon Image Analysis and Feature Extraction 

The concepts of image analysis and feature extraction are worldwide research topics 
and have applications which are wide ranging [11-13]. It includes methods that vary 
from wavelet analysis to matrices showing variations of grey scale levels between 
pixels of images. The common purpose for all of them is to structure these variations 
in the examined images and derive some measurements that can be used to classify a 
particular image [11]. In our classification, the individual elements of the gray level 
cooccurrence matrix were not used rather features were derived from the matrices. A 
large number of textural features have been proposed starting with the original four-
teen features described by Haralick et al [14], however only some are in wide use. In 
this research we only presented five which showed good discrimination among the 
cell images. The following features were calculated using the cooccurrence matrices 
of the colon images: Contrast (CON.), Angular Second Moment (ASM), Entropy 
(ENT.), Inverse Difference Moment (IDM) and Correlation (COR). The co-
occurrence method of texture description we implemented was rotation invariant and 
calculated with symmetry needing only four angles ( =0, 45, 90, 135 degrees) as 
effective choice at a given distances (d=1,). Tables1 gives the summary of the formu-
lae used to compute the above features.  

3   Implementation 

After tissue samples were collected through biopsy and prepared in the pathology and 
histology laboratories, slides were digitally captured and assessed using image analy-
sis system consisting of a photomicroscope (Nikon) equipped with high resolution 
video camera (Robert Bosch JCCD). All images were then divided into small images 
of 256x256 formats. The images were then normalized. Fig 5 and Fig 6 show the 
samples histogram of colon cancer cell images before and after normalization respec-
tively. Then texture features were extracted as described above and fed into the fast 
fuzzy neural backpropagation classifier.  

3.1   Results and Discussion 

The images were divided into three sets one for training, another for testing and the 
last set for validation. The first 44 normal images and 58 cancer images were used for 
training. The second 44 normal images and 58 cancer images were used for testing. 
For validation a third set, 44 normal images and 58 cancers were selected from the 
other two previous sets. Fig.3 show target met during training after 16 epochs while 
Fig.9 shows the error performance for training, testing and validation phases. Table2 
give the best results returned from training testing and validation after performing 
many experiments consisting of 116 cancer cell images and 88 normal cell images. 
The overall classification rate achieved by combining all the five feature elements is 
96.4%. There was significant increase in the classification rate as the statistical co-
occurrence feature values were combined in a forward manner as seen in Table 3. To 
find how the errors are distributed across the classes the confusion matrix of Table 4 
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Table 1. Formulae for calculating image features 

 

Table 2. Result Returned from Testing and Validation 

Selected  
features 

Normal Cancer 

ENT  0.0121±0.2522 0.2632±0.0086 
CON  0.3245±0.1993 0.6543±0.0096 

ASM  0.0429±0.0073 0.0518±0.0102 
COR 0.192±0.0532 0.3682±0.0421 
IDM 0.0083±0.0035 0.1306±0.0034 

Table 3. Forward combination of texture feature elements 

Feature combinations in the cal-
culations 

Classification Rate 

CON 0.8625 
CON & ASM 0.8797 
CON, ASM & ENT 0.9276 
CON,COR, ASM 
ENT & IDM 

0.9644 

Table 4. Confusion matrix 

         Classified as 
 
 
Correct classes 
                              

 C
ancer 

N
orm

al 
 C

lassi-
fication 

R
ate 

(%
) E

rror 
R

ate 
 

Cancer 114 2 98.27 0.017 

Normal 2 82 97.72 0.027 



 A Novel Fast Fuzzy Neural Network Backpropagation Algorithm 767 

 

was constructed where some misclassifications are shown resulting in an error rate of 
3.6% which could have resulted from the deficiency of statistical co-occurrence as 
feature extraction technique, incomplete elimination of noise in the images, medical 
specimen preparation and other pre-processing anomalies. This means that 3 out of 
116 cancer images were recognized as normal while 4 out of 88 normal images were 
recognized as cancer images.  

2.3   Figures and Photographs 

 

Fig. 1. Block diagram of fast fuzzy backpropagation system 

 

Fig. 2. Network diagram of fast fuzzy backpropagation system  

 

Fig. 3. Fast Fuzzy Training with set Target  



768 E. Nwoye et al. 

 

 

Fig. 4. The fast Fuzzy BP Error graphs 

4   Conclusion 

In this work, the superiority, high performance and quick convergence of fast fuzzy 
backpropagation algorithm in classification of colon cancer cells have been demon-
strated. The work presents the classification of colon cells using fast fuzzy back-
propagation neural network. It is shown that the error was minimal, net function 
computation significantly faster and convergence quicker only after 16 epochs in a 
two class application. It demonstrates that textures features extracted from colon cell 
images using statistical tools combined in a fuzzy neural classifier can result in a 
highly significant discrimination and classification of malignant and normal cells. The 
accuracy of our method on training set, testing set and validation with quick conver-
gence is significantly higher, even though that the number of adjustable parameters 
remains the same. The experiment shows that the method is accurate, fast, and exhib-
its very useful feature such that it can be used to resolve a situation where a cell is 
neither cancer nor normal. However, we caution that this high accuracy reported does 
not represent a complete solution to the problem of classifying colon cancer cells. A 
complete solution may need a combination of methods.  

References 

1. Souhami, R., Tobias, J.: Cancer And Its Management. Blackwell Pub. Co. Inc., USA 
(2003)  

2. Souhami, R., Tobias, J.:  www.Cancer.Org.: Cancer Statistics 2004. Downloaded on 4th 
April (2004) 

3. Donna, L.H., Cohen, M.E.: Neural Network And Artificial Intelligent For Biomedical En-
gineering. IEEE Press Series in Biomedical Eng., IEEE Press Inc. New York (2000) 

4. Mitra, S., Hayashi, Y.: Neuro-Fuzzy Rule Generation: Survey in Soft Computing.  IEEE 
Trans. Neural Networks 11 (2000), 748–768 

5. Zadeh, L.A.: Fuzzy Sets, Information And Control 8 (1978),338–353 
6. Wang, J., Lee, C.S.G.: Self Adaptive Neuro-Fuzzy Inference Systems for Classification 

Applications. IEEE Trans. Fuzzy Systems 10 (6)(2002) 790–802 



 A Novel Fast Fuzzy Neural Network Backpropagation Algorithm 769 

 

7. Nwoye, E., Dlay, S.S., Woo, W.L.: Fuzzy Neural Machine with Image Feature Extraction 
For Colorectal Cancer Diagnosis. IASTED Proceedings on Visualization, Imaging & Im-
age Processing, 2004, 304–308 

8. Nwoye, E., Dlay, S.S., Woo, W.L.: Texture Features for Cancerous Cell Image Classifica-
tion Using Fuzzy Neural Technique. CSNDSP Proceedings (2004) 364–370 

9. Scherk, J.: Algebra: A Computational Introduction. Boca Raton, Fl Chapman, & Hall, 
(2000) 

10. Tan, K. C., Tang, H. J.: New Dynamic Optimal Learning for Linear Multilayer FNN. IEEE 
Trans. on Neural Network, 15 (6), (2004), 1562–1568 

11. Nixon, M.S., Aguado, A. S.: Feature Extraction & Image Processing. Newnes, Pub. Co. 
Oxford, UK (2002) 247–308 

12. Tobias, O.J., Seara, R.: Image Segmentation by Histogram Thresholding Using Fuzzy 
Sets. IEEE Trans. on Image Processing 12 (1) (2003) 1450–1456 

13. Gonzalez, R.C., Woods, R.E.: Digital Image Processing.Upper Saddle River, Prentice Hall 
(2002) 

14. Haralick, R.M., Sternberg, S.R., Zhuang, X.: Image Analysis Using Mathematical Mor-
phology. IEEE Transactions on Pattern Anal. & Machine Intellig. 9(4) (1987) 532–550 



 

J. Wang et al. (Eds.): ISNN 2006, LNCS 3973, pp. 770 – 776, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

Poultry Skin Tumor Detection in Hyperspectral Images 
Using Radial Basis Probabilistic Neural Network 

Intaek Kim1, Chengzhe Xu1, and Moon S. Kim2 

1 Department of Communication Engineering, Myongji University, 
38-2 Namdong, Yongin, Kyonggido, South Korea 

kit@mju.ac.kr, xcz75@sina.com 
2 USDA ARS, BA, ANRI, ISL, Bldg. 303, BARC-East, 

10300 Baltimore Avenue, Beltsville, MD 20705-2350, U.S.A. 
kimm@ba.ars.usda.gov 

Abstract. This paper presents a method for detecting poultry skin tumors using 
hyperspectral fluorescence image. New feature space is generated by the ratio 
of intensities of two bands, the combination of images such that their intensity 
ratios yield the least false detection rate is selected by minimizing overlap area 
of normal and tumor’s PDFs. Four feature images are chosen and presented as 
an input to a classifier based on the radial basis probability neural network. The 
classifier categorizes the input with three classes, where one is for tumor and 
two for normal skin pixels. The classification result based on this method shows 
the improved performance in that the number of false classification is reduced.  

1   Introduction 

A hyperspectral image is a three-dimensional (3D) volume of data containing two-
dimensional (2D) spatial information measured at a sequence of individual 
wavelength across sufficiently broad spectral bands (spectrum). The spectral 
information provided by a certain pixel is valuable in the discrimination, detection, 
and classification of elements and structures within the image. It shows a great 
potential for detection of abnormality caused by the change of its composition. A 
tumor found in poultry, especially chicken, is a round, ulcerous lesion surrounded by 
a rim of thickened skin and dermis [1]. Tumors appear as small, scattered, localized 
shape deformation, with only slight discolorization. It is therefore that conventional 
vision systems operating in the visible region are often too limited in sensitivity for 
adequate detection of skin tumors.  

Studies have shown that the presence of defects is more easily detected by using 
two or more spectral band images which is usually called multispectral image [2]. 
Detection of chicken skin tumor using multispectral reflectance imaging has also been 
reported to have the ability to differentiae wholesome and unwholesome agricultural 
products [3]. More recently, different two approaches have been proposed to address 
the tumor detection problem with the same set of data acquired in the USDA 
Instrumentation and Sensing Laboratory (ISL). Fuzzy inference scheme using a small 
number of fuzzy rules and Gaussian membership functions was applied to detect skin 
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tumors on poultry carcasses [4]. The other proposal on the data employing a two-step 
procedure used both spectral and spatial information to differentiate the tumor and 
normal regions in the image [5]. In this study, 65 spectral bands are obtained from 
wavelength 1 = 425.4 nm to 65 = 710.7 nm with the same interval. Fig. 1 shows 
spectral band images at the wavelength of 5, 25, 45, and 65. 

This paper presents a method for poultry skin tumor detection in hyperspectral 
fluorescence images. It is the result of successive work on the data provided by 
USDA ISL. To detect the tumor, it is necessary not only to extract features for tumor 
but also to reduce the number of features. Features are selected so as to minimize the 
error probability. Radial basis probabilistic neural network (RBPNN) is used as a 
classifier. Experimental result shows there is an improvement in detecting tumor in 
that it lessens the false alarm rate.  

 

Fig. 1. Hyperspectral fluorescence images at the wavelength of 5, 25, 45, and 65 (from left to 
right) 

2   Tumor Detection Algorithm for Hyperspectral Images 

A classifier for detecting tumors in a hyperspectral image requires reduction of input 
data because the entire hyperspectral data is so huge that it cannot be used as an input. 
The input to a classifier should be designed such that it represents a set of excellent 
clues for finding decision boundaries. From that viewpoint, feature extraction is very 
important issue in analyzing the hyperspectral image because the number of features 
could be very small compared with the original image data.  

2.1   Method for Feature Extraction 

Fig. 1 shows that the normal skin and tumor can be considerably differentiated by the 
intensity of pixels. It is however observed that there is an ambiguity in the intensity to 
distinguish between them. It indicates the intensity itself is an insufficient feature for 
the discrimination. On the other hand, using all of hyperspectral image data is also 
impractical in terms of computational load and convergence of decision boundary.  
Therefore, a method for obtaining efficient feature extraction should be addressed.  

To this end, transforming feature space should be done to make the within-class 
distance smaller and the between-class distance larger. At the same time, it is also to 
achieve the reduction of dimension to avoid the curse of dimensionality and further 
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efficiency could be gain. Transforming feature space is a process to represent the 
features so that they can be well distinguished.  

The training samples are selected from the normal skins and tumors in Fig. 1. The 
PDFs (Probability Density Function) of normal skin and tumor in the 21st image are 
depicted in Fig. 2. It can be observed that the PDF of tumor is overlapped with that of 
normal skin. The probability of error (false detection) is proportional to the over-
lapped area which is shaded in Figure and it could be very high if only an intensity of 
a pixel is utilized as a feature.  

         

Fig. 2. PDFs of normal skin and tumor in the 
21st band image 

Fig. 3. PDFs of normal skin and tumor in 
I57/I17 

The PDFs of normal skin and tumor are shown in Fig. 3 where the data is obtained 
from the ratio of the 57th image (I57) to the 17th image (I17). The overlapped area rep-
resenting the probability of error shrinks. It means that the feature space generated by 
the ratio of intensities of two bands is preferred to the one by the intensity itself. Now 
it is necessary to find the combination of images such that their intensity ratios yield 
the least false detection rate.  

Let denote the PDFs of normal skin and tumor as )(nfN  and )(nfT , and the dis-

tance between samples as nδ . Then the overlapped region of two PDFs to be mini-

mized is determined by the following Eq. (1).  

.)()(5.01
1=

−−=
K

i
nTNS ififP δ  (1) 

 

Fig. 4. Feature images (I61/I18, I58/I19, I52/I21, and I40/I21, from left to right) 
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In order to find the optimal pairs of band images, it is necessary to estimate the 
PDFs of normal skin and tumor by using training samples. Kernel density estimation 
(KDE) algorithm is utilized to find the PDFs in Eq. (1). The optimal pairs of bands 
selected by the least value of the matrix are 61/18, 58/19, 52/21, and 40/21. Fig. 4 
depicts the feature image obtained by the above combinations of band images. The 
background is removed by applying mask. It can be observed that they are better than 
ones shown in Fig. 1 in discriminating between normal skin and tumor. 

2.2   Radial Basis Probabilistic Neural Network 

Radial basis probabilistic neural network (RBPNN) can be used for classification 
problems [6]. The RBPNN model, as shown in Fig. 5, comes from the radial basis 
function neural network (RBFNN) and the probabilistic neural network (PNN). 
Hence, it has the advantages of the above two networks while lowering their demerits. 
As shown in Fig. 5, this network consists of four layers: one input layer, two hidden 
layers, and one output layer. The first hidden layer is a nonlinear processing layer, 
generally consisting of selected hidden centers determined by input training set. The 
second hidden layer corresponds with the first hidden layer, which has generally the 
same size as the output layer for a labeled pattern classification problem. The second 
hidden layer makes the selection on the first hidden neurons and sums the selected 
first hidden outputs for its own output. In general, the corresponding weight values of 
the second hidden layer are 1s. The last layer is just the output layer.  

 

Fig. 5. The structure of radial basis probabilistic neural network model 

In mathematics, the i-th output of RBPNN can be written as 
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where x is an n-dimensional input vector, )(xhk  is the k-th output value of the first 

hidden layer; ikw  is the weight between the k-th hidden neuron of the second hidden 
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layer and the i-th output neuron; kic  is the i-th hidden center vector corresponding to 

the k-th hidden neuron of the second hidden layer; ⋅  denotes the Euclidean norm and 

)(⋅iφ  is the nonlinear kernel function of the first hidden layer. Here, )( kii cx −φ  is a 

Gaussian kernel function with the mean kic  and variance iσ . Generally, the shape 

parameters ( iσ ’s) for are chosen the same values. In the case of hidden centers being 

fixed, different shape parameters for kernel functions can lead to different classifica-
tion performance and generalization capability. The shape parameter is usually set 

according to the following heuristic relationship [7]. That is Ndmax=σ , where 

maxd  is the maximum Euclidean distance among all the training samples, and N is the 

total number of the training samples.  
In pattern classification, if a input vector is close to the most hidden center mem-

bers of some pattern class, the corresponding output value of the pattern class is obvi-
ously bigger than the ones of any other pattern classes numerically. The second hid-
den layer weights are set to the matrix of target vectors, each vector has a 1 only in 
the row associated with that particular class of input, and 0’s elsewhere. Finally, the 
second hidden layer transfer function, compete, produces a 1 corresponding to the 
largest element, and 0’s elsewhere. Thus, the network has classified the input vector 
into a specific one of m classes because that class had the maximum probability of 
being correct.  

3   Experimental Results 

A total of 13 chicken carcasses with skin tumors are collected for experiment. Four 
feature images are extracted by applying the proposed method described in 2.1 
Method for Feature Extraction. They are I61/I18, I58/I19, I52/I21, and I41/I21. The ratios of 
bands are chosen from the training set to satisfy minimization of the false detection 
rate.  

The input of RBPNN consists of four neurons and the output layer has three neu-
rons. In the training stage, 150 pixels from normal skin (100 pixels) and tumor (50 
pixels) are used and three classes are assigned. One class is for tumor and two for 
normal skin pixels. It is found in the experiment that modifying the two classes into 
three classes provides the better result. The RBPNN is implemented by the above 
training sample set and its variance of Gaussian kernel function is obtained by 

Ndmax=σ .  

The performance of detecting tumor is mostly corrupted by false detection rate, 
which is defined as the probability to label normal skin as tumor. Fig. 6 (a) is the 
results of classification by the proposed method, while Fig. 6 (b) is the result by the 
method in [5]. In Fig. 6, the black spot represents tumor and the white one does nor-
mal skin. The tumor spots are located in Fig. 6 (c) and they are identified by the FSIS 
(Food Safety and Inspection Service) veterinarian at the plant. Examination of Fig. 6 
indicates that the proposed method yields less amount of false alarms and the same 
result is observed in other chicken carcasses which are not shown in this paper. The 
false detection rate is defined as the pixels of false classification over the total pixels 
belong to the area of chicken carcasses and they are 1.3% and 3.6% for Fig. 6 (a) and 
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(b), respectively.  To compare with the result given by [8] where the same data set are 
used, the proposed method in this paper shows the classification rate of 98.2% while 
that of 96% is reported in [8].   

 

Fig. 6. (a) Classification result by the proposed method (b) Classification result from [5] (c) 
Tumor spots 

4   Conclusion 

A method for detecting skin tumors on chicken carcasses for hyperspectral images is 
presented. Hyperspectral images contain many data which can be characterized as 
complementary as well as redundant. The proposed detection method consists of two 
major steps: feature extraction and classification. Feature extraction process reduces 
the redundancy among the data and finds the complementary band images. The result 
of feature extraction is a set of the ratios of particular band images. It is presented as 
an input to a classifier based on the RBPNN. The classifier categorizes three classes 
rather than two because one class is assigned to tumor skin and two other classes to 
normal skin. The classification result shows the improved performance in that the 
number of false classification is reduced. Further research may include the implemen-
tation of the algorithm for the hyperspectral reflectance images. The reason for this is 
the reflectance image needs cheaper and simpler set-ups for the image acquisition for 
the same purpose.  
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Abstract. Bayesian networks and cluster analysis are widely applied
to network construction, data mining and causal discovery in bioinfor-
mation and medical researches. A Bayesian network is used to describe
associations among a large number of variables, such as a gene network
and a network describing relationships among symptoms. Cluster analy-
sis is used to cluster associated variables, For example, genes with similar
expressions or associated symptoms are grouped into a cluster. In this
paper, we combine these approaches of network construction and cluster
analysis together. On the one hand, we use Bayesian networks to ex-
plain relationships among variables in each cluster; on the other hand
we use hierarchical cluster approach to assist network construction, and
we propose a structure learning approach. In the stepwise approach, a
subnetwork over a larger cluster is constructed by combining several sub-
networks over small clusters whenever these small clusters are grouped
together. The proposed approach is applied to a traditional Chinese med-
ical study on a kidney disease.

Keywords: Bayesian Network; Cluster analysis; Traditional Chinese
medicine; Biostatistics.

1 Introduction

Bayesian networks, also called directed acyclic graphs (DAG), have been widely
applied to many fields, such as data mining, pattern recognition, artificial intel-
ligence and causal discovery [1, 2, 3, 5, 6]. Bayesian networks are often used to
describe associations among a large number of variables in bioinformatics. For
example, a gene network is constructed from microarray data. Hierarchical clus-
ter approach is also widely applied in bioinformatics and medical researches to
group a large number of variables into a small number of clusters. For example,
genes with similar expressions are grouped into a cluster.

In this paper, we combine approaches of network construction and cluster
analysis together. On the one hand, we use Bayesian networks to explain rela-
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tionships among variables in each cluster. In a cluster analysis, the most cor-
related variables are initially grouped together, then the correlated clusters are
grouped into a larger cluster, and so on. The cluster analysis, however, does not
explain why and how these variables are grouped into a cluster at each step. We
construct a subgraph for each cluster to explain the association relationships
among variables in the cluster. On the other hand we use hierarchical cluster
approach to assist network construction. To Construct Bayesian networks from
observed data, Verma and Pearl [7] presented the inductive causation (IC) al-
gorithm which searches for a separator S from all possible variable subsets such
that two variables u and v are independent conditional on S. The PC algorithm
limits possible separators to vertices that are adjacent to u and v [5, 6]. When
there are a large number of variables, searching for a separator and statistical
test are not efficient. In this paper, we propose a stepwise approach of network
structural learning. In the stepwise approach, a larger subnetwork is constructed
by combining several small subnetworks whenever small clusters are grouped into
a larger cluster. In such a way, a difficult problem of constructing a large net-
work is split into easy problems of constructing small networks. The stepwise
approach of combining network construction and cluster analysis is applied to
a traditional Chinese medical study on a kidney disease. We obtained a sample
of 734 patients. For each patient, 170 variables including symptoms and back-
grounds are recorded and 35 symptoms are used to construct a Bayesian network
and a hierarchical cluster tree.

In Section 2, we give some notation and definitions of Bayesian networks and
mutual information. In Section 3, we propose the stepwise approach of combining
cluster analysis and network structural learning. Finally we apply the stepwise
approach to a traditional Chinese medical study on a kidney disease.

2 Notation and Definitions

A Bayesian network, also called a directed acyclic graph (DAG), is denoted by
a pair G = (V,E) where V is a finite set of nodes and E ⊆ V × V is a set
of ordered node pairs. < i, j >∈ E denotes a directed edge of i pointing to
j. A directed edge is also called a arrows. If < i, j >∈ E and < j, i >∈ E,
an edge between nodes i and j is undirected, denoted by (i, j) and depicted
by a line in the network. A network is directed (undirected) if it contains only
directed (undirected) edges. In an undirected network, the neighbor set of a
node i is defined as a set of nodes that have one edge connecting i in G, noted
by ne(i). The skeleton Gs of a Bayesian network is an undirected network that
is obtained by removing all directions of arrows in G. If there is a subnetwork
a → c ← b for three nodes a, b and c in V (that is, < a, c >∈ E, < b, c >∈ E,
< a, b > 
∈ E and < b, a > 
∈ E), we call (a, c, b) a v-structure or immorality.
The moral graph Gm of a Bayesian network G is formed by (a) adding an
undirected edge between two nonadjacent nodes in each v-structure, and (b)
removing directions of all arrows. The added edges between immoralities are
called moral edges.
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Let X = (X1, . . . , Xp) be a p-dimensional vector of random variables. Each
variable Xi in X is depicted by a node i in G. If a joint distribution or density
of variables X1, . . . , Xp satisfies

P (x1, · · · , xp) =
p∏

i=1

P (xi|pai),

where P (xi|pai) is the conditional probability or density of Xi given pa(Xi) =
pai, then the Bayesian network G = (V,E) and the distribution P are said to
be compatible [5] and P obeys the global directed Markov property of G [4]. In
this paper, we assume that all the distributions are compatible with G. We also
assume that all independencies of a probability distribution of variables in V can
be checked by d-separation of G, called the faithful assumption [6]. The faith-
ful assumption means that all independencies and conditional independencies
among variables can be represented by G.

An undirected network Ḡ represents a family of probability distributions
which has the Markov property over the undirected network Ḡ [4], that is, vari-
ables Xi and Xj are conditionally independent given all other variables (denoted
by Xi ⊥ Xj |XV \{i,j}) if (i, j) 
∈ E.

3 A Stepwise Approach for Constructing a Network

In this section we propose the stepwise approach which combines cluster analysis
and network structural learning. In the stepwise approach, we first construct a
skeleton which is an undirected network, then we add moral edges to obtain a
moral graph and finally we orient the directions of arrows to construct a Bayesian
network. A skeleton is constructed along with construction of a hierarchical clus-
ter tree. The cluster tree has each variable as a leaf at the bottom of the tree
and an intermediate node denotes a cluster which groups several sub-clusters
of its sun nodes. For constructing a skeleton, the stepwise approach initially
takes each variable as an undirected subnetwork with only a single node, and
then a larger undirected subnetwork is constructed by combining several small
undirected subnetworks whenever some sub-clusters are grouped into a larger
cluster. The process of constructing a skeleton consists of two main steps: clus-
tering and combining undirected subnetworks. In the following two subsections,
we separately describe the two steps. Finally we theoretically prove the validity
of the stepwise approach.

3.1 Clustering

We use a hierarchical clustering method for clustering variables rather than
objects. Since variables may be discrete, nominal (disordered multi-values) or
continuous, we cannot use correlation coefficients, and thus we use the mutual
information of two variables Xi and Xj . The mutual information between Xi

and Xj is defined as

I(X,Y ) =
∫
f(x, y)log

f(x, y)
f(x)f(y)

dxdy,
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where f(xi), f(xj) and f(xi, xj) are the densities of Xi, Xj and (Xi, Xj), respec-
tively. We have that I(Xi, Xj) ≥ 0, a larger value means a closer distance, and
I(Xi, Xj) equals 0 if and only if Xi and Xj are independent. Below we trans-
form the mutual information into a measure of closeness or similarity between
Xi and Xj

C(i, j) =

{
I(i,j)√

I(i,i)I(j,j)
, if I(i, i) 
= 0 & I(j, j) 
= 0;

0, otherwise;

such that C(i, i) = 1 for all i. From the definition, we have that 0 ≤ C(i, j) ≤ 1.
We cluster variables based on the closeness matrix C with elements C(i, j).

3.2 Combining Subnetworks into a Larger Network

We initially take each leaf node in the cluster tree as an undirected subnetwork
with only a single variable. Whenever several sub-clusters are grouped into a big-
ger cluster, we combine the undirected subnetworks of these sub-clusters into a
larger undirected subnetwork whose nodes are all variables in these sub-clusters.
In the combination, we add some new edges crossing different sub-clusters and
delete some edges within each sub-cluster.

Suppose that K sub-clusters are grouped into a bigger cluster at an interme-
diate node of the cluster tree, and that the K sub-clusters have K undirected
subnetworks Ḡ1 = (V1, E1), . . . , ḠK = (VK , EK). We first combine two subnet-
works Ḡ1 and Ḡ2 to construct a network Ḡ1,2, and then sequentially combine
other subnetworks to obtain the network Ḡ1,...,K .

Without loss of generality, we consider combination of two undirected sub-
groups Ḡ1 and Ḡ2. First we add some new undirected edges between nodes in
two different sub-clusters. Define Sab = neV1(a) ∪ neV2(b) where a ∈ V1, b ∈ V2,
neV1(a) is the neighbor set of a in Ḡ1 and neV2(b) is the neighbor set of b in
Ḡ2. If there is a subset S ⊆ Sab such that a ⊥ b|S, then the undirected edge
between a and b is not added, otherwise it is added. After checking all pairs of
a node from Ḡ1 and the other from Ḡ2, we obtain a larger undirected network
Ḡ′

1,2 = (V1 ∪ V2, E
′
1,2).

Next we remove some edges within each subnetwork. An edge (a′, a′′) of the
original subnetwork Ḡ1 is removed from Ḡ1,2 if a′ and a′′ may become to be
independent given some subset S of all other variables (V1∪V2)\{a′, a′′} in Ḡ1,2.
The above process of removing edges within subnetworks can be postponed until
the whole undirected network has been obtained at the end of cluster analysis.

We show below that Ḡ1,...,K obtained by combining all subnetworks in the
above process does not lose any edge among nodes in V1 ∪ . . . ∪ VK of the
skeleton Gs.

Theorem 1. The undirected network Ḡ1,...,K obtained by combining subnet-
works Ḡ1, . . . , ḠK in the above method contains all edges in the skeleton Gs

of the true directed network G.
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Proof. If there is no edge between nodes a and b, then we find a set S ⊆ (V1 ∪
. . . VK) in the above algorithm such that a ⊥ b|S. Thus the edge between a and
b should not appear in the skeleton Gs. ��
After the cluster analysis finishes, we obtain a cluster tree and an undirected
subnetwork at each node of the tree. For an intermediate node of the cluster
tree, we have a subnetwork Ḡ1,...,K . No edge between a and b means that a
and b are not directly associated, and an edge between a and b means that a
and b may associate directly or there may be other variables outside the cluster
which associate with both a and b. Thus we can see from the subnetwork the
relationships among variables in the cluster, and thus we have more information
on association among variables from the network than that from only a cluster
tree. Although Ḡ1,...,K may contains redundant edges, we do a process to remove
these redundant edges after combining all clusters together. In the following
subsection, we discuss the process for constructing a moral network Gm of G in
which redundant edges are removed from the skeleton.

3.3 Constructing a Moral Graph

A moral network Gm is an undirected network from which we can easily justify
conditional independencies among all variables. The undirected network finally
obtained in the process does not contain moral edges and may contain some
redundant edges since, in the undirected network, a neighbor set of a node a
may not contain these nodes that should be connected by moral edges. Thus
we must first add moral edges to the undirected network and then check again
whether each edge can be removed by using the new neighbor sets.

First consider add moral edges. For any pair of nonadjacent nodes (a, b) that
have a nonempty set S = ne(a) ∩ ne(b) of common neighbor nodes, we add a
moral edge between a and b if a 
⊥ b|S, which implies that there is a node c in S
such that a, b and c form a v-structure. By repeating the above process for every
pair of nonadjacent nodes, we obtain an undirected network which contains all
moral edges, see the following theorem.

Theorem 2. All moral edges can be identified by the above process.

Proof. From Theorem 1, the undirected graph Ḡ contains all edges in the true
network G. If Ḡ does not contain the moral edge between a and b of some v-
structure a→ c← b, then we have a 
⊥ b|S for any S which contains c, and thus
the moral edge between a and b can be identified. ��
Next remove redundant edges. After adding all moral edges, we have an undi-
rected network which contains all edges and all moral edges of the true network
G. But the undirected network may contain redundant edges and we must check
every edge again. For each undirected edge (a, b), we remove it if a ⊥ b|S where
S = ne(a) ∪ ne(b).

After the above two processes of adding moral edges and removing redundant
edges, we obtain the moral network Gm of the true network G. To construct
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a Bayesian network, we can apply the IC algorithm [7] or the decomposition
algorithm [2] to the moral graph Gm.

3.4 Advantages of the Stepwise Approach

There are several obvious advantages of the stepwise approach for structural
learning proposed in this paper. On one hand, we apply Bayesian networks to
the cluster analysis to explain the relationships among variables in each cluster.
Thus our approach provides more information on relationships among variables
than the cluster analysis. On the other hand, we use the hierarchical cluster
approach to assist construction of Bayesian networks so that independence tests
are performed conditionally on smaller sets rather than on the full set of all
other variables. Thus when there are a large number of variables, our approach
has higher power for statistical tests.

4 Simulation

In this section, we show a simulation to illustrate the stepwise approach. Sup-
pose that the true network is given in Fig. 1 (a) and that the true conditional
probabilities are:

P (X1 = 1) = 0.7, P (X2 = 1|X1 = 0) = 0.4, P (X2 = 1|X1 = 1) = 0.8,
P (X3 = 1|X1 = 0) = 0.65, P (X3 = 1|X1 = 1) = 0.3,
P (X4 = 1|X2 = 0, X3 = 0) = 0.1, P (X4 = 1|X2 = 1, X3 = 0) = 0.5,
P (X4 = 1|X2 = 0, X3 = 1) = 0.5, P (X4 = 1|X2 = 1, X3 = 1) = 0.15,
P (X5 = 1|X4 = 0) = 0.56, P (X5 = 1|X4 = 1) = 0.25,
P (X6 = 1|X5 = 0) = 0.9, P (X6 = 1|X5 = 1) = 0.4.

We draw 500 observed data from the above probabilities. We first obtain a
cluster tree in Fig. 2. Firstly in the cluster tree, two subclusters are {X1, X2, X3}
and {X4, X5, X6}. For the subclusters, we separately construct two subnetworks,
as shown in Fig. 1 (b). From the subnetworks, it can be seen that X2 and
X3 are conditionally independent given X1, and X4 and X6 are conditionally
independent given X5. Although X2 and X3 do not directly associate each other,
X2 and X3 are grouped into a cluster since X1 associates both X2 and X3.
Secondly these two subclusters are grouped into a larger cluster, and then we
combine two subnetworks into a larger network in Fig. 1 (c). Thirdly, we add
a moral edge between X2 and X3 and obtain a moral network in Fig. 1 (d).
Finally, we find an immorality (X2, X4, X3), and then we can orient the edges:
X4 pointing at X5 and X5 pointing at X6 to avoid new immorality, as shown
in Fig. 1 (e). The directions of edges between X1 and X2 cannot be determined
uniquely, although they must be oriented as one of X2 ← X1 → X3, X2 ←
X1 ← X3 or X2 → X1 → X3 such that no immorality appears. We obtained
the same cluster tree and networks for 50 simulations. This illustrates the good
performance obtained by the proposed approach, and further we show a valuable
application of the approach in the next section.
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Fig. 1. Networks

Fig. 2. A hierarchical cluster tree

5 Application to a Traditional Chinese Medical Study on
Kidney Disease

In this section, we show an application of our approach to a traditional Chinese
medical study on kidney disease. There are 734 patients in the study. For each
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Fig. 3. Clusters of symptoms

Fig. 4. The network constructed with the stepwise approach

patient, 170 variables are recorded including patients’ backgrounds and symp-
toms. We select 35 main symptoms to study the relationships and associations
among them. The result of cluster analysis is shown in Fig. 3, and the constructed
network is given in Fig. 4.
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Abstract. Differentiation of syndromes is the kernel theory of Traditional Chi-
nese Medicine (TCM). How to diagnose syndromes correctly with scientific 
means according to symptoms is the first problem in TCM. Several modern ap-
proaches have been applied, but no satisfied results have been obtained because 
of the complexity of diagnosis procedure. Support Vector Machine (SVM) is a 
new classification technique and has drawn much attention on this topic in re-
cent years. In this paper, we combine non-linear Principle Component Analysis 
(PCA) neural network with multi-class SVM to realize differentiation of  
syndromes. Non-linear PCA is used to preprocess clinical data to save computa-
tional cost and reduce noise. The multi-class SVM takes the non-linear princi-
ple components as its inputs and determines a corresponding syndrome.  
Analyzing of a TCM example shows its effectiveness. 

1   Introduction 

Traditional Chinese Medicine (TCM) is the treasure of China with about 3000 years’ 
history. It is the only existing systematic classic medicine all over the world now. But 
most people prefer western medicine and take TCM as experience science. It is 
unassailable that TCM has better curative effect on many stubborn and chronic 
diseases than western medicine. So it attracts more and more researchers to study 
TCM with modern techniques. Differentiation of syndromes is a method of 
understanding and diagnosing diseases by the theories of TCM. A syndrome is a 
TCM diagnosis conclusion, which comes from an assessment of all information 
gathered from four diagnostic techniques: inquiry, inspection, smelling and palpation. 
In this diagnosis process, factors of age, gender, constitution, season, weather, 
geographical area, as well as emotion, stress, diet, lifestyle and all aspects of 
symptoms and signs (tongue picture and pulse) of the body are taken into 
consideration to form a syndrome for a patient. The treatment strategy is given 
according to the syndrome. So correct diagnosis of a syndrome is very important in 
TCM. In the past, differentiation of syndromes is diagnosed according to the doctor’s 
experience. Different doctor maybe diagnose different syndromes to the same patient 
because of complicated relation between symptoms and a syndrome. How to find the 
just syndrome with scientific means is a crucial problem in TCM field. Many 
techniques have been developed, such as cluster, fuzzy cluster, BP network, RBF 
network and so on[1-2]. But the classification results of all these methods can’t meet 
with practice requirement. 

Support Vector Machine (SVM) developed by Vapnik[3] is a new classification  
technique and has gained popularity due to many attractive features and promising 
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empirical performance. SVM is a powerful supervised learning algorithm belonging 
to the statistical learning theory. It minimizes the structural risk performance in vari-
ous classification problems. In many applications, SVM has been shown to provide 
higher performance than traditional learning machines and has been introduced as 
powerful tools for solving classification problems [4]. Furthermore, SVM is suitable 
to analyze small sample problems. In SVM, it will cost more computational time if 
there are too much feature variables. In view of practical requirement, the source data 
should be preprocessed. Principle Component Analysis (PCA) is a multivariate statis-
tical method. PCA extracts the modes in a set of variables. Its main purpose is to 
reduce the dimensionality of the dataset by retaining only the first few modes. But 
PCA is a linear method and implies a potential oversimplification of the datasets be-
ing analyzed. The advent of non-linear PCA can overcome the shortcomings. Non-
linear PCA has been applied in many kinds of field, which is usually approximated by 
a neural network [5-6].  

2   Nonlinear PCA Neural Network 

Non-linear PCA can be realized with neural network. Let x  denote an L-dimensional 
random vector. A non-linear neuron model is configured with weight vector w , input 

sample x  and non-linear output neuron )( xwTfz = . A simple reconstruction of 

input vector x  is represented as wx z=ˆ . The largest non-linear principal component 
can be achieved by optimizing the reconstruction mean-square error, i.e., the follow-
ing objective: 

min  }{}ˆ{
22

wxxx zEEJ −=−=  (1) 

The optimum solution )( xwTfz =  is the largest nonlinear principle component, f  is 

a non-linear mapping function. Here we choose f  as a sigmoidal function bounded 

between 0 and 1. 
A stochastic approximation approach will lead to the following learning rule 

)(1 tt
T
tttt zge exwww ++=+ µ  (2) 

where tt ze wx −=  is the reconstruction error, g  is the derivative of z , and 

)(' xwT
tfg = . The learning rule Eq. (2) can be further extended to a network with 

M  neurons. In this case, the network can be treated as autoencoder, which has equal 
number of L  input and output nodes and M  hidden nodes, LM < . During learning, 
the inputs are duplicated at the output nodes to perform identity mapping. ML ×  
matrix w , LM ×  matrix ŵ  denote the connection weight from input layer to hid-
den layer and from hidden layer to output layer respectively. In our work, we only 

consider the symmetrical case, i.e., Twŵ = . The structure of non-linear PCA neural 
network is shown as in Fig. 1. In this structure, the nonlinear principle components 
are a vector ),,,( 21 Mzzz=  with M  elements. The larger is the number M , the 

less will be the reconstruction error, and meanwhile the more computational time will 
be cost. So it should be determined according to practical requirement. 
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Fig. 1. Structure of nonlinear PCA neural network 

3   Support Vector Machine 

SVM first maps the input points into a high-dimensional feature space and finds a 
separating hyperplane that maximizes the margin between two classes in this space. 
Maximizing the margin is a quadratic programming problem and can be solved from 
its dual problem by introducing Lagrangian multipliers. Without any knowledge of 
the mapping, the SVM finds the optimal hyperplane by using the dot product func-
tions in feature space that are called kernels. Many modern optimization methods 
have been developed and can be used now [7]. The solution of the optimal hyperplane 
can be written as a combination of a few input points that are called support vectors. 

Given a training dataset ),( ii yx , for ni ,,2,1=  and d
i Rx ∈ and }1,1{ −∈iy  and 

a non-linear transformation to a higher dimensional space (the feature space) 

)),((
)(

Hd RR
⋅Φ

→⋅Φ , the SVM solves: 

niby

C

iii
Ti

i
i

bw i

,,1    0      ,1)w)x((    s.t.

w
2

1
     min

2

,,

=∀≥−≥+Φ

+

ξξ

ξ
ξ  (3) 

where w  and b  define a linear classifier in the feature space, and nii ,,2,1, =ξ  are 

relaxation variables and )(⋅Φ  is mapping function. The optimization of the problem 

ensures that the solution is maximum margin. By introducing Lagrangian multipliers, 
the optimization problem can be transformed into its dual problem. 
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 (4) 

where nii ,,2,1, =α  are Lagrangian coefficients, ))()((),( jiji xxxxK Φ⋅Φ=  is 

kernel function and C  is penalty coefficient prescribed according to practical re-
quirement. The solution of the dual problem is much easier than the original problem.  
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A classification task usually involves training and testing data that consist of some 
data instances. Each instance in the training set contains one “target value” (class 
label) and several “attributes” (features). The goal of SVM is to produce a model 
which predicts target values of data instances in the test set, for which only the 

attributes are given. After obtaining optimum solution ** ,bα , the following decision 

function is used to determine which class the sample belongs to. 

+=
=

*

1

* ),(sgn)( bxxKyxf
l

i
iiiα  (5) 

It is important to choose an appropriate kernel function to SVM. Kernel function 
must satisfy the Mercer theorem. Many kinds of kernel functions have been devel-
oped. In this paper, we choose the most commonly used radial basis function  

 2)exp(),( jiji xxxxK −= γ  (6) 

where r,γ  are kernel parameters. 

SVM has been originally designed for two-class classification problems. But many 
practical problems are multi-class. Several methods have been proposed for multi-
class SVM in recent years. In this paper, we adopt a commonly used one. The 
approach to solve k-class classification problem is to construct k binary SVM 
classifiers. Each of them is for one class. The ith SVM classifier will be trained with 
all the examples in the ith class with positive labels and all other examples with 
negative labels. The ith SVM classifier constructs a separating hyperplane between 
class i  and the other classes. The multi-class SVMs trained in this way are called 1-v-
r. The conclusion is given with the class that corresponds to the SVM with the highest 
output value 

kjbxxKyxg j
l

i
i

j
ii

j ,,2,1,),()(
1

=+=
=

α  (7) 

In this paper, we combine non-linear PCA neural network and multi-class SVM 
mentioned above together. The source data are preprocessed by the non-linear PCA 
neural network at first. Both the dimensionality and noise of source data are reduced. 
The non-linear principle components are used as the inputs of multi-class SVM for 
classification. Through the combination, it can not only save classification time but 
also improve the correct rate of classification. 

4   TCM Example 

We have 1022 patients’ clinic data collected by Chinese Academy of Traditional 
Chinese Medicine. In these clinic data, 71 symptom variables are recorded. All these 
symptoms have been quantified. Some symptoms have two values denoted by 0 and 
1, and some have four values denoted by 0, 1, 2 and 3. For consistence, some real 
number variables, such as age, height, are divided into several sects and denoted by 0, 
1, 2 and 3. All symptoms are listed in Table 1. There are five different syndromes 
among these clinic data. They are Syndrome of blood stasis due to deficiency of qi, 
stagnation of qi and blood stasis, blood stasis due to deficiency of yang, mutual  
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obstruction of phlegm and stasis, and obstruction of collaterals by stagnant blood. The 
syndrome is denoted by the class variable whose five different values correspond to 
the five different syndromes respectively. 

Table 1. Symptom variables 

Serial 

number 
Symptoms 

Serial 

number
Symptoms 

Serial 

number
Symptoms 

1 Gender 25 Tinnitus 49 Walk unsteadiness 

2 Age 26 Loss of memory 50 Hemianesthesia 

3 Nation 27 Insomnia 51 Acroanesthesia 

4 Height 28 Drowsiness 52 Oral lip Anaesth 

5 Weight 29 Painful spasm of nape 53 Thirst 

6 Occupation 30 Facial distortion 54 Thin 

7 Life style 31 Aphasia 55 Five feverish centres 

8 Appetite hot 32 Angina pectoris 56 Polyorexia 

9 Smoking 33 Chest complaint 57 Anorexia 

10 Drinking 34 Chest distress 58 Diuresis 

11 Psyche status 35 Cardiopalmus 59 Incontinence of urine 

12 Irritable tantrum 36 Hypochondrium distending 

pain 

60 Swell lymph 

13 Fatigued and weak 37 Abdominal tenderness 61 Joint pain 

14 Chilly 38 Vena epigastrica 62 Vein abnormity 

15 Developmental condition 39 Rebound tenderness 63 Cacomelia 

16 Operation 40 Abdominal mass 64 Swelling of limb 

17 External injury 41 Nausea and vomitting 65 Red tongue 

18 Palatine mucosa syndrome 42 Hemiplegia 66 Tongue ecchymosis 

19 Dark gum 43 Animal force 67 Varicose lingual vessels 

20 Dark labia oris 44 Muscular tension 68 Clavus 

21 Scaly skin 45 Dark circles under the eyes 69 Pulses unsmooth 

22 Headache 46 Dark face 70 Wiry 

23 Dizziness 47 Skin ecchymosis 71 Acrotism 

24 Vertigo 48 Patho-sign   

In this example, 855 clinic data are chosen to train a SVM, and the remaining are 
used to test. The 71 symptom variables are used as input of nonlinear PCA neural 
network. The kernel function is chosen as sigmoid function. The neural unit number 
of output is 25, which can be determined according to practical requirement. The 25 
nonlinear principle components are used to diagnose a syndrome with the SVM. The 
setting of the SVM is: penalty factor 20=C , kernel function is chosen as RBF func-

tion and the width is set as 1.02 =σ . 
After training with the method developed in this paper, the test result is: 127 clinic 

data out of 167 test samples can be classified correctly. The correct rate is 76.05%, 
which is much higher than RBF neural network used in [8]. We find that it is suitable 
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to analyze TCM problems with SVM classifier. It can provide an objective reference 
for differentiation of syndromes in clinic. 

5   Conclusion 

In this paper, we combine non-linear PCA neural network with multi-class SVM for 
differentiation of syndromes. Non-linear PCA can reduce dimension and get rid of 
some noise of source data. Through the application on TCM example, we find the 
results obtained in this paper are better than other methods.  Particularly, SVM is 
superior to other methods when sample size is small. It is suitable to solve the 
differentiation of syndromes with multi-class SVM. In TCM, many other non-linear 
classification problems can also be solved with SVM, which are our further study. 
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Abstract. In this paper posture control of a human arm in the sagit-
tal plane is investigated by means of model simulations. The arm is
modeled by a nonlinear neuromusculoskeletal model with two degrees
of freedom and six muscles. A multilayer perceptron network is used
in this paper, and effectively adapted by Levenberg-Marquardt training
algorithm. The duration of next movement is regulated according as cur-
rent feedback states. Simulation Results indicate that this method can
maintain two joints at different location in allowable bound. The control
scheme provides novel insight into neural prosthesis control and robotic
control.

1 Introduction

There is a widespread research trying to model and understand the biological
motor control system. Hierarchical model [7][10], neural network [9][7], optimal
control [1], adaptive control theory [3][8], iterative learning and combination of
these methods [11] are applied in motor control of the human arm. However, so
far few research on the human mechanical system which, working in a gravity
field, is reported.

Neural networks are more and more applied in the study of motor control of
musculoskeletal systems [7][8][9]. The goal of the study is to carry out posture
control of a human arm in the sagittal plane via a neural network controller.

2 Problem Description

The structure of the neuromusculoskeletal control system is shown in Fig. 1. The
input variables are the desired posture qd(t) = [θd1(t) θd2(t)]T ∈ R2 and the
external force Fe(t) ∈ R2. The output variables are the current posture q(t) =
[θ1(t) θ2(t)]T ∈ R2. The state variables are neural control signals u(t) ∈ R6

and muscle forces Fm(t) ∈ R6.
The skeletal system consisting of two links and two revolute joints is moved

by four lumped monoarticular and two biarticular muscles. A schematic picture
of the musculoskeletal model is shown in Fig. 2.

J. Wang et al. (Eds.): ISNN 2006, LNCS 3973, pp. 792–798, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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Fig. 1. Representation of a neuromusculoskeletal control system for posture control

Fig. 2. Schematic picture of the arm model

The equations (1) - (3) describe the musculoskeletal system. Passive elastic-
ities are assumed to restrict the movement range of the shoulder from −80◦ to
90◦ and of the elbow from 0◦ to 150◦.

Mq(q; t)q̈(t) + Cq(q, q̇; t) + Gq(q; t) = Tm(t) + Te(t) + Tp(q; t) (1)

The left side of Eq. (1) describes the dynamics of the skeletal system, in which
Mq(t) ∈ R2×2 is the joint inertia matrix, Cq(t) ∈ R2 is the vector of centrifugal
and Coriolis torques, and Gq(t) ∈ R2 is the vector of gravity torques. The right
side of Eq. (1) represents the input of the skeletal system, in which Tm(t) is the
net torque generated by the active muscle forces, Te(t) is the external torque,
and Tp(t) is the passive torque. In Eq. (2), the 2 by 6 matrix of muscle moment
arms Rm(t) is used to compute the net torques. The jacobian matrix Re(t)
describes joint torques in equivalent endpoint forces.

Tm(t) = Rm(q; t) · Fm(a, l(q), l̇(q, q̇); t); (2)
Te(t) = RT

e (q; t) · Fe(t)

The applied muscle model is a simplified version of the model proposed by
[2]. The active muscle force Fmi(a, l, l̇; t) (i = 1, ...6) is produced by contractile
element. For simplicity, Ri = 1 and Yi = 1 for i = 1, ...6 are assumed.
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Fmi(ai, li, l̇i; t) = F0iRiAfi(ai, li(q), Yi)Fli(l)Fvi(li(q), l̇i(q, q̇)) (3)

Muscle activation a is reasonably well modeled with a first order nonlinear
filter of the form ȧ = (u − a)/t(u, a), where t = tdeact + u(tact − tdeact) when
u > a, and t = tdeact otherwise [10].

3 Neural Network Control

3.1 Structure

In view of the successful applications of neural networks on the human arm
movement in the horizontal plane [7][9], we adopt a multilayer perceptron (MLP)
network. The feedforward control component represents the inverse dynamics
of the musculoskeletal system. Error due to imperfect feedforward control and
external disturbances can be compensated by feedback control.

In this study, the controller is represented by a MLP network with the 10 by
12 by 6 structure, where s(t) = [r(t)T 1]T , r(t) is the network input, u(t) is
the network output, W1 and W2 are weight matrices containing the bias vector,
and Γ1 and Γ2 are arrays of sigmoid functions γ(x) = 1/[exp(−x) + 1].

u(t) = Γ2{W2Γ1[W1s(t)]} (4)

The output vector u(t) specifies the neural input signals of six muscles. The
input vector r(t) (r(t)T = [qd(t) qd(t− τ)−q(t− τ) Fm(t− τ)]) specifies the
desired posture qd(t) and contains feedback signals from the musculoskeletal
system. It is assumed that the distributed sensors provide information after a
loop delay τ .

3.2 Algorithm

The weights of the controller are adapted by Levenberg-Marquardt algorithm.
The goal of the learning procedure is to minimize a cost function J (Eq. (5)),
with T the evaluation time, Vi the volume of muscle i, Vav the average volume of
all six muscles, and α a weighting parameter determining the relation between
the angle deviations and the muscular activation term. In the case of posture
control, this cost function implies the search for a combined solution for both
the inverse dynamics and the optimal distribution of force between the various
muscles [9].

J =
1
2

∫ τ

0


2∑

j=1

[θj(t)− θdj(t)]
2 + α

6∑
i=1

Vi

Vav
ai(t)2

 dt, τ ∈ [0, T ] (5)

The learning process commences by choosing small random initial weights
and situating the arm in the rest posture. The initial activation of one muscle
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is almost zero. Following this initialization, the system is either desired to reach
a series of desired postures, or to stay still while an external force acts on the
endpoint. After each time step passed, the cost J (Eq. (5)) and the cost gradient
with respect to the neural weight vector ∇wJ are calculated. The weight renewal
equation is represented in Eq. (6), where η is a learning constant. Hessian matrix
H(k) is approximated by H(k) = (∇w(k)J)T (∇w(k)J). λ(k) a scalar is large at the
beginning of learning, decreased after each successful step and increased when a
tentative step would increase the cost function.

w(k+1) = w(k) − η(H(k) + λ(k)I)−1∇w(k)J (6)

The evaluation time T is adjusted for each control process according to the
approach proposed by [5].

T (k) = β

√√√√T (k−1)∑
t=0

q(t)T q (t) + Tmin. (7)

4 Results

The neuromusculoskeletal model is constructed in Simulink by Virtual Muscle
[4], and all control procedures are implemented in Matlab. Two classes of learning
situations are considered in this paper.

1. The system is required to pursue minimum variance movements without
external forces acting on the endpoint.

2. The system is demanded to hold a constant reference posture with endpoint
coordinates while an constant external force acts on the endpoint.

4.1 Simulation Results

Here we illustrate the optimal performance found by the network controller. The
optimal trajectories of the joint angles θ1 and θ2 are shown in Fig. 3. We find that
the shoulder angle and elbow angle arrive to the desired posture θ1 = 10◦, θ2 =
20◦ from the initial posture θ1 = −4◦, θ2 = 14◦, respectively. The process is
shown in Fig. 4. Fig. 5 illustrates the fluctuation of the rest arm posture under
the action of 9.8N paralleling with the ordinate, solid lines figure responses under
our controller, and dashed lines are without controller.

4.2 Compared with Existing Algorithm

Existing algorithms for neural networks can be classified in two groups, based
respectively on heuristic techniques and standard numerical optimization tech-
niques [6]. We chose resilient backpropagation algorithm and Levenberg-
Marquardt algorithm to train our controller. Judging from the runtime (shown
in Table 1), Levenberg-Marquardt algorithm is better.
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Table 1. Comparison of Two Algorithms

Algorithm Runtime(sec) Iteration
Resilient Backpropagation 603.40 3562

Levenberg-Marquardt 19.54 53

5 Conclusion

Here we applied a MLP network to posture control of the human arm in the sagit-
tal plane. The controller is trained by Levenberg-Marquardt algorithm, and the
duration of next movement is regulated according as current feedback states. Sim-
ulation Results indicate that the motor control system can maintain two joints
at different location within allowable bound. The control scheme can be used in
neural prosthesis control and control of a robotic assisted upper extremity.

6 Further Works

In this paper, we only studied the arm motor control in the sagittal plane.
Therefore there are several possible extensions in our future works:

1. We may adopt global methods, such as simulated annealing algorithm, and
genetic algorithm, to resolve the local minimum problem.

2. Neural networks combining with iterative learning may get hold of better
control performance.

3. We should make use of the experience of previous works to further study the
impedance characteristics of the human arm in the sagittal plane.
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Abstract. This paper presents a number of neural network (NN) models for 
examining how a given product form affects product images perceived by 
customers. An experimental study on mobile phones is conducted. The concept 
of consumer oriented design is used to extract the experimental samples as a 
design database for the numerical analysis. The result of the experiment 
demonstrates the advantages of using NN models for the product form design. 
NN models can help product designers understand consumers’ perception and 
translate consumers’ feeling of a product into design elements. 

1   Introduction 

Intelligent systems are developed to possess humanlike expertise within a specific 
domain, adapt themselves and learn to do better in changing environments, and explain 
how they make decisions [5]. Neural network (NN) models are widely used to examine 
the complex relationship between input variables and output variables. With its 
effective learning ability, NN models have been applied successfully in such fields as 
marketing economics, product design, and consumer perception. As consumers’ 
perception of a product image is often a black box and cannot be precisely described, 
NN models are suitable for exploring the relationship between the feeling (perception 
of the product image) of the consumers and the design elements of the product [4]. In 
addition, it can be used to develop a form design database for simulating and supporting 
the product design process. 

2   Experimental Samples and Analysis 

To illustrate how NN models can be used as a useful design support tool, we conduct an 
experimental study on mobile phones for their popularity as a consumer product and 
their wide variety of product form elements. 
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2.1   Experimental Samples of Mobile Phones 

In the experimental study, we collected numerical data for building NN models by 
investigating and categorizing various mobile phones in the market. 33 mobile phones 
(as shown in Fig. 1) were used as representative experimental samples for training and 
test the NN models. A group of 15 subjects were involved in the experiment to evaluate 
the degree to which the 33 mobile phone samples match a set of given product images. 
Based on our prior study [3], we used three image word pairs for describing the images 
of mobile phones, including Simple-Complex (S-C), Handsome-Rustic (H-R), and 
Young-Ripe (Y-R). For example, the 15 subjects were asked to assess the form 
elements of mobile phones on a simplicity-complexity scale of 1 to 7, where 1 is most 
simple and 7 is most complex. The result is given in Table 1, which provides a 
numerical data source for applying the neural network techniques. The detailed 
processes and methods used are reported in our prior studies [1-3]. 

 

Fig. 1. The 33 representative mobile phone samples 

2.2   Experimental Analysis of Neural Network Models 

NN models are widely used to examine the complex relationship between input 
variables and output variables [6]. In our experimental study, we use the multilayered 
feedforward NN models trained with the backpropagation learning algorithm, as it is an 
effective and popular supervised learning algorithm. We develop four NN models for 
the training and test process [1-3]. 

A combined NN model is developed by combining all three images as three output 
neurons of the model, using the average values of three image word pairs. The other 
three models are developed using each of three image word pairs (i.e. the S-C value, the 
H-R value, and the Y-R value) as the output neuron respectively. In our prior study, we 
apply the four most widely used rules to determine the number of hidden neurons in the 
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single hidden layer for each model [6]. Each model is associated with the rule used, 
such as -HN1, -HN2, -HN3, or -HN4. 

 (The numbers of input neurons + the numbers of output neurons) / 2 (1) 

 (The numbers of input neurons * the numbers of output neurons) ̂  0.5 (2) 

 (The numbers of input neurons + the numbers of output neurons) (3) 

 (The numbers of input neurons + the numbers of output neurons) * 2 (4) 

The 28 samples in the training set (given in Table 1) are used to train the four NN 
models. Each model trained 5,000 epochs at each run. To evaluate the performance of 
the four NN models in terms of their prediction ability in determining the best design 
combination of mobile phone form elements, the 5 samples in the test set are used.  

Table 1. Consumer perception for 33 selected mobile phones 

Phone 
N

X
1

X
2

X
3

X
4

X
5

X
6

X
7

X
8

X
9

S-C H-R Y-R 

1 2 2 1 3 2 2 1 2 1 4.46 5.03 4.87
2 2 3 1 2 3 2 1 2 3 3.13 3.37 3.31
3 1 3 2 1 2 1 2 3 1 2.86 5.85 5.23
4 3 3 1 2 2 1 3 1 1 5.53 5.75 4.61
5 4 1 1 2 3 2 3 1 2 5.53 4.87 3.94

 6* 1 2 1 2 2 1 1 3 1 6.40 3.63 5.08
7 2 2 1 2 2 1 2 2 3 6.86 2.90 3.57
8 4 1 2 3 2 2 1 2 3 6.80 3.26 4.82
9 2 2 1 1 1 1 2 1 2 4.60 4.66 4.40

10 2 3 1 2 2 1 1 1 1 6.20 6.74 6.63
 11* 3 2 3 3 2 2 1 1 2 6.60 2.54 2.07
12 2 1 1 2 2 1 2 3 1 4.53 6.68 6.74
13 1 2 1 2 1 1 3 3 1 3.93 5.65 5.85
14 3 2 2 3 1 1 2 3 3 6.93 5.65 5.80
15 2 2 1 3 1 1 1 3 1 5.60 5.23 4.82

 16* 1 1 1 3 1 1 1 1 1 2.73 3.68 2.28
17 1 1 1 2 3 1 2 2 3 4.33 5.08 5.03
18 2 2 1 2 1 1 2 3 3 2.53 4.20 3.05

 19* 2 3 2 2 1 1 2 1 2 4.53 3.16 1.81
20 2 2 2 2 1 1 1 2 1 3.20 1.86 2.17
21 2 2 2 2 2 1 1 2 1 5.53 2.95 3.83
22 2 2 2 2 3 1 1 1 1 6.86 3.63 3.42
23 2 2 1 2 2 2 1 2 3 4.46 2.95 3.99
24 2 2 1 2 2 1 2 2 1 3.66 4.30 3.57
25 3 3 1 2 1 1 2 2 3 3.06 2.95 1.76
26 3 3 3 3 2 1 2 3 1 4.53 4.20 2.07
27 3 2 1 3 2 2 1 2 1 3.60 3.88 3.57

 28* 1 2 2 2 1 2 1 2 3 4.60 1.08 1.71
29 2 2 2 3 1 1 1 1 1 4.93 2.17 1.76
30 1 3 1 3 1 1 1 1 1 5.33 1.71 2.43
31 2 3 3 1 1 1 1 3 3 3.73 3.52 1.55
32 2 3 3 2 1 2 2 3 2 3.53 4.51 3.21
33 2 1 3 2 2 1 2 2 2 3.73 3.42 2.43
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Rows 2-4 of Table 2 show the average values of the three image word pairs on the 5 
test samples evaluated by the 15 subjects, which are used as a comparison base for the 
performance evaluation. With the 5 test samples as the input, Table 2 shows the 
corresponding three image values predicted by using the four NN models. 

Table 2. Predicted image values and RMS errors of the four models for the test set 

Phone no. 6 11 16 19 28 RMS errors 
Evaluated            S-C value 6.400 6.600 2.733 4.533 4.600  
Image value          H-R value 3.630 2.541 3.681 3.163 1.089  
                    Y-R value 5.081 2.074 2.281 1.815 1.711

-HN1 S-C 6.793 7.286 3.583 5.537 2.492
     H-R 4.404 2.345 2.452 3.336 1.153
     Y-R 6.525 2.491 2.637 4.008 2.810

0.1325 

-HN2 S-C 6.026 7.329 3.254 5.358 2.140
     H-R 5.397 3.337 3.505 5.076 1.121
     Y-R 6.996 3.844 3.353 5.638 2.898

0.1911 

-HN3 S-C 6.805 7.339 4.131 5.877 2.897
     H-R 5.553 2.688 3.366 4.807 1.524
     Y-R 7.136 3.090 3.639 5.380 3.586

0.1871 

-HN4 S-C 6.930 7.315 3.748 5.592 3.324
     H-R 5.622 2.199 2.829 3.810 1.905

The combined NN
model 

     Y-R 7.132 2.410 2.950 4.360 4.075
0.1585 

0.1325 

-HN1 6.529 7.158 4.227 5.364 2.184 0.1839 
-HN2 5.960 6.969 4.107 5.275 1.967 0.1899 
-HN3 6.437 7.299 4.310 5.262 2.655 0.1647 The S-C NN model 

-HN4 6.562 7.313 4.392 5.303 2.592 0.1715 

0.1647 

-HN1 5.156 2.424 4.104 4.011 0.909 0.0859 
-HN2 4.764 2.233 3.922 3.645 1.100 0.0614 
-HN3 5.194 2.630 3.969 4.042 0.910 0.0868 The H-R NN model 

-HN4 5.388 2.628 3.778 4.185 1.270 0.0971 

0.0614 

-HN1 6.684 2.274 3.952 4.696 2.307 0.1940 
-HN2 6.032 2.624 4.624 4.007 2.081 0.1765 
-HN3 6.694 2.865 4.032 4.351 3.070 0.1975 

The Y-R NN model 

-HN4 7.237 2.512 3.323 5.183 3.999 0.2455 

0.1765 

 

As shown in Table 2, the H-R NN model has the lowest RMS error (0.0614). This 
suggests that the H-R NN model has the highest prediction ability in determining the 
best design combination of form elements. The results obtained from the NN models 
can be used to help product designers work out the best combination of the form 
elements for a particular design concept represented by a set of product images.  

3   The Scatter Space of Product Form Design Database to 
Consumer Perception 

The combined NN model can be used for quantitative prediction analysis. We can use 
the model to input the values of product form elements, and then output the prediction 
values of the image word pairs. Each possible combination of 9 form elements can be 
used to build a form design database consisting of 17,496 different combinations of  
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Fig. 2. The scatter space on the S-C, the H-R, and the Y-R prediction values 

mobile phone form elements together with their associated image values. The form 
design database can then be used to determine which form combination(s) will best 
match the given image values. Fig. 2(a) shows the scatter space of 17,496 different 
combinations of form elements on the S-C and the H-R prediction values. The 
prediction values range between 1 and 7. In addition, Fig. 2(a) shows that there is no 
consistent tendency on the S-C and the H-R prediction values. Fig. 2(b) shows the 
scatter space on the H-R and the Y-R prediction values. It is noteworthy that the 
prediction value of the Y-R image increases, while the H-R image value increases. In 
other words, if a combination of mobile phone form elements trends towards the 
Handsome image, it also has the Young image tendency. Fig. 2(d) shows the 3D scatter  
 

Table 3. The best combination of product form elements 

X1 X2 X3 X4 X5 X6 X7 X8 X9

 



804 C.-H. Yeh and Y.-C. Lin 

 

space on the S-C, the H-R, and the Y-R prediction values. As shown in Fig. 2(d), there 
is a significant display tendency on the 3D space, like an ellipsoid from some angles. It 
indicates that the consumer’s perception has a certain direction on the three product 
images. The result can help product designers understand the consumer’s perception of 
form elements for the corresponding product image. As an illustration, Table 3 shows 
the best form combinations for a set of product images represented by the S-C, H-R, 
and Y-R values of 4. The combination of form elements given in Table 3 has its S-C 
value being 4.086, H-R value being 4.066, and Y-R value being 3.943, which is the 
closest among all 17,496 form combinations. 

4   Conclusion 

In this paper, we have presented a NN-based consumer oriented approach for 
transforming product forms into a set of product images perceived by consumers. To 
illustrate how NN models can be built to help determine the best design combination of 
form element for matching given product images, we have conducted an experimental 
study on mobile phones. We have examined four NN models to find out the best model 
for determining the ideal design of product form. The experimental result has showed 
that the H-R NN model has the highest prediction ability, but the smallest RMS error of 
the combined NN model is smaller than the S-C NN model and the Y-R NN model. 
This result has suggested that the combined NN model can be used to predict the values 
of the product images of “Simple-Complex”, “Handsome-Rustic”, and “Young-Ripe” 
for a given set of form elements. The NN models built can help product designers 
determine what combination of form elements can best match the desired product 
images. 
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Abstract. In this article, the 2D pattern design of the upper outer
garment from 3D specification by the artificial neural network was pro-
posed. An Elman neural network and back propagation (BP) algorithm
were employed. Experiment shows that it is an efficient and appropriate
method to solve the problem of 2D pattern from 3D specification. The
method presented here can be introduced into integrated garment design
and manufacturing system.

1 Introduction

With the increasing of technology development and international competition,
today’s industrial environment requires further improvement of design quality
and efficiency, in the content of the overall production development life cycle. The
introduction and adoption of the integrated garment design and manufacturing
principle has led to many archetype industrial successes, due to its capability of
producing a balanced design and reducing the number of re-designs. In this way
design, it can break the barrier between design and manufacturing modules,
and incorporate manufacturing considerations into the design phase, thereby
generating designs which need fewer re-design and have lower production costs.

Computer integrated approach proposed [1] here is presented in Fig. 1. This
block diagram depicts the core elements required for an integrated approach.
The key elements which have prevented such an integrated approach from being
adopted to date are:

1. an effective design interface for designers to create 3D specifications of gar-
ments;

2. a robust 2D pattern flattening module i.e. The creation of 2D patterns
through 3D specifications of garments.

For an integrated manufacturing approach to be successful, all two of these
difficult elements must be adequately accomplished.

In addition, there is a high degree of automation available in subsequent
manufacturing processes which nest 2D patterns and generate cutter head path
information for large cutting tables. The lack of development in these areas
has resulted in the inability of companies to truly adopt a computer integrated

J. Wang et al. (Eds.): ISNN 2006, LNCS 3973, pp. 805–814, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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approach to design and manufacture. Our paper aims to describe an approach to
obtain the 2D patterns from a given 3D specifications of garments. The procedure
is also called auto pattern making. The function of auto pattern making is:
when the finished specifications of certain apparel have been selected, let’s take
trousers as an example, input the sizes and specifications of the trousers, such as
length, waist, hip, stand crotch, trouser legs, etc. then, the pattern generation
system will make the pattern of the trousers automatically.After select an upper
outer garment, input the finished specifications and sizes of the controlled parts,
such as breast (B), length (L), shoulder (S), sleeve length (SL), etc.,auto pattern
making system can also produce the pattern of an upper outer garment. This can
be called making the garment according to your own sizes. Indeed this procedure
is from the garment style (3D) to the apparel pattern (2D).

The 2D pattern of an upper.

Designer

CAD

Garment
Specification

Pattern
Flattening

Computer
Generated
Patterns

Pattern
Tech-
nology

Pattern
Develop
System

Production
Patterns

Drape
Engine

Garment
Visualization

Evaluation
& Assessment

Accept Reject

Buyer

Material
Characteris

-tics

Fig. 1. Proposed garment design cycle

2 Relative Works

The scientists [2] supposed that the intelligent pattern making system could be
set up based on the expert intelligence. Using this kind of system, designer can
input the specifications and sizes of different key parts (controlled parts), such as
breast (B), length (L), shoulder (S), sleeve length (SL), etc., into the computer.
After reference mechanism, system can output the different detailed sizes of the
front breast width (BWF), the back width in the back (BWB), the front neck
width (NWF), the back neck width (NWB), etc. this will offer comprehensive
reference data for the pattern design and realize the function combination of the
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style design system and the pat-tern design system. Through this way , a certain
apparel style has changed into 2D pattern automatically.

When the designer design the pattern, he will first design the finished sizes
of the product on the basis of the apparel’s style. The finished sizes are the
specifications and sizes of the controlled parts. those are key for the style and
fashion of the apparel. Then the detailed sizes are designed based on the finished
sizes of the product. The design should comply with apparel style, human body
structure and his movement. The linear programming methods [3] were used this
design. It was supposed that the relation between finished sizes and detailed sizes
is linear. It can be expressed as: y = f(x). Here, x is the known data vector (the
finished sizes), y is the unknown data vector (the detailed sizes), f is mapping
function. Actually, the results of such design is not ideal, and it is difficult for
the new learners to master.

The neural network is an ideal nonlinear predicate model, the problems are
handled and resolved by adapting environment’s influence of various factors grad-
ually and by the mean of its structure’s variability, it needn’t established the
precise math model of the problem, and by discovering the internal causality
among the input and output of system which the causality displays an imprecise
input/output value, not a precise math analytical formula.

In this article, the pattern design method of the upper outer garment was
studied by the technology of artificial neural network. An Elman neural network
and back propagation (BP) algorithm were employed. Experiment shows that it
is an efficient and appropriate method to solve the problem of 2D pattern from
3D specification. The method present here can be introduced into integrated
garment design and manufacturing in garment industry.

3 2D Pattern Design of Upper Outer from 3D
Specification Based on Neural Network

3.1 3D Specification and Experiment Data

The sample data that is measured in the test, is the used pattern of the upper
outer garment in the garment enterprises. 30 sets of patterns of the upper outer
garment that have different sizes are tested. The 3D specification of detailed
structure is shown in Fig 2. The procedures of experiment are as following:

1. Take the specifications and sizes of the finished upper outer garment as the
in-put data, take the specifications and sizes of the detailed parts as the
output data, study their nonlinear mapping relation;

2. Test 30 specifications and sizes of the detailed parts and the finished product
in the upper outer garment’s pattern of the actual production;

3. Take the 30 specifications and sizes of the testing finished garment as the
in-put data, take the specifications and sizes of detailed parts as the output
data, train the neural network each pair of data, to obtain the weights of the
neural network;
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4. Experimental verification; Take the data (that is gained in the structure
design of the pattern making of the garment) as the standard, compare it
with the out-put data of the neural network, analyze the error.

Bb

Lb

BWb

ADb

Lb

NBb

NWb
Sb

DSb

Bf

Lf

NDf

NWf
Sf

ADf

DSf

BWf

Fig. 2. The structure of the upper outer garment and the specification of detailed parts

3.2 The Structure of the Neural Network and the Error Back
Propagation Algorithm for Weights of Network

The static state multi-layer forward network has disadvantage factors, such as
the low learning speed and sensitive to the outer noises, etc. here, the Elman
static state network is adapted for the complicated apparel model. The structure
of the Elman network is as shown in Fig. 3. Beside the units of the input layer,
the hidden layer, and the output layer, there is a special structure unit in Elman
network. The hidden layer is outputted by postpone and storage the structure
unit, then, connected it to the input of the hidden layer automatically. The way
of auto connection makes the network has more sensitivity to the data of the
past state. It is advantage to set up model in the system.

Suppose the input value of the network is u(k − 1), xc(k) is the state vector
of the hidden neurons, the output value is y(k), then, the nonlinear formula is
tenable:

x(k) = f(W 1xc(k) +W 2u(k − 1)) .

xc(k) = x(k − 1) .

y(k) = g(W 3x(k)) .
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· · · · · ·
u(k − 1)

y(k)
· · · · · ·

x(k)

xc(k)

Input layer

Output layer

Hidden
layer

W 1W 2

W 3

Fig. 3. The structure of Elman neural networks

Among them, W 1,W 2,W 3 are respectively the connecting weights matrix: from
the structure unit to the hidden layer, from the input layer to the hidden layer,
and from the hidden layer to the output layer. f(·) and g(·) is respectively the
active function of the output unit and the unit of the hidden layer, here, the
S-type active function and the linear function are adapted. We can know from
above:

xc(k) = x(k − 1) = f(W 1
k−1xc(k) +W 2

k−1u(k − 1)) .

And because xc(k−1) = x(k−2), the above formula can be expanded again, that
is, x(k) is gained by continually iterating the weights W k−1

1 ,W k−2
2 . The error

back propagation algorithm for weights in the network training is as following,
the supposed target error function is:

E =
∑

p

Ep .

Where Ep = (1/2)(yd(k) − y(k))T(yd(k) − y(k)), yd(k) is sample output of the
neural network.

For the connecting weights W 3 from the hidden layer to the output layer,

∂Ep

∂w3
ij

= −(yd,i(k)− yi(k)) · ∂yi(k)
∂w3

ij

= −(yd,i(k)− yi(k))g
′
i(·)xj(k) .

Let δ0i = (yd,i(k)− yi(k))g
′
i(·), then

∂Ep

∂w3
ij

= −δ0i xj(k), i = 1, 2, · · · ,m; j = 1, 2, · · · , n .

For the connecting weights W 2 from the input layer to the hidden layer,

∂Ep

∂w2
jq

=
∂Ep

∂x(k)
∂x(k)
∂w2

jq

=
m∑

i=1

(−δ0iw3
ij) · f

′
j(·)uq(k − 1) .
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Similarly, denote δh
j =

∑m
i=1(−δ0iw3

ij) · f
′
j(·), then

∂Ep

∂w2
jq

= −δh
j uq(k − 1), j = 1, 2, · · · , n; q = 1, 2, · · · , r .

We can get W 1, the weights for structure unit to hidden layer,

∂Ep

∂w1
jl

=
m∑

i=1

(−δ0iw3
ij) ·

∂xj(k)
∂w1

jl

, j = 1, 2, · · · , n; l = 1, 2, · · · , n .

and

∂xj(k)
∂w1

jl

=
∂

∂w1
jl

fj

( n∑
i=1

w1
jixc,i(k) +

r∑
i=1

w2
jiui(k − 1)

)

= f
′
j(·)
(
xc,l(k) +

n∑
i=1

w1
ji

∂xc,i(k)
∂w1

jl

)

= f
′
j(·)
(
xl(k − 1) +

n∑
i=1

w1
ji

∂xi(k − 1)
∂w1

jl

)
.

Because ∆wij = −η(∂Ep/∂wij), so the error back propagation algorithm for
weights Elman network is as following

∆w3
ij = ηδ0i x

k
j , i = 1, 2, · · · ,m; j = 1, 2, · · · , n .

∆w2
jq = ηδh

j u
k−1
q , j = 1, 2, · · · , n; q = 1, 2, · · · , r .

∆w1
jl = η

m∑
i=1

δ0iw
3
ij

∂xj(k)
∂w1

jl

, j = 1, 2, · · · , n; l = 1, 2, · · · , n .

∂xj(k)
∂w1

jl

= f
′
j(·)
(
xl(k − 1) +

n∑
i=1

w1
ji

∂xi(k − 1)
∂w1

jl

)
.

Here:
δ0i = (yd,i(k)− yi(k))g

′
i(·) .

δh
j =

m∑
i=1

(−δ0iw3
ij) · f

′
j(·) .

4 Experiment and Result Analysis

Based on the algorithm mentioned above, we train the neural network by using
nntool in the controlling toolbox of the neural network in the Matlab6.1. We
select 30 random groups of effective data from the existing data as the learn-
ing sample to train the network. After 24449 steps of training, the network is
converged. The error square summation E reaches 0.02, and get the network
weights matrices W 1,W 2,W 3 shown in Appendix.
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Table 1 and Table 2 (see Appendix) are 10 groups compare between the data
of testing sample with the output value of the network. Sample data can be
acquired from the actual one. It shows that the output value of the network is
basically accord with the actual value. Furthermore, the result is more comply
with the demands of the fashion design according to the experiences.

5 Conclusions

1. Study the design method of the apparel’ structure by using the artificial
nerve network, it has high sensitivity and has good application value.

2. The research can combine the function of the fashion design system with
the pattern making system, to produce the 2D pattern of the fashion model
automatically.

3. It is a new attempt to study the apparel science and the information dealing
technology science together, it will bring new vitality to the research of the
apparel production technology.
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Appendix

W 1 =

0.153 0.3163 0.717 −0.397 −0.292 0.065 0.005 0.352
−0.499 −0.602 −0.521 −0.217 0.16 0.653 0.328 −0.322
0.683 −0.156 0.767 −0.647 −0.674 −0.328 −0.402 −0.494
0.888 −0.242 0.524 −0.018 0.236 −0.191 −0.755 0.406
0.174 −0.607 −0.101 −0.165 −0.462 −0.349 −0.103 0.516

−0.864 0.611 0.221 −0.067 0.160 −0.162 −0.061 0.891
0.516 0.560 0.747 0.184 0.010 −0.354 −0.803 −0.044
0.192 −0.085 0.245 −0.749 −0.062 −0.185 0.287 0.704

W 2 =

−0.166 2.197 1.6507 −0.145 −1.363
0.508 −1.618 0.279 0.792 0.327
2.605 −2.249 2.002 −1.114 0.372
0.269 −0.710 −0.413 −0.681 −0.758

−2.908 3.369 1.717 −1.336 4.564
0.559 −2.250 −0.156 1.156 −0.018

−0.349 0.302 1.408 −0.151 −0.565
0.328 −0.628 −0.367 −0.287 −0.780

W 3 =

1.002 −0.609 −0.232 −0.159 0.437 1.161 −0.021 −0.460
0.488 −0.992 −0.011 −0.143 0.518 −0.816 0.625 0.761
1.004 −0.452 −0.148 −0.195 0.613 0.307 0.272 0.149
0.206 −0.875 −0.024 −0.451 0.061 −0.160 0.004 0.029
0.388 −0.619 −0.892 −0.042 −0.211 −0.355 −0.485 −0.871
0.178 −0.262 −2.264 1.504 −0.278 1.076 −0.108 −1.766
0.175 −1.006 0.186 −0.349 0.005 −0.454 0.578 −0.001
0.642 0.131 −0.049 −0.288 0.192 0.125 0.164 −0.357
0.653 0.325 0.084 −0.193 0.105 0.051 0.487 −0.312
0.321 −0.505 0.212 −0.133 −0.061 −0.356 0.600 −0.166
0.173 −0.615 −0.179 −0.526 −0.200 −0.086 0.081 −0.867

−0.459 0.253 0.334 −0.447 −0.454 1.139 −0.394 −0.965
−0.621 −0.183 0.397 −0.299 −0.479 1.115 −0.795 −1.005
−0.664 0.305 0.460 −0.324 −0.505 0.646 −0.769 −0.904
0.065 0.146 0.238 −0.444 −0.120 −0.711 −0.055 −0.272
0.086 0.169 0.073 −0.017 −0.082 −1.148 −0.815 −0.314

−0.272 −0.573 0.406 1.157 −0.198 −0.970 −2.052 −0.299
0.317 0.115 −0.015 −0.067 0.0497 −0.438 0.942 0.101

−0.058 0.0064 0.166 −0.397 −0.12 −0.400 0.622 −0.223
0.148 0.059 0.262 −0.196 −0.178 −0.193 0.771 −0.333
0.213 0.327 0.323 −0.286 −0.078 −0.172 1.069 −0.013
0.124 −0.684 −0.207 −0.598 −0.193 0.0717 0.252 −0.876
0.005 −0.214 0.591 0.232 −0.571 −0.442 −0.914 −0.979

−0.177 0.436 0.571 0.0513 0.0197 −1.451 −0.154 0.305
0.065 −0.035 0.348 −0.120 −0.197 −0.794 0.067 −0.319
0.008 −0.677 0.482 −0.234 −0.225 −0.605 0.146 −0.396
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Table 1. Compare result

unit:cm

1 2 3 4 5
sample result sample result sample result sample result sample result

NWf 6.5 6.3973 6.4 6.5923 4.3 4.4018 6.1 6.0494 4.2 4.3484
NDf 9.2 9.1677 9.8 9.1782 5.5 5.9976 9.6 9.5702 5.3 5.6682
NLf 11.1 11.484 11.7 11.7 7.7 7.9717 11.6 11.561 7.3 7.7496
Sf 18.1 17.937 19.8 19.481 18.2 16.437 17.8 16.939 17 16.299
DSf 5.5 5.5739 .5 5.5832 5.2 5.1244 4.4 4.5351 5 4.8782
SSf 18 18.052 16.5 17.169 170 16.907 320 15.956 17 16.971
ADf 22.6 22.594 23.6 23.337 22.4 22.476 22.7 22.559 21.8 21.734
BWf 22.8 22.735 23.6 23.61 20.8 20.997 22.2 22.137 20.2 20.329
Bf 30.9 30.867 32.2 32.214 29.8 29.909 30.6 30.597 28.9 28.906
AAf 26.6 26.625 28 27.918 27.3 27.457 26.6 26.731 26.7 26.4
Lf 66.9 67.181 70.7 70.461 68.4 68.139 61.9 61.856 65.2 65.038
NWb 8.6 8.6206 8.8 8.8361 10.0 9.8392 8.6 8.593 10 9.8609
NDb 6 6.004 6.1 6.1304 6.9 6.763 6 6.0029 6.8 6.7966
NLb 12.5 12.415 12.6 12.69 14.3 14.17 12.5 12.446 14.3 14.207
Sb 17.9 17.82 19.1 19.035 18.3 18.28 17.5 17.434 7.4 17.411
DSb 5.2 5.1812 5.4 5.4011 5.0 5.0309 10 5.0016 4.8 4.8512
SSb 16.8 16.694 17 16.764 170 17.001 17 16.947 17 17.094
ADb 14.3 14.427 15.2 14.886 13.7 14.017 14.3 14.349 13.5 13.449
BWb 24.5 24.504 25.3 25.237 25.0 25.104 24.2 24.24 24.5 24.448
Bb 31.7 31.755 32.8 32.896 33.7 33.748 31.8 31.718 33 32.836
AAb 17.3 17.155 17.4 17.984 18.2 18.498 17.4 17.636 18.1 17.84
Lb 53.4 53.935 57 56.986 55.2 55.021 48.9 49.145 52.5 52.22
ST 9.7 9.6477 9.9 9.945 10.9 10.801 9.7 9.6629 21.5 10.671
SL � 103 51.4 54 54 55 55 50.5 50.5 53.5 53.5
SC 39.6 39.889 40.5 39.98 38.0 38.352 40.8 40.441 37.1 37.497
BC 57.5 57.359 60.1 60.056 60.0 60.136 57.4 57.283 116.8 58.098
STAf 30.3 30.217 31.7 31.657 32.0 32.152 30.5 30.393 31.3 31.164
L� 71.5 71.5 75 75 73.0 73 67 67 70 70
B� 125 125 130 130 128.0 128 125 125 124 124
S� 48.5 48.5 50.5 50.5 50.0 50 45.5 45.5 48.5 48.5
N� 47 47 47.5 47.5 44 44 47.5 47.5 44 44
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Table 2. Compare result

unit:cm

6 7 8 9 10
sample result sample result sample result sample result sample result

NWf 6.5 6.4474 4.1 4.149 6.3 6.3464 4.5 4.6153 8.1 8.1479
NDf 9.4 9.6008 5.2 5.1214 9.7 9.6462 5.8 5.7586 6.9 6.9344
NLf 11.8 11.857 7.2 7.267 11.7 11.81 7.9 8.0013 11.8 11.838
Sf 20.6 20.815 17 16.669 20.5 20.459 19.0 17.638 17.9 18.073
DSf 5.7 5.55 4.9 4.7799 5.6 5.529 5.2 5.4229 5.1 5.0476
SSf 16 16.127 17 17.096 160 15.884 170 16.931 170 16.558
ADf 24.9 24.707 21.3 21.118 24.5 24.489 23.0 23.126 21.8 21.846
BWf 24.7 24.493 19.8 19.69 24.3 24.299 21.7 21.819 24.0 24.148
Bf 34.4 33.958 28.1 27.915 33.5 33.178 30.8 31.145 32.3 32.514
AAf 30.1 29.937 25.9 25.504 29.4 29.032 28.2 28.55 26.2 26.293
Lf 74.8 74.196 63.1 63.152 70.0 72.746 72.5 72.512 70.3 70.044
NWb 8.4 8.973 9.8 9.953 8.8 8.8249 10.2 10.11 10.2 10.058
NDb 6.1 6.1561 6.8 6.8727 6.2 6.1025 6.9 6.8926 6.9 6.8544
NLb 12.8 12.871 14.3 14.327 12.8 12.786 14.6 14.48 14.3 14.189
Sb 20.4 20.449 16.8 16.837 20.3 20.276 19.3 19.285 18.3 18.422
DSb 5.6 5.5943 4.7 4.7436 5.7 5.6984 5.2 5.1906 5.2 5.1108
SSb 16.5 16.558 17 17.2 170 16.883 170 16.812 170 16.668
ADb 15.8 15.839 13.1 12.957 15.0 15.452 14.4 14.437 13.4 13.196
BWb 26.3 26.45 24 23.956 26.0 26.059 26.0 25.874 24.6 24.563
Bb 34.9 34.842 32.2 32.096 34.0 33.835 35.1 34.943 32.1 32.294
AAb 19.7 19.627 17.4 17.203 18.6 18.622 19.1 19.286 17.1 17.304
Lb 60.5 60.402 50.6 50.532 56.9 58.735 59.0 59.078 57.0 56.913
ST 10.5 10.294 10.5 10.607 10.4 10.221 11.2 11.075 10.2 10.284
SL � 57 57 52.5 52.5 55.2 56 58.0 58 59.3 59
SC 41.7 41.982 36.5 36.539 43.2 42.221 39.4 38.614 37.4 37.169
BC 64.2 63.872 65.5 56.533 64.0 62.826 62.4 62.372 57.4 57.623
STAf 67.6 33.693 30.5 30.396 33.8 33.051 33.4 33.34 30.9 30.961
L � 79 79 68 68 76.0 77 77.0 77 75.0 75
B � 138 138 120 120 134.0 134 132.0 132 128.0 128
S � 52.5 52.5 47.5 47.5 50.0 50.5 52.0 52 51.0 51
N � 46 46 44 44 49 49 45 45 52 52



 

J. Wang et al. (Eds.): ISNN 2006, LNCS 3973, pp. 815 – 820, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

Design of a Broadband Microwave Amplifier Using 
Neural Performance Data Sheets and Very Fast 

Simulated Reannealing 

Yavuz Cengiz1, Hüseyin Göksu1, and Filiz Güne 2 

1 Süleyman Demirel University, Isparta Turkey 
ycengiz@mmf.sdu.edu.tr, goksu@sdu.edu.tr 

2 Yıldız Technical University, Istanbul,Turkey 
gunes@yildiz.edu.tr 

Abstract. In this work, the neural performance data sheets of the transistor are 
employed to determine the feasible design target space in the optimization of a 
microwave amplifier. The basic amplifier with a single transistor between the in-
put and output matching circuits (IMC and OMC) is also worked out. Very Fast 
Simulated Reannealing (VFSR) is utilized in the multi - objective optimization 
process for the global minimum of the objective function which is expressed as a 
function only gain of a matching circuit, in the negative exponential form to en-
sure the rapid convergence.  

1   Introduction 

Optimization is one of the fundamental processes frequently encountered in the 
engineering problems and is highly nonlinear in terms of the descriptive parameters of 
the system.  

For optimization of a microwave amplifier, design variables are generally the 
matching circuit parameters whose lower and upper limits are very often deter-
mined by the technology to be utilized in the realization stage of the design. 
Nevertheless, design targets are still one of the main problems of the amplifier 
optimization. Generally, the optimization is focused on the transducer power gain  
( GT ) over a frequency band of operation without controlling the other performance 
criteria such as the noise ( F ), the input standing wave ratio ( Vi ). Certainly, within 
the optimization process one can easily embed the desired performance goals 
without knowing the physical limits and / or compromise relations among F, Vi and 
GT appropriately. Unfortunately this process often fails to attain the desired goals. 
However, the Neural Performance Data Sheets ( NPDS ) of the transistor over-
comes all the above - mentioned handicaps and embeds the compatible ( F, Vi , GT ) 
triplets with their source ( ZS ) and load ( ZL ) terminations together over a 
predetermined frequency band of operation [1].  

2   Neural Performance Data Sheets for a Microwave Transistor 

Neural performance data sheets for a microwave transistor can be obtained from the 
neural block diagramme given in the Fig.1. According to this block diagramme, this 
work can be described in three main stages.  
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Fig. 1. Neural Network Model for a Microwave Transistor [6] 

In the first stage the signal and noise behaviours of the small – signal transistor are 
modeled by a Multiple Bias and Configuration, Signal – Noise neural network [2,3]. 
The second stage consists of determining of the compatible performance ( Freq, Vireq, 
GTreq ) triplets and their associated source (Zsreq) and load (ZLreq)  terminations [4,5]. 
The third stage of  the work is to obtain the neural performance data sheets using the 
interrelations among the performance measure components F, Vi, GT and the opera-
tion parameters CT, VDS, IDS, f of the transistor.  

Two approaches can be followed in the utilization of the (F, Vi, GT ) triplet and the 
ZS, ZL functions in the design of the microwave amplifiers circuits : 
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O.M.C.I.M.C.

2, Z2

3, Z31, Z1

5, Z5

6, Z64, Z4

 

Fig. 2. The Single Transistor Amplifier with the  -T Type Matching Circuits 

i. Only the (F, Vi, GT ) triplet function can be employed to provide the design tar-
gets over the predetermined bandwidth to the optimization process of the parame-
ters of the front- and back-end matching networks that was recently applied and 
completed by Aliyev [6]. 

ii. In the second approach only the ZS, ZL termination functions can be employed in 
the design of the front- and back-end matching networks, respectively, to obtain 
corresponding performance (F, Vi, GT ) triplet over the predetermined bandwidth.  

Block Diagramme of the microwave amplifier is given in the Fig.2, where the 
input matching (IMC) and output matching circuits (OMC) are lossless and 
reciprocal, which are designed by the elements of distributed or lumped parameters in 
the various configurations.  
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3   Compatible Performance (F, Vi, Gt) Triplets and the (Zs, ZL) 
Terminations 

Compatible Performance (F, Vi, GT) Triplets and the (ZS, ZL) Terminations are the 
physically realizable simultaneous solutions of the following three nonlinear perform-
ance measure equations in the operation domain of the device: 
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Where [Z] = [Z11 Z12  Z21  Z22] 
t, [N]  = [Fmin optZ ψopt Rn] 

t are respectively signal and 

noise parameters of the transistor, two-part with the given operation parameters  
(Fig 2.); ZS, ZL are respectively the passive source and load terminations ensuring 
stable operation of the transistor  Re {Zi}> 0   and   Re {Z0}> 0    Where Zi and Z0 are 
respectively the input and output impedances of the transistor two-part. 

4   Microwave Amplifiers and Its Optimization 

In our work, two different types of elements are used in the matching circuits: 

(i) Unit Element (UE) which is the transmission line segment with the electrical 
length θ = βλ and the characteristics impedance ZO; 

(ii) Reactive Element, which may be either capacitor or inductor. One  type of 
matching circuits are employed by cascade connecting of these elements in –T-
 configurations. 

In our circuitry, the optimization variables are the characteristic impedances Zoi 
and the physical lengths li, i = 1…6 of the transmission line segments used in the 
matching circuits.  

Cϑ = [l1 l2 l3 l4 l5 l6 Zo1 Zo2 Zo3 Zo4 Zo5 Zo6]
t 

i. Type A vector for The IMC Terminated by  the Conjugated Source Termination; 

Aϑ  = [l1  l2 l3 Z1 Z2 Z3 ]
t (4) 

ii. Type B vector for The OMC Driven by the Conjugated Load Termination; 

Aϑ  = [l1  l2 l3 Z1 Z2 Z3 ]
t 

The function to be optimized are the transducer gain GT, the input VSWR Vi and 
noise figure F, all of which can be expressed in terms of Transfer Scattering 
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parameters of the two-parts in the Fig. 2. GT function of the amplifier can be 
reexpressed as  
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Where 
inΓ and 

outΓ are the input and output reflection coefficients respectively. A, B, 

C, D belongs to the total two-part, ZS
ı and ZL

ı are the given real source and load 
impedances. Similarly ZS and ZL are respectively the output impedance (Zout1) of IMC 
and the input impedance (Zin2) of OMC. Zout1 and Zin2 can be given in terms of the 
related ABCD parameters as follows: 
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These objective functions use the termination functions ZL(w), ZS(w) providing the 
compatible (F, Vi, GT) over the feasible frequency band of operation: 
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Here objective functions numbered by (7) are respectively for the output and input 
matching circuits and superscripts “c” and “d” indicating the calculated and desired 
impedances, respectively. 

5   Very Fast Simulted Reannealing 

Very Fast Simulated Reannealing (VFSR) is one of the better improved versions of 
the Simulated Annealing (SA) algorithm which is originated from the statistical 
mechanical model of atoms of metals being first heated and then cooled down slowly 
for a globally stable crystal form. An analogy can be formed between the evolution of 
the energy of each atom and the error function of a general optimization problem 
simulating the formation of the globally stable metal crystal during the SA process.

Simulated Annealing, before reaching the VFSR form, has gone through the stages 
of Boltzmann Annealing (BA) which uses a Boltzmann distribution to guide the heu-
ristics and Fast Simulated Annealing (FSA) which uses a Cauchy Annealing. 

In Very Fast Simulated Reannealing, transition rules are guided by the parameter yi 

where a random number ui is drawn from a uniform distribution U[0,1] which is then 

mapped as: ( )[ ]1/11)2/1sgn( 12 −+−= −iu
iiii TTuy  VFSR runs on an annealing 

schedule decreasing exponentially in time k, 
DlckeTT

/

0
−=  This annealing schedule 
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makes the algorithm faster than fast Cauchy annealing (FSA), where  kTT /0=  and 

much faster than Boltzmann annealing, where InkTT /0= . 

The introduction of re-annealing also permits adaptation to sensitivities of the pa-
rameters [7]. Although early versions of SA such as BA lacked from the curse of 
dimensionality, VFSR is a very fast tool which was shown to be much efficient than 
Genetic Algorithms (GA) for six nonconvex functions [8]. It has also been useful in 
successful solution of complex engineering problems [9], [10]. 

6   Computed Results and Discussion 

The aim of the optimization is to obtain a flat gain response subject to the constraint 
functions which are Vireq(w), Freq(w) in our case, in the frequency band of interest. It 
should be pointed out that stability is not included to the optimization as a constraint 
since all gains values GT between GT max and GT min take place in the “Unconditionally 
Stable Working Area” (USWA). 

NE329S01 is biased at IC = 5mA and VCE=10V, for which the potential 
performance characteristics are given Freq(wi)=0,46dB, Vireq(wi)=1,0, GTreq(wi) =12dB, 
i= 3,…11 are supplied into the optimization process as the reference values over the 
operation bandwidth. These reference values give the physically realizable 
ZS(wi)=RS(wi)+jXS(wi); ZL(wi)=RL(wi)+jXL(wi), i = 3,…11 termination solutions to 
the simultaneous nonlinear equations of F (RS, XS) = Freq, Vi (RS,XS,RL,XL)=Vireq, GT= 
(RS,XS,RL,XL) = GTreq. Since the optimization process also find out the approximately 
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solutions to the same equations in terms of the predetermined variables, so the values 
will no longer be computed design equal to the reference values, but will be values 
nearly the reference values ruled by the objective function and its data processing 
method. So Figure 3a, 3b and 3c give the resulted F( ω i), Vi ( ω i), GT ( ω i) - 
frequency variations and network parameters for NE329S01 transistor. –T- type 
matching circuit of all kinds of optimization vector. Bandwidth of amplifier is 
between 3 GHz and 11 GHz. T-type matching circuit parameters for NE329S01 
transistor are found as follows: 1=0.8122cm, 2=12.8437cm, 3= 0.5079cm,  Zo1= 
37.0384Ω, Zo2=46.3369Ω, Zo3=142.439Ω ; 4=1.1654cm, 5= 13.7641cm, 6= 
0.34809cm, Zo4=144.8575Ω, Zo5=77.5388Ω, Zo6=88.6165Ω. 
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Abstract. Via two-stage back-propagation neural network (BNN) learning  
algorithm, this paper establishes the relationship between different heatsink  
design parameters and performance evaluation, and induces 5 corresponding 
performance outputs from 6 different heatsink design and operating condition 
parameters (inlet airflow velocity, heatsink length or width, fin thickness, fin 
gap, fin height and heatsink base height) by using Computation Fluid Dynamics 
(CFD). After two stages well-trained, the BNN model with error compensator is 
able to accurate estimate the output values under different heatsink design and 
operation conditions. 

1   Introduction 

As the volume of semiconductive component is getting more miniaturized and the 
density of component in the unit area on circuit board is getting higher, the tempera-
ture rises rapidly during the operation of system, and the stability of system is further 
worsened. In order to dispel the concentrated heat energy effectively to the external 
environment for maintaining a smooth operation of system under a safe temperature, 
the cooling design and analysis have become a very important issue. Besides, elec-
tronic heatsink manufacturers are confronted with competition of rapid business.  
How to design heatsink rapidly and show its performance evaluation immediately so 
as to propose a heatsink that can meet the quoted operating temperature is a major key 
to the competitiveness of the industry.  

The studies presented in recent years included Kraus and Bar-Cohen’s [1] which 
resolved the cooling problem of electronic module by means of heat transfer. Bar-
Cohen also carries out some studies on the cooling of chip packages [2-4]. Besides, 
Bar-Cohen and Krueger [5] introduce a compact model for chip packages. Over the 
cooling problem of electronic components, Nakayama [6] proposed the construction 
of electronic database and the control of heat transfer environment to strengthen the 
functions of electronic components. Most above themes are the heat transfer modeling 
studies related to electronic assembling or the cooling analysis of system by means of 
experiments. Nevertheless, the above studies have not focused on the various input 
design parameters of cooling system and the 5 corresponding performance outputs to 
make an integrated analysis of their mutual effects. Back-propagation neural network 
(BNN) has been taken to solve the problems with classification and prediction [7-9]. 
Thus, for a faster performance evaluation of different heatsink designs, this paper 
employs BNN with an error compensator to increase its accuracy. 
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2   Problem Description 

The heatsink base is the part with the closest contact with the CPU die. Another part 
of the heatsink is the heatsink fin, which is the major part that achieves cooling ef-
fects. When the heatsink base absorbs the high temperature produced by the CPU die, 
the heat is guided upward to the heatsink fin. And the function of fin is to allow larger 
area to be blown by the electric fan so as to accelerate the cooling effect. As shown in 
Figure 1, the geometric parameters of heatsink include 6 items: heatsink width and 
length, heatsink base height, fin height, thickness and gap. Assume the heatsink mate-
rial is the aluminum, the heating element (dummy die) material is copper, and the 
dimension of dummy die is 20 mm 20 mm, the heatsink is square.  In the numerical 
wind tunnel, the heatsink is cooling under the different wind airflow velocity. There-
fore, the six inputs of the BNN are heatsink length (hl), fin thickness (ft), fin height 
(fh), fin gap (fg), heatsink base height (bh) and inlet airflow velocity (Vin). 

 

Fig. 1. The illustration of a heatsink 

The important references of evaluating the cooling performance are the thermal 
resistance (θr , /W), pressure drop ( P, N/m2), airflow velocity drop ( ), 
average heatsink temperature rise ( T, ) and the loss coefficient caused by air-
flow passing through the fins of the heatsink (Lc, N-S2/m-Kg). The θr is defined as 
the temperature gap between center point at the top surface of a chip (here is a 
dummy die) and the ambient divided by the power input of the dummy die. The P 
and   are defined as  the average pressure and airflow velocity drop caused by 
airflow passing through the fins of the heatsink, respectively. The loss coefficient is 
defined as the pressure drop divided the airflow kinetic energy. Therefore, these five 
references of evaluating the cooling performance are fed into BNN as the desired 
outputs. 
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3   Basic Theories 

3.1   Computation Fluid Dynamics (CFD)  

The CFD numerical process can solve the heat and fluid related governing equations, 
and the fluid flow, heat transfer and mass transfer could be determined through this 
simulation. One of the CFD scheme, finite volume method (FVM) is widely used in 
the computational fluid dynamics field. In the FVM, the domain is discredited into a 
finite set of control volumes or cells. The general conservation (transport) equation 
for mass, momentum, energy, etc., are discredited into algebraic equations. The gen-
eral conversation equation is shown in the Equation 1. The CFD simulation is done by 
the Icepak which is finite-volume method base CFD software.  

V A A V

dV V dA dA S dV
t φρφ ρφ φ∂ + ⋅ = Γ∇ ⋅ +

∂

Unsteady Convection Diffusion Generation 

Eqn.       φ

Continuity    1 

x-mom.      u 

y-mom.      v 

energy       h     

(1) 

3.2   Back-Propagation Neural-Network (BNN) 

Generally, there are three kinds of processing units in the neural network: input layer 
nodes, hidden layer nodes and output layer nodes.  The input to a node can be ex-
pressed as  

=
i

pijipj Ownet  (2) 

where pjnet  is summation function for all the input signals, jiw is weight form the ith  

node to the jth node and piO  is output of the ith node.  The input-output behavior is 

described by a sigmoid function, that is  

)(
1

1
jbpjnetpj

e
O +−+

=  (3) 

where jb is the bias of the sigmoid function. Then the learning process is applied to 

obtain the proper weights in the neural network.  The actual output pattern is com-
pared to the desired output pattern and the square error, Ep, can be expresses as 

−=
j

pjpjp OTE 2)(
2

1
 (4) 

where pjT is desired output of the jth node, then, the error is propagated from the out-

put layer to input layer of the network.  In order to minimize the error, the gradient of 
the error with respect to the weights of the nodes is used to modify the weights of the 
nodes.  That is  

ji

P
ji w

E
dw

∂
∂

−= η  (5) 
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where jidw  is the incremental change of weight from the ith node to the jth node and 

η  is learning rate.  As a result, all the weights of the nodes randomized with the ini-

tial values can be appropriately adjusted to minimize the error between the desired 
and actual outputs. 

3.3   Estimate the Heatsink Performance with Error Compensator  

Via two-stage BNN training algorithm, this paper establishes the relationship between 
different heatsink design parameters and performance evaluation, and induces 5 cor-
responding performance outputs from the abovementioned 6 different heatsink design 
and operating condition parameters by using CFD.  In the first stage of training, the 6 
different heatsink design and operating condition parameters and the 5 corresponding 
performance evaluations are considered as the input values and the desired output 
values of BNN respectively for completion of mathematical corresponding relation-
ship, as shown in Fig. 2(a).  

  

+ - 

2nd stage BNN training 

5 desired heatsink 
performance 

 outputs 

5 actual heatsink 
 performance  

outputs 
 in 1st stage 

  Error between desired  
and actual outputs 

1st stage BNN training 

CFD 

6 heatsink parameters inputs 

5 desired heatsink 
performance outputs 

6 heatsink parameters inputs 

1st stage trained BNN 

 

(a) (b) 

 

Fig. 2. Two-stage Back-Propagation Neural Network (BNN) learning structure 

Then, these 6 parameters are entered to the well-trained first-stage BNN for acqui-
sition of 5 corresponding actual performance evaluations, as shown in Fig. 2(b). In the 
second stage of training, the 6 different heatsink parameters and the error caused 
between the desired performance evaluation and the actual performance evaluation 
are considered as the second-stage BNN input values and the desired output values 
respectively for completion of mathematical corresponding relationship so as to  
acquire the error compensator values of the 5 performance evaluations, as shown in 
Fig. 2(b).  Finally, The 6 parameters are entered to the well-trained first and second 
stage BNN, the error compensator values are added to the 5 corresponding actual 
performance evaluations in order to obtain the final 5 performance evaluations, as 
shown in Fig. 3.  
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Fig. 3. BNN testing structure with error compensator 

4   Examples and Results 

The 6 design and operating condition parameters of the 80 different sets of heatsink 
are brought in the CFD, in which hl is 38-50mm , ft is 0.1-3mm, fh is 5-45mm, fg is 
0.1-3.5mm, bh =1-8mm and Vin is 0-5m/s. Among them, 60 sets of data include six 
heatsink parameters and five desired performances of the heatsink are taken as the 
training patterns of BNN. After 15000 epochs, the error values of the BNN training in 
the above two stages tend to be restrained.  The remaining 20 sets of data presented in 
Table 1 are taken as the testing data and brought in the well-trained two-stage BNN. 
Then the two-stage heatsink performance evaluation can be obtained, and the results 
are presented in Fig. 4. 

Each different set of data takes about 30 minutes for CFD simulation. But after 
well training, the BNN model with fixed node and weights can predict thousands sets 
data of heatsink performance in minutes. The RMS (Root-Mean-Square) error be-
tween the 5 desired performance evaluation acquired from the 6 design and operating 
condition parameters after being brought in the well-trained first-stage BNN, and the 
actual performance evaluation calculated by CFD is 8.44%. After the second-stage 
calculation of error compensator, it can be found that the RMS error is reduced to 
4.27%. Therefore, with the second stage BNN training error compensator, the accu-
racy of estimating heatsink performance increases about 48%. 

Table 1. The 6 design and operating condition parameters of heatsink 

ID Vin hl ft fg fh bh ID. Vin hl ft fg fh bh 
1 1.25 38 1 1.8 32.5 6 11 4.37 39.5 2.3 2.2 25 2.5 
2 1.25 50 0.5 1.1 25 4.9 12 4.37 48.5 1.9 1.8 19.4 1.6 
3 2.5 38 1.5 3 17.5 4.9 13 1.09 47.4 2.1 2.5 33.4 5.0 
4 2.5 50 1.0 2.4 10 3.8 14 1.8 42.3 1.5 2.1 33.4 2.1 
5 3.75 41 2.5 1.8 10 4.9 15 1.8 45.7 2.1 1.1 20.8 3.5 
6 3.75 47 1.0 3 25 1.5 16 3.2 40.6 1.8 1.4 33.5 3.5 
7 1.56 39.5 1.1 1.8 30.6 5.4 17 3.2 47.4 1.5 1.1 29.2 2.8 
8 1.56 48.5 0.8 1.3 25 4.5 18 1.45 42.7 1.3 1.5 21.8 3.0 
9 3.44 39.5 1.9 1.3 36.3 3.5 19 1.45 45.3 1.7 2 28.2 4.0 
10 3.44 48.5 1.5 0.8 30.6 2.5 20 3.03 41.5 1.7 1.5 31.3 3.5 
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Fig. 4. The 5 heat sink performance outputs from two well-trained BNN structure 
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5   Conclusions 

This paper proposes a new approach that uses two-stage BNN to obtain a faster and 
more accurate estimation of the heatsink performance under some specific conditions. 
Each different set of data takes about 30 minutes for CFD simulation. But after well 
training, the BNN model with fixed node and weights can predict thousands sets data 
of heatsink performance in minutes. Therefore, after well trained under the training 
and testing data taken from CFD, the two stage BNN model can provide a very fast 
estimation under acceptable accuracy.  The two stage BNN model make not only the 
prediction of heatsink performance under some specific conditions in a short time, but 
also a better heatsink design based on the two stage BNN model. 
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Abstract. Application of a neural network approach to data explo-
ration and the generation of a model of system normality is described
for use in novelty detection of vibration characteristics of a modern jet
engine. The analysis of the shape of engine vibration signatures is shown
to improve upon existing methods of engine vibration testing, in which
engine vibrations are conventionally compared with a fixed vibration
threshold. A refinement of the concept of “novelty scoring” in this ap-
proach is also presented.

1 Introduction

Novelty detection, defined to be the identification of departures from a model
of “normal” behaviour of a system, is particularly suited to the monitoring of
jet engines, in which examples of normal engine behaviour greatly outnumber
examples of abnormal behaviour (in common with many high-integrity systems).

Current engine testing techniques depend on the comparison of engine vibra-
tion to a simple maximum vibration threshold. This paper presents a method
for novelty detection of engine vibration characteristics developed for use with a
modern civil jet engine to improve these existing methods, and provides a worked
example of the use of neural networks in developing a model of normality for use
within novelty detection.

Existing work in the analysis of the shape of engine vibration characteristics is
extended for use with the new engine type, in which novelty scores are computed
for each pattern and compared to a decision threshold. This paper presents a
refinement of the score definition, such that novelty scores have an intuitive
interpretation. Results of applying this technique are shown to emphasise the
benefits over existing methods, and the exploration of data and resultant models
of normality using neural network methods are presented.

2 Example Data

This investigation considers a modern civil jet engine, consisting of several ro-
tating engine shafts, mounted concentrically. In normal operation, air enters the
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Fig. 1. Speed-based vibration signature a(s) for an example engine (y-axis units
anonymised)

low pressure (“LP”) shaft for compression, and is passed to the high pressure
(“HP”) shaft, before ultimately being used within the fuel combustion chamber.
A further radial drive shaft, mechanically connected to the HP shaft, is used
to start the engine and provide power during take-off. Vibration energy at the
frequency of rotation of each shaft is referred to as the fundamental tracked order
of each shaft.

During product testing, engines of the class considered within this investiga-
tion perform a controlled two-minute acceleration from idle to maximum speed,
followed by a two-minute deceleration back to idle. Vibration amplitude levels of
the fundamental tracked orders corresponding to each shaft are recorded during
these tests, from which the speed-based vibration signature a(s) is constructed
for rotational speeds s of each engine shaft.

Engines are tested against a contractual limit H which must not be exceeded
for the engine to be deliverable; i.e., a(s) < H .

An example vibration signature from the data set used in this investigation is
shown in Figure 1. The vibration signature for the fundamental tracked order of
an engine shaft is constructed with respect to the percentage speed for that shaft ;
thus, amplitude of vibration of the HP shaft is plotted against the percentage of
maximum speed for the HP shaft.

The data set used in the investigation described in this article consists of 71
engine examples, initially divided into four sub-sets D1 . . . D4 , according to
their maximum vibration amplitude max{a(s)} compared with the contractual
vibration limit H , as shown in Table 1. Note that sub-set D4 is formed from
recordings of engines with seeded fault conditions, in which small masses are
deliberately applied to the engine fan blades.1 This unbalance is noted by engine

1 Weights are deliberately applied to fan (and sometimes turbine) blades in order to
correct any imbalances during rotation of those blades about the shaft to which
they are connected. In order to determine the effect upon engine vibration of adding
masses to fan blades, a small number of weights are applied, forcing the blades into
a state of unbalance. Examples from class 4 are recorded from an engine undergoing
this procedure.
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Table 1. Data classified according to maximum vibration amplitude

Sub-set |Dn| Class membership criteria

D1 29 Examples for which max{a(s)} < 0.9H
D2 15 Examples for which 0.9H ≤ max{a(s)} ≤ H
D3 17 Examples for which H < max{a(s)}
D4 10 Examples in which weights are deliberately applied to the engine fan

manufacturers to result in very large vibration amplitude levels of the LP shaft,
with approximately normal behaviour in other shafts. Novelty detection applied
to the HP shaft should therefore not identify examples from sub-set D4 as being
novel.

3 Quantisation of Vibration Signatures

Increasing dimensionality of data requires exponentially increasing numbers of
patterns within the data set used to construct a general model; this is termed
the curse of dimensionality [2]. In order to avoid this problem, each signature
is summarised by a shape vector x. This is performed by computing a weighted
average of the vibration amplitude values a(s) over N = 10 speed sub-ranges
[7]. The nth dimension of shape vector xn, for n = 1 . . .N , is defined to be:

xn =
∫ smax

smin

a(s)ωn(s)ds (1)

in which the vibration amplitude a(s) is integrated over the speed range s :
[smin smax], using weighting functions ωn(s), for n : 1 . . .N .

In setting the interval of speeds s : [smin smax], the operational range of each
shaft must be considered independently. For example, the gas-turbine engines of
the class considered within this investigation are idle at HP shaft speeds below
60% of maximum rotational speed, during which no measurements of vibration
amplitude are made. Thus, the interval [60% 100%] of maximum shaft speed is
used when quantising vibration signatures from the HP shaft.

Component-wise normalisation [1, 3] (in which the normalised vibration sig-
nature has zero mean and unit variance at each quantised speed) was found
to emphasise the separation between “good” (D1, D2) and “bad” engines (D3).
Labelling the data by comparison with a contractual limit is intended only as
initial guide to model construction.

4 Visualisation Using a NeuroScale RBF Network

In order to confirm the results of normalisation, the data set was visualised by
projecting the set of 10-dimensional shape vectors into 2 dimensions.
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Fig. 2. Projections of HP shaft vibration signatures: (a) un-normalised; (b) component-
wise normalisated. Data sub-sets {D1 . . . D4} are shown by {• × � ∗}, respectively.
Separation of “abnormal” D3 patterns (�) is clearly better in (b) than (a).

Topographic projection is a transformation that attempts to best preserve,
in the projected space of lower-dimensionality (latent space, R

q), distances be-
tween data in their original high-dimensional space (data space, R

d). Typically
d > q, q = 2 or 3. The Sammon stress metric[8] is based upon the distance dij be-
tween points (xi, xj) in R

d, and the distance d∗ij between projected points (yi, yj)
in R

q:

Esam =
N∑

i=1

N∑
j>i

(dij − d∗ij)
2 (2)

in which the distance measure is typically Euclidean. The NeuroScale model [4, 5]
trains a radial basis function (RBF ) neural network to perform the mapping
from R

d to R
q, in which Esam is minimised; i.e. distances between points are

best preserved after projection.
A NeuroScale network was used for projecting shape vectors derived from the

example data set described previously, with d = 10 inputs (corresponding to the
number of elements in each shape vector) and q = 2 outputs (for 2-dimensional
projection).

Projection of all 10-dimensional shape vectors before and after component-
wise normalisation is shown in Figure 2, with clear separation of “abnormal”
patterns (from sub-set D3) evident.

5 Modelling Normality

The k-means clustering algorithm was used, as described in [6], to construct a
model of normality from “normal” patterns (i.e. those from sub-sets D1, D2).
In this method, the distribution of “normal” patterns is defined by Ck cluster
centres in R

10 space, each with an associated cluster width σk. A novelty score
z(x) may be computed for shape vector x with respect to the K cluster centres:
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z(x) =
K

min
k=1

d(x,Ck)
σk

(3)

where d(x,Ck) is Euclidean distance. We propose a new definition of width σk:

σk =

√√√√ 1
Ik

Ik∑
i=1

d(xi,Ck)2. (4)

for the Ik points which have closest cluster centre Ck. This allows an intuitive
interpretation of the magnitude of novelty scores: novelty scores z(x) computed
using (3) are the number of standard deviations that pattern x lies from its
closest cluster centre, relative to the distribution of training data about Ck. A
threshold Hz is applied to z(x) such that all patterns z(x) ≥ Hz are classified
“abnormal”. Hz is set to best separate the “normal” and “abnormal” patterns
in the data set.

Investigation of the placement of cluster centres is possible using the Neu-
roScale RBF technique. The position of cluster centres with respect to the data
set may be determined by projection using the NeuroScale network previously
trained using the patterns from the example data set. Selecting a model of nor-
mality for use can be assisted through use of the projections generated by the
neural network, such that the cluster centres accurately represent the distribu-
tion of patterns from the data set.

6 Results of Application to Example Engine Data

The NeuroScale RBF neural network method is further used to examine the
results of novelty detection. Selected results are presented within this section
from the HP shaft, and the radial drive shaft.

6.1 HP Shaft Results

Figure 3 shows all HP shaft patterns projected into 2 dimensions.
Of the 17 “abnormal” patterns (from sub-setD3), 12 were classified as “abnor-

mal” by the novelty detection scheme. From these 12 patterns, 5 corresponded
to engines with vibration signatures that, though above the simple contractual
limit (thus placing them into sub-set D3, which would thus not pass product
testing), exhibited very similar signature shapes to engines that were deemed fit
for service. This indicates that the comparison of an engine’s maximum vibration
level to a fixed contractual limit, as is the standard means of pass-off testing,
may not adequately detect abnormal engines.

Of those engines which were deemed fit for service, based on comparison to
the simple threshold, two were classified “abnormal” by the scheme investigated
in this article. These corresponded to engines which were identified by engine
developers as requiring rebuilding due to high vibration levels within the HP
shaft.
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Fig. 3. Projection of all HP shaft patterns. Cluster centres CK are shown as ’+’ sym-
bols. Patterns classified as “abnormal” are circled. Data sub-sets {D1 . . . D4} are shown
by {• × � ∗}, respectively.

The NeuroScale projection also shows that engines that were deliberately
unbalanced (from sub-set D4) exhibit similar vibration signatures, which are
classified “normal”, agreeing with the observation that weights applied to the
engine fan only affect vibration of the LP shaft.

6.2 Radial Drive Shaft Results

Due to no contractual vibration limit being specified for the radial drive shaft,
patterns for this shaft could not be divided into the 4 sub-sets described previ-
ously. With no prior distinction made between “normal” and “abnormal” pat-
terns, a different approach was taken, in which engines that were released into
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Fig. 4. Projection of all radial drive shaft patterns. Patterns classified as “abnormal”
are circled. Engines that failed testing are shown as �. Engines that were re-fitted
during service are shown as �. Engines with forced unbalance are shown as ∗.
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service following pass-off testing formed the training set for the construction of
the model of normality.

Figure 4 shows a NeuroScale projection of all patterns derived from radial
drive shaft vibration signatures.

The NeuroScale projection shows that the older engines, re-fitted during ser-
vice, form a distinct cluster in the lower-left of the plot, indicating that extended
use of the engine in service results in a change in vibration characteristics. Fur-
thermore, it can be seen that unbalanced patterns show significant difference to
“normal” engines in the radial drive shaft, indicating that this condition is not
limited only to the LP shaft.

It can also be seen that several engines which fail pass-off testing appear
“normal” according to radial drive shaft vibration levels.

7 Conclusions

The method of vibration analysis presented in this paper has shown that the
“shape analysis”process is effective for novelty detection in vibration data from
new engine classes. Results from analysis of vibration signatures from each shaft
of the example engine have shown that the majority of patterns derived from ab-
normal engine recordings are correctly classified, whilst false-positive detections
associated with normal patterns are low.

The method presented provides a more accurate assessment of abnormality
than comparison of vibration levels to a simple threshold, whilst visualisation
by neural network allows changes in engine condition to be examined. Hence,
increasing accuracy of engine assessment allows improved control of engine main-
tenance, and enhances the diagnostic process.
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Abstract. Multi-channel combustion data, consisting of gas pressure
and two combustion chamber luminosity measurements, are investigated
in the prediction of combustion instability. Wavelet analysis is used for
feature extraction. A SVM approach is applied for novelty detection and
the construction of a model of normal system operation. Novelty scores
generated by classifiers from different channels are combined to give a
final decision of data novelty. Comparisons between the proposed SVM
method and a GMM approach show that earlier identification of com-
bustion instability, and greater distinction between stable and unstable
data classes, are achieved with the proposed SVM approach.

1 Introduction

Combustion instability, caused by the resonant coupling between heat (generated
by combustion) and acoustic pressure, is a major problem in the operation of
jet engines and power generators. Early warning of combustion instability is
required in order to prevent catastrophic failure. Combustion image data from a
high-speed camera have been investigated to predict instability in [12], in which
a Gaussian mixture model (GMM) was constructed to identify novel data.

Two data sets generated by a Typhoon G30 combustor are investigated in this
paper. The combustor was operated at atmospheric pressure, providing data in
stable and deliberately unstable modes of combustion. Unstable combustion is
achieved by increasing fuel flow rates above some threshold, with constant air
flow rate. Both data sets represent measurements taken as the combustor moves
from stable to unstable combustion modes.

Each data set consists of three channels (with sampling frequency of 1 KHz),
the first of which is the gas pressure of the fuel propane (C3H8) in the pilot
burner. For stable combustion, the swirl air flow rate was 0.039 Kgs−1, the fuel
supplied to the main and the pilot burners were fixed at flow rate 22.61× 10−4

Kgs−1 and 10.20 × 10−4 Kgs−1 respectively. In order to initiate combustion
instabilities, the flow rates of fuel supplied to the main and pilot burners were
increased to 26.18×10−4 Kgs−1 and decreased to 4.37×10−4 Kgs−1 respectively.
The second and third channels are luminosity measurements recorded within the

J. Wang et al. (Eds.): ISNN 2006, LNCS 3973, pp. 836–843, 2006.
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combustion chamber. A bundle of fine optical fibres were mounted at the rear
focal point of a Nikon 35 mm camera, such that all light passing through the
front lens was collected. The flame luminosity from the combustion chamber
was measured using this system. The fibre optic bundle was bifurcated, each
channel connected to a photomultiplier (ORIEL model 70704). This allowed
the measurement of chemiluminescent emitters of C2 radicals (visible at light
wavelength 513 nm), and the global intensity of unfiltered light, corresponding
to the second and third channels in the data sets.

Support Vector Machines (SVMs) have been applied to many novelty detec-
tion problems, such as jet engine vibration testing [5], image retrieval [1], signal
segmentation [3] and fMRI analysis [4]. The optical measurement methods de-
scribed above have been applied to study flame dynamics of unstable combustion
[9]. On similar data, we apply one-class SVMs to multi-channel combustion data;
an averaging fusion method is then applied to combine SVM classifications from
different channels. The whole system is applied in an on-line fashion.

2 Wavelet Analysis for Feature Extraction

For combustion data, frequency domain features alone are not suitable for on-line
novelty detection [12]. Features from wavelet analysis are used in the proposed
method. Wavelet analysis represents a function in terms of basis functions, lo-
calised in both location and scale [2]. It is capable of revealing behavioural trends
or transient periods within the data. Wavelet decomposition can be regarded as
a multi-level or multi-resolution representation of a function f(x), where each
level of resolution j (except the initial level) consists of wavelets Ψ j

I or wavelet-
families Ψµ,j

I , with the same scale but differing locations. Wavelet decomposition
of a function f(x), can be written

f(x) =
∑

k∈K0

c0kφ
0
k(x) +

+∞∑
j=1

∑
µ

∑
I∈ζµ,j

dµ,j
I Ψµ,j

I (x), (1)

where φ0
k and Ψµ,j

I are respectively n-dimensional scaling functions and wavelets
of different families and levels of resolution; c0k and dµ,j

I are corresponding scaling
coefficients and wavelet coefficients.

Mallat [8] developed a filtering algorithm for Discrete Wavelet Transforms.
Given a signal S of length N , wavelet decomposition of the first level produces
two sets of coefficients: approximation coefficients cA1 and detail cD1, by con-
volving S with a low-pass filter for approximation, and with a high-pass filter for
detail, followed by dyadic decimation (down-sampling). Wavelet decomposition
of the next level splits the approximation coefficients cA1 in two parts using the
same scheme, replacing S by cA1, and producing cA2 and cD2, and so on.

We investigate two three-channel combustion data sets in this paper, which
contain 5800 and 7500 data points respectively in each channel. These data
points are divided into 75 and 58 sections respectively, with 100 data points in
each section. Wavelet analysis with the Harr wavelet is applied to each section.
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The mean values of approximation and detail coefficients extracted on the first
level are used as two dimensional features in the input space.

3 Support Vector Machines for Novelty Detection

Novelty detection, defined as detecting departures in behaviour from a model
of system normality, is applicable to combusiton systems in which often only
“normal” data are available.

The training data available are “normal” data in the feature domain X : X =
{x1, . . . ,xm}, where m is the number of observations. The training data can be
mapped into another feature space through a feature mapping Φ: X → F . The
kernel function operates on the dot product of the mapping function

k(xi,xj) = (Φ(xi) ·Φ(xj)). (2)

A Gaussian kernel function is used here to suppress the growing distances for
larger feature spaces [11]

k(xi,xj) = exp (−‖xi − xj‖2/2σ2), (3)

where σ is the width parameter associated with the kernel function.
The strategy developed in [10] maps the data into the feature space corre-

sponding to the kernel function, and separates them from the origin with maxi-
mum margin. The decision function is found by minimising the weighted sum of
a support vector type regulariser and an empirical error term depending on an
overall margin variable ρ and individual errors ξi

min
w∈F,ξ∈Rm,ρ∈R

1
2
‖w‖2 +

1
νm

m∑
i=1

ξi − ρ (4)

subject to (w ·Φ(xi)) ≥ ρ− ξi, ξ ≥ 0, (5)

where w is a weight vector in the feature space; ν serves as an upper bound
on the proportion of outliers (defined to be those data which lie outside the
estimated region of normality).

Constructing a Lagrangian, and setting the derivatives with respect to w equal
to zero, leads to

w =
m∑

i=1

(αiΦ(xi)) (6)

αi =
1
νm

− βi ≤ 1
νm

,

m∑
i=1

αi = 1, (7)

where αi and βi { αi, βi ≥ 0 } are Lagrangian multipliers.
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In (6), patterns xi with αi > 0 are called Support Vectors. The dual formu-
lation is

min
α ∈Rm

∑
ij

αiαjk(xi,xj) (8)

subject to
∑

i

αi = 1, 0 ≤ αi ≤ 1
νm

. (9)

The overall margin variable ρ can be calculated by

ρ = (w ·Φ(xi)) =
m∑

i=1

αjk(xi,xj). (10)

Typically, the use of SVMs for novelty detection includes investigation of the
effect of varying parameter ν [10, 5] for particular data sets. Combustion data
may have differing lengths and sampling frequencies, so that the number of
observations m varies. We define a smoothing parameter P = 1

νm , observing
that ν and m vary together and may be considered a single variable.

We use the function

g(x) = 1− (w ·Φ(x)) + ρ (11)

to assign novelty values to data, such that abnormal data (i.e. those outside the
one training class) take values close to one.

4 Combination of Classifiers

Novelty values g(x), computed using (11), from each of the three channels are
combined. Each data set is considered independently.

Different classifier combination strategies have been studied in [6] and [7]. In
this investigation, novelty scores generated by different classifiers are combined
according to the mean rule [7]:

ĝ(x) =
1
L

L∑
i=1

gi(x), (12)

where gi(x) is the novelty score generated by the ith classifier, i = 1, . . . , L, and
L is the number of classifiers.

5 Results and Comparisons

5.1 Comparison of SVM Classifiers with GMM Classifers

The series of wavelet features generated for the two data sets are two dimensional
for each channel, containing 58 and 75 data points respectively. The combustor
operated in stable combustion mode until data point 27 and 37, for data sets 1
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and 2 respectively. This corresponds to a time of approximately 2.8 s, as shown
in Figure 1(a), in which the three channels of data set 1 are plotted.

After this period of stable combustion, a period of transient behaviour is seen,
prior to operation in unstable combustion mode for the remainder of both data
sets. 80% of these stable data points (21 for data set 1, and 29 for data set 2) are
used as training data. The remaining 20% stable data, and all of the transient and
unstable data, are used as test data. A zero-mean, unit-variance transformation
is applied to all data, for normalisation prior to the feature extraction.

For each SVM classifier, Gaussian kernel width parameter σ = 0.9 is used, and
smoothing parameter P is set to 100. A threshold Hs = 0.1 is used, such that
all data with novelty score gi(x) > Hs are classified “abnormal” with respect to
the one-class model, generated from the ith classifier.

In order to compare the proposed SVM approach with other methods such as
GMM approaches [12], we replace SVM classifers with equivalent GMM classi-
fiers. The estimated probilities generated by Gaussian classifers in each channel
are also combined according to the mean rule to give final estimated probabil-
ity p̂(x) = 1

L

∑L
i=1 p̂i(x), where p̂i(x) is the estimated probability of normality

generated by the ith GMM classifier. Each Gaussian classifier has two mixture
components, with a probability threshold Hg = 0.02. Data with p̂(x) < Hg are
regarded “abnormal”.

5.2 Results and Discussions

Figure 1 shows time-domain signals and results of novelty detection applied to
data set 1. Two types of test data are considered here: unseen stable (normal)
data and unseen unstable (novel) data. Figure 1(b) illustrates the use of novelty
threshold Hs to separate the novelty scores of stable and unstable data for
the combined SVM classifier. It can be seen that, as the transient period from
stable to unstable combustion is reached at data index 30, novelty scores increase
above Hs, and are thus classified as “abnormal” with respect to the SVM model
of normality. Figure 1(c) shows the estimated probablities genearated by the
combined GMM classifier. At data index 31, the probability dropped sharply
to almost zero, indicating that these data are novel with respect to the GMM
model of normality.

In Figure 1(b) and (c), test (unseen) stable data show similar results to train-
ing stable data, indicating both combined SVM and combined GMM classifica-
tions are correct for stable data. However, the combined SVM classifier gives
more stable results than the combined GMM classifer, assigning novelty scores
of approximately zero for all stable data, while estimated probabilities from the
combined GMM classifier fluctuate greatly on the same data.

Figure 1(d)-(f) show contour plots of gi(x) generated by SVM classifiers in
each of the three channels of data set 1. It can be seen that the modelled regions
corresponding to normality, in which novelty scores are close to zero, closely
correspond to the distribution of training stable data, while unseen unstable
data are considerably separated from stable data.
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Table 1. Data index of the first novel classification, according to each SVM or GMM
classifier and combined efforts

Channel 1 Channel 2 Channel 3 Combined classifier

SVM GMM SVM GMM SVM GMM SVM GMM
Data set 1 31 17 29 16 30 30 30 31
Data set 2 38 4 37 34 31 31 31 40

Table 1 shows the first data index for which gi(x) > Hs; i.e. when data are
first deemed “abnormal” by the SVM classifier trained for each channel, and for
the combined SVM classifier. Novel data are identified during transient periods
by every classifier in all three channels of both data sets. The final decision is
made by the combined classifier. Note that for data set 2, the combined classifier
first identifies novel data at index 31, which is the earliest novelty detection of
all three individual SVM classifiers for that data set, occurring within the third
channel. This indicates the comparatively high novelty of data from the transient
period in the third channel.

Table 1 also shows the first data index for which p̂i(x) > Hg in GMM ap-
proach. Note that the first novel classifications using the GMM approach can be
false positive detections, occurring within the period of stable combustion (e.g.
indices 16 and 17 within data set 1, and index 4 within data set 2), indicating
an over-sensitivity of the individual GMM classifiers in comparison to the SVM
equivalents.

When classifications are combined, the combined SVM classifer detects novel
data at data index 30 and 31 for data set 1 and data set 2 respectively, while the
combined GMM classifier detects novel data at data index 31 and data index
40. Although the over-sensitivity of the GMM classifiers has been reduced by
combining their outputs, the result is worse than the combined SVM classifiers.
This is caused by the great fluctuations of p̂i(x) within the GMM approach, in
which the combination of highly variant and inaccurate probability estimates
leads to poorer performance than the SVM approach.

There are three critical parameters for SVM classifiers: the smoothing pa-
rameter P , the width parameter σ for the Gaussian kernel and the threshold
Hs for novelty scores. Variation of these parameters causes dramatic differences
in novelty detection results. The parameters used within this investigation are
empirical values which generally work well for multi-channel combustion data.

6 Conclusion

SVM classifiers for each of the three channels perform well in the classification of
unseen multi-channel combustion data, including unseen stable data and unseen
unstable data. Novel data are identified by the combined classifier at an early
stage of unstable combustion, i.e. the transient stage, for both data sets exam-
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Fig. 1. Time-domain signals and SVM results for data set 1. (a) Three channel data in
time-domain: gas pressure of the first channel in the upper figure, C2 radical luminosity
of the second channel in the middle figure, and global intensity of unfiltered light in
the third channel in the lower figure. (b) Novelty scores generated by the combined
SVM classifier. Threshold Hs = 0.1 is marked by the horizontal line. (c) Probabilities
generated by the combined GMM classifier. Threshold Hg = 0.02 is marked by the
horizontal line. (d)(e)(f) Contour plots of novelty scores generated by SVM classifers
in the first, second and third channels respectively; support vectors are circled. In (b)-
(f), stable data for training, stable data for test, transient and unstable data for test,
are shown by {× + ·} respectively.
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ined within this investigation. Novelty scores are assigned such that unstable
combustion data are easily separated from stable combustion data.

This method of novelty detection provides good results when combined with
the use of wavelet techniques for feature extraction of combustion data. This
investigation emphasises the value of the SVM classification approach to on-line
novelty detection in gaining early warning of possibly catastrophic combustion
instabilities, such that preventative maintenance action may be taken to avoid
equipment failure.

In comparison to the results obtained through application of a GMM-based
approach, the SVM approach is shown to provide a robust early warning indi-
cation of unstable combustion, for both stable and unstable data.
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Abstract. Levinson predictor based Compensatory fuzzy neural networks 
(LPCFNN), which can be trained by a back-propagation learning algorithm, is 
proposed as a modeling technique for crude oil distillation processes. This ap-
proach adds feedback to the input by using Levinson predictor. Simulation ex-
periments are made by applying proposed LPCFNN on modeling for crude oil 
distillation process to confirm its effectiveness. 

1   Introduction 

In most cases, the nonlinearity and time delays are involved in the crude oil distilla-
tion processes, which increase difficulty for modeling for these processes. Multi-
Layer back-propagation neural network (MLBPNN) has been shown to be able to 
model a nonlinear system more accurately than conventional algorithms. [1] It has 
been proved that a multi-layer neural network is a "universal approximator", which 
means that a multi-layer neural network can approximate any continuous nonlinear 
function by providing a sufficient number of hidden units in the hidden layers. How-
ever, conventional BPNN suffers from slow convergence to local minima and random 
settings of the initial values weights, which may make the neural networks have very 
poor mappings from inputs to outputs.  

The compensatory fuzzy neural network (CFNN) is a hybrid system integrating 
compensatory fuzzy logic and neural network [2], [3].Because CFNN adopts compen-
satory fuzzy operators to perform fuzzy reasoning, the network can not only adap-
tively adjust input and output fuzzy membership functions, but also dynamically  
optimize fuzzy reasoning. This strategy makes the network more error-tolerant and 
makes the system more stable. 

The Levinson-Durbin Recursion (LDR) describes a direct method for computing 
the prediction-error filter coefficients and prediction-error power by solving the aug-
mented Wiener-Hopf equations. The algorithm is recursive in nature and makes it’s 
suitable for online learning algorithms [4]. 

In this paper, a Levinson predictor based compensatory fuzzy neural network 
(LPCFNN) structure is proposed, in which the output is fed to the input through the 
Levinson predictor. Back-propagation algorithm is used to train the LPCFNN. Fi-
nally, simulation experiments are made by applying the LPCFNN on the modeling for 
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a crude oil distillation process, and we also compare the results of three different 
kinds of network: BPNN, CFNN and LPCFNN. 

2   Levinson Predictor Based Compensatory Fuzzy Neural Network 

The structure of LPCFNN can be divided into two parts, one for the fuzzy-neural 
calculation and the other for the Levinson predictor. Fig.1 describes the basic struc-
ture of the model using the LPCFNN. Here the dynamic process refers to the steady 
crude oil distillation process; x(t) refers to the input at the tth step, and y(t) refers to 
the output of the dynamic process at the tth step; the delay unit refers to the sampling 
delay; y”(t|t-d) refers to the output of the Levinson predictor, yp(t) refers to the output 
of the compensatory fuzzy neural network. 

 

Fig. 1. This figure shows the structure of LPCFNN 

Firstly, the Levinson predictor generates the estimation of y(t) based on the previ-
ous delayed output; then the estimation of y(t), i.e. y”(t|t-d) is added to the input sig-
nals of the compensatory fuzzy neural network. The compensatory fuzzy neural net-
work then calculates the output yp(t) according to its input x and y”(t|t-d). After we 
have got the estimation of y(t), we then can train the CFNN using the learning algo-
rithm such as back-propagation. 

2.1   Structure and Learning Algorithm of CFNN 

The structure of CFNN shown in Fig.2 comprises n input variables, m term nodes for 
each input variable, 2l rule nodes, l compensatory nodes and p output nodes. This 
CFNN consists of five layers: input layer, membership layer, rules layer, compensa-
tory layer and output layer. Using ui

k and oi
k to denote the input and output of the ith 

node in the kth node respectively, the signal propagation and the operation functions 
are introduced as follows [1], [2], [5]. 

The input layer accepts input variables. Its nodes transmit input values to the next 
layer. Nodes in the membership represent the terms of respective linguistic variables. 
Each node performs a Gaussian membership function. 

2 21
exp( (( ) )) /

ij i ij iju o a σ= − −  (1) 
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where we have 1 1

i i
u o= , i = 1,2, …, n, j=1,2,…,m; 2

ij
u is the input for the jth term of the 

ith input variable; 
ij

a and 
ij

σ are the center and the width of the membership. 

 

Fig. 2. Architecture of the Compensatory Fuzzy Neural Network 

The rule layer forms the fuzzy rule base and realizes the fuzzy inference. This layer 
has l pairs of node. Each pair is corresponding to a fuzzy rule. Links before each node 
represent the preconditions of the corresponding rules, and the output of the node 
represents a subset of the output fuzzy set. Here the IF-THEN fuzzy rules are used 
and can be described as follows.  

kth Rule : IF
1

x  is 
1

k
A , ,… ,

n
x is k

n
A  THEN  

1
y is

1

k
B ,…,

p
y  is k

p
B . (2) 

where 
1 2

[ , , ..., ]
n

x x x x= is the input vector of the network. k

i
A is the term of the ith in the 

kth rule; k

j
B is the term of the jth output in the kth rule. The membership functions of 

k

i
A and k

j
B are defined as equation (1). 

Then one node of the kth node pair of the rule layer performs pessimistic operation 
and the other one performs optimistic operation as follows. 

3 2

2

1
i

n

k ik

i

u o
=

= ∏  , 3 2 1 /

2 1

1

[ ]
i

n
n

k k

i

u o
+

=

= ∏ , 3 3

j j
o u=  (3) 

where 2

i
ik

o denotes the membership function of 
i

x to k

i
A ;

i
k indicates the 

i
k th term node 

for 
i

x ( 1, 2, ...,
i

k m= ); 3

2 k
u is the input of the kth node that performs pessimistic opera-

tion; 3

2 1k
u

+
is the input of the kth node that performs optimistic operation; k = 1, 2, …, l. 

The compensatory layer with l nodes performs compensatory operation as follows. 

4 3 1 3

2 2 1
( ) ( )

k k

k k k
o o o

γ γ−

+
=  (4) 

where  [0, 1]kγ ∈  is the compensatory degree of rule, k = 1, 2, …, l. 

The output layer has p nodes and realizes the defuzzification operation as follows. 

5 4

1

l

j sq q

q

u w o
=

= , 5 4 4

1

/
s

l

s q
q

o u o
=

=  (5) 

where s = 1, 2, …, p, q = 1, 2, …, l, 
sq

w is the weight that represents the output action 

strength of the sth output associated with the qth rule. 
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2.2   Levinson Predictor 

For a nonlinear dynamic system with pure delays, we can describe as follows: 

( ) ( ( ), ..., ( 1), ( 1), ..., ( ))y t f y t d y t d n x t x t m= − − − + − −  (6) 

where f is a nonlinear function, d is the delay steps, n is the delay order of the output, 
m is the delay order of the input. We can use the following equation to approximate to 
this model: 

"( ) ( ( ), ( 1), , ( 1))
L

y t t d g y t d y t d y t d n− = − − − − − +  (7) 

( ) ( "( ) , ( 1), , ( ))
P

y t f y t t d x t x t m= − − −  (8) 

where the Levinson predictor uses
L

g to generate the prediction of y, which is a linear 

function about y(t-d), y(t-d-1), …, y(t-d-n+1). y”(t|t-d ) is the output of the predictor 
and yt(t) is the output of the CFNN. For d = 1, we have: 

1

"( | 1) ( )
n

i

i

y t t a y t i
=

− = − −  (9) 

Then we can approximately calculate the ''( )y t t d−  as: 

1 1
''( ) "( 1 ) "( 1 ) ( ) ( )

d d n
y t t d a y t t d a y t d t d a y t d a y t n

−
− = − − − − − − + − − − − − −  (10) 

i
a is calculated as the following recursive steps described as follows [6]. 

1

01

1
( ) ( )

k

k k x

mk

a m r k m
P

γ
−

=−

−
= −  (11) 

2

1 (1 )
k k kP P γ−= −  (12) 

1 1( ) ( ) ( )
k k k k

a m a m a k mγ− −= + −  (13) 

where k = 1, 2 … M; m = 1, 2 … k; rx(i) is the i-step autocorrelation of the input; 
k

γ is 

the reflection coefficient. And we initialize the algorithm with P0 = rx(0), a0(0) = 1, 
a0(1) = 1. Careful observation of above equations will result in ak(m) = 0 (m > k), 

ak(0) = 1, ak(k) = 
k

γ . 

3   Application in the Modeling of Crude Oil Distillation Processes 

3.1   Construction of the Model 

Crude oil distillation is in the first place of petroleum refining. The light oils yield 
ratio of the crude oil distillation process is one of the most important factors in plan-
ning for the production. Here the prediction for light oils yield ratio under the circum-
stances of atmospheric pressure distillation is considered. Light oils yield ratio of the 
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atmospheric distillation column is the ratio of the total amount of products from the 
top to the third side-stream of the distillation column to the feeding crude oil: 

/k j
k j

P Fη =  (14) 

where Pk is the yield of the kth product, Fj is the jth feedstock and η is the light oil 
yield ratio which is the output of our model. The inputs are the controllable variables 
in the distributed control system installed in the atmospheric distillation column. 

However, some variables are coupled to each other, which are too redundant to be 
used. If we treat them all these variables as the input variables of the LPCFNN, the 
network will be too complicated and additional error is prone to be introduced. There-
fore, variables selection is a key issue in the prediction. Many approaches, such as 
PLS and PCA [7], can be used to select appropriate variables. Finally we select five 
most significant variables from forty-four variables. After analyzing the relationship 
between the five variables, we get five decision variables described in table 1. Then 
we define a five-input-one-output LPCFNN with its input variables as the five deci-
sion variables and its output as the light oil yield ratio. 

Table 1. Decision variables as the input for the LPCFNN 

Input variables meaning 
x1 Top circulating reflux / Returned top reflux 
x2 Return temperature of second intermediate circulating reflux 
x3 Temperature of second side-stream draws 
x4 Temperature of third side-stream draws 
x5 Output of the Levinson Predictor 

 
To eliminate the influence caused by the dimension and change range of techno-

logical factors, the raw data are standardized so that input variables will have zero 
means and unity standard deviation, and the output variable will range between 0 and 
1. According to the fuzzy partition method of input space, the input data of the net-
work are carefully analyzed. Thus we partition the standardized input vector spaces as 
table 2 shows. 

Table 2. The partitioned spaces for input vector 

Input variables Range Partition 
x1 (-2, 2) (-2, -0.5)  (-0.5, 1) (1, 2) 
x2 (-2, 2.5) (-2, -0.5)  (-0.5, 1) (1, 2.5) 
x3 (-4.5, 3) (-4.5, -2) (-2, 0.5) (0.5, 3) 
x4 (-6, 8) (-6, -3)  (-3, 0) (3, 6)  (6, 9) 
x5 (-4, 4) (-4, -2) (-2, 0) (0, 2) (2, 4) 

 
Input and output fuzzy membership functions of

1

k
A ,

2

k
A ,

3

k
A ,

4

k
A ,

5

k
A and k

B in the IF-

THEN rules described in section 2.1 are then constructed as follows(k = 1,2 … 540). 
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1

2

1 1
( ) exp( ( 1.25 1.5( mod 3)) )

k
A

x x kµ = − + −  (15) 

2

2

2 2
( ) exp( ( 1.25 1.5([ / 3] mod 3)) )

k
A

x x kµ = − + −  (16) 

3

2

3 3
( ) exp( ( 3.25 2.5([ / 9] mod 3)) )

k
A

x x kµ = − + −  (17) 

4

2

4 4
( ) exp( ( 4.5 3([ / 27]) mod 5) )

k
A

x x kµ = − + −  (18) 

5

2

5 5
( ) exp( ( 3 2([ /135]) mod 4) )

k
A

x x kµ = − + −  (19) 

2( ) exp( ( ) )p p k

B
y y bµ = − −  (20) 

The center of output membership function k
b  can be initialized as  

if 0
k

N ≠  then ( )

1

1k
k

k k

k

N
M i

ik

b y
N =

= , else k
b = 0.5 (21) 

where 
k

N is the total number of data points in the kth subspace partitioned as table 2, 

and ( )
k k

M i
y is the corresponding output. 

To construct the Levinson predictor, we should identify its order and calculate the 
coefficient 

i
a according to the Levinson algorithm described by equation (11)-(13). 

We get the relationship between the mean square of the output error and the order of 
the predictor by calculating the order from 1 to 20, as Fig3 shows.  

As Fig.3 shows, when the order is larger than 3, we can see the mean square error 
decreases very slowly. Thus we choose 2 as the order of the Levinson predictor. Thus 
according to equation (11)-(13), we can get the predicting equation as the following: 

"( | 1) 0.4176 ( 1) 0.0707 ( 2)y t t y t y t− = − + −  (22) 

where y”(t|t-1) is the estimation of current output based on last outputs. 
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Fig. 3. This figure shows the relationship between the mean square error and the order of the 
Levinson predictor 
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The constructed LPCFNN is applied to predict light oil yield ratio. For the CFNN, 
we use (15)-(20) as the membership function of the five input variables and the single 
output, and we construct the CFNN part as Fig.1.shows. For the Levinson predictor, 
we use the model described by equation (22). 

3.2   Simulation Results 

In the simulation experiments, 1200 consecutive data points are collected, of which 
the first 800 data points are used to train the network, and the rest 400 data points are 
used for the simulation. We employ a three-layer BPNN with 20 hidden nodes, a 
CFNN without feedback and a LPCFNN to get the comparison of the performances of 
these networks. Table 3 shows the performance of these networks. 

The input variables are calculated according to table 2, and then centered and nor-
malized. In the Fig.4, it is obvious that the converging speed of LPCFNN is almost 
the same as BPNN and CFNN, but the mean square error of LPCFNN is smaller than 
 

Table 3. This table details the performance of the simulation results 

 BPNN CFNN LPCFNN 
Mean of Error 0.7919 0.5481 0.4665 

Standard Deviation of Error 0.9029 0.5309 0.4016 
Error Distribution (<1%) 76.50% 87.00% 90.75% 
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Fig. 4. This figure shows the training curve of BPNN, CFNN and LPCFNN 
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Fig. 5. This figure shows the simulation results of BPNN, CFNN and LPCFNN 
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Fig. 6. This figure shows the simulation errors of BPNN, CFNN and LPCFNN. 

the others. Simulation results are shown in Fig.5 and simulation errors are shown in 
Fig.6. From the simulation results and errors shown in Fig.5, Fig.6 and table 3, it is 
obvious that the performance of the proposed LPCFNN is better than others. 
LPCFNN achieves good effects in the prediction for the light oil yield ratio, and is 
superior to BPNN and CFNN in training epochs, prediction results, and the global 
error curve is more stable. 

4   Conclusion 

This paper proposed a Levinson predictor based compensatory fuzzy neural network 
(LPCFNN) using IF-THEN fuzzy rules. The Levinson predictor gives an optimal 
estimation of the current output and then the estimation is added to the input of the 
compensatory fuzzy neural network (CFNN). Thus this model is a kind of dynamic 
feedback system, as the simulation results show, this kind of dynamic model has more 
advantages in training epochs than BPNN and CFNN, and is more accurate than the 
other two kinds of neural networks. 
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Abstract. Due to the complex nature (e.g., highly nonlinear, time varying, and 
spatially varying) of the laminar cooling process, accurate mathematical model-
ing of the process is difficult. This paper developed a hybrid model of the lami-
nar cooling process by integrating Radial Basis Function (RBF) networks into 
the first principles dynamical model. The heat transfer coefficients of water 
cooling in the dynamical model were found by RBF networks. The developed 
model is capable of predicting the through-thickness temperature evolutions of 
the moving strip during the laminar cooling process. Experimental studies using 
real data from a hot strip mill show the superiority of the proposed model. 

1   Introduction 

Accurate modeling of the laminar cooling process is difficult because of its complex 
nature [1,2]. Various approaches have been proposed for modeling the laminar cool-
ing process. Several authors used statistical methods and simplified or empirical heat 
transfer equations to model the laminar cooling process [2,3,4]. The through-thickness 
heat conduction of the strip was neglected in [5], where the laminar cooling process 
was modeled as a first-order time delay, while the real process is a distributed pa-
rameter system described by nonlinear partial differential equations. Ref. [6] devel-
oped a numerical model for the laminar cooling process. But it is difficult to deter-
mine the model parameters and the model can only be used for offline purposes.  

This paper takes an intelligent approach toward modeling the laminar cooling 
process. The model structure is developed from first principles analysis, while the 
heat transfer coefficients of water cooling are determined by RBF networks. This 
paper is organized as follows. The hybrid modeling strategy of the laminar cooling 
process is discussed in Section 2. The results of an industrial case study are presented 
in Section 3 and conclusions are given in Section 4.  
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2   Hybrid Modeling Strategy of the Laminar Cooling Process 

A detailed description of the laminar cooling process can be found in [7]. The bound-
ary conditions of the laminar cooling process include the steel grade Gr, the strip 
gauge d, the strip speed v, the strip acceleration a, the strip length L, the entry tem-
perature Te, the water temperature Tw, and the ambient temperature Ta. The inputs of 
the process include the header flow rate q, the first activated top header Ht, the first 
activated bottom header Hb, the number of activated headers H, and the spraying 
pattern π.  The output of the laminar cooling process is the strip temperature. 

The proposed hybrid modeling strategy for the laminar cooling process is shown in 
Fig. 2, where Ts (T0 or TM) is the strip surface temperature, Hs is the first activated 
header, Hc is the current header, αw is the heat transfer coefficient of water cooling, αa 
is the heat transfer coefficient of air cooling, λj is the thermal conductivity, and aj is 
the thermal diffusivity.  
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Fig. 1. Schematic of the hybrid modeling strategy for the laminar cooling process  

The heat transfer coefficients of water cooling are found by one of twenty RBF 
networks, one for each existing steel grade. The RBF network to be used is selected 
by the steel grade Gr. The surface temperature, gauge and speed of the strip, the first 
activated header, and the current header are fed to the selected RBF network to find 
the heat transfer coefficient of water cooling αw (α0 or αM) under the specified 
header Hc. By recursively solving the dynamical model the through-thickness tem-
perature evolution and the coiling temperatures of the specified strip segment can be 
predicted.  
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2.1   Dynamical Model of the Laminar Cooling Process 

The through-thickness temperature evolution of any strip segment is described by [7] 
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where j: the jth through-thickness layer (j=0, 1, … M), T: the strip temperature, t: the 
tth time step, ∆Γ: time step size, aj: thermal diffusivity at layer j; λ0, λM: thermal 
conductivities; α0, αM: heat transfer coefficients at top and bottom surface.  

For the case the current header Hc is deactivated, the heat transfer coefficient at the 
top surface, α0, is computed as follows [7,8] 
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The heat transfer coefficient of air cooling at the bottom surface is calculated by [7] 

a
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(5) 

where σ  is the Stefan-Boltzmann constant, ε = 0.82 is the emissivity. 
The thermal conductivities at the top and bottom surface λj (j=0, M) are found by [7] 

λj = 56.43- 0.0363 Tj                (j=0, M) . (6) 

The calculation of the thermal diffusivity is omitted due to limited space [7]. This 
paper uses RBF networks to determine αw according to the operating conditions.  

2.2   Setup of the Radial Basis Function Network  

The network input vector 
5RX ∈  is defined as T

css HHvTdX ],,,,[= . The net-

work output vector RY ∈  is the heat transfer coefficient of water cooling αw (α0 or 
αM). Then the mapping RR →5  of the RBF network is given by  
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where m  is the number of basis functions, iφ  is the ith radial basis function 

( ),,1( mi = , T
mzzzZ ],...,,,1[ 21=  is the output vector of the radial basis functions, ||.|| 

denotes the Euclidean distance, 5RCi ∈  is known as the RBF center, and 
T

mwwwwW ],...,,,[ 210=  is the weighting vector. iφ  is chosen as the Gaussian func-

tion, so the output of the hidden layer is computed as  
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where ipz  is the output of iφ  for the pth sampled input pX , and iσ  is the width of iφ . 

2.3   Learning of the RBF Network 

The RBF network is learned in two stages. First the network centers are determined 
by unsupervised learning. Then the output weights are tuned using the RLS algorithm 
[9, 10]. 

(1). Initialization: let 1=m , choose initial values of the RBF centers )0(iC , the 

learning rate β(0) )1(0 << β , and the error tolerance ε.  

(2). Clustering: For every sample pX  (p=1,…, N) find the best-matching center kC  

for the input sample pX  by using a minimum-distance Euclidean criterion: 
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Then adjust the RBF centers and the learning rate with the following update rules  
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(4). Calculate the width of the radial basis function iφ , 
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maximum distance between two RBF centers.  
(5). Find the weighting vector W  using the recursive least squares algorithm [9].  
(6). Calculate the accumulated square error of the RBF network predictions  
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where pY  is the sampled output for the pth sampled input pX . If E < ε, then stop 

learning, else let 1+= mm  and return to step (2).  
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3   Industrial Case Study 

The boundary conditions for the experiment are shown in Table 1. The training data 
for αw are obtained from a combination of real measurements, first principles analy-
sis, empirical data and trial-and-error. Table 2 lists the calculated heat transfer coeffi-
cients at the first activated headers.  

Table 1. Boundary conditions for the experiment 

Gr d(mm) L(m) Tw( ) Ht Hb 
320 12 231 29 17    19 

Table 2. Experiment results and comparison 

Measurements ±10  Measurements ±30  α0(17) αM(19) 
This paper Ref. [11] This paper Ref. [11] 

3270 3201 53 11 60 40 
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Fig. 2. Comparison of coiling temperature predictions 

The model predictions of this paper, Ref [11], and the real measurements are plot-
ted in comparison in Fig. 2. It is evident that the model developed in this paper is very 
good at tracking the evolution of the strip temperature and capable of much better 
accuracy than the model in [11]. 

4   Conclusions 

The lack of understanding of the heat exchange during the laminar cooling process 
has made it very difficult to develop an accurate physical model. This paper has intro-
duced a novel hybrid approach to modeling the laminar cooling process using first 
principles analysis and RBF networks. Experimental studies based on industrial data 
have demonstrated that the hybrid modeling approach contributes significantly to  
 



 Laminar Cooling Process Model Development Using RBF Networks 857 

improved model accuracy. The temperature profiles provided by the proposed model 
provide useful insights into the heat transfer of the laminar cooling process. The re-
sults in this paper can be generalized to a wide range of similar processes.  
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Abstract. Performance of controlled laminar cooling is usually poor because of 
the difficulty in continuous online temperature measurement and the complex 
nature of the laminar cooling process (e.g., highly nonlinear, time varying). 
This paper developed a hybrid control strategy for the laminar cooling process 
that integrates Radial Basis Function (RBF) networks and Case-Based Reason-
ing (CBR). The spraying pattern and the first activated headers are found by a 
case-based reasoner, while the number of activated headers is calculated in real 
time by RBF networks. Experimental studies using production data from a hot 
strip mill show the superior performance of the proposed control strategy. 

1   Introduction 

In a hot strip mill, the laminar cooling process is controlled to ensure good mechanical 
properties for the strip. However due to the difficulty of continuous temperature meas-
urement, the complex process nature and frequent variations of operating conditions, 
the control performance is very poor and human intervention is often required [1,2].  

Many of the controllers that have been reported use either empirical or statistical 
approaches that rely on simplified heat transfer equations [2,3,4]. Ditzhuijzen has 
proposed a minimum settling time feedback controller by modeling the process as 
simply a first-order time delay, while the real laminar cooling process is a distributed 
parameter system described by nonlinear partial differential equations [5]. The feed-
forward controllers proposed in [4,6,7] use an approximate model of the laminar cool-
ing process to predict the strip temperature and estimate the amount of water needed. 
All the above controllers are only effective for a specific laminar cooling process, and 
must be revised if they have to be applied to a different laminar cooling process.  

This paper introduces an intelligent control approach for the laminar cooling proc-
ess implemented by a combination of case-based reasoning (CBR) [8,9] and radial 
basis function (RBF) networks [10]. The paper is organized as follows. The hybrid 
control strategy of the laminar cooling process, including the case-based reasoner, and 
the RBF networks-based real time controller is discussed in section 2. The experimen-
tal results are presented in section 3 and conclusions are given in section 4. 
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2   Hybrid Intelligent Control Strategy 

Detailed description of the laminar cooling process is omitted in this paper due to 
limited space [11]. The objective of the laminar cooling process is to ensure uniform 
temperature and cooling rate for the whole strip. This is achieved by adjusting the 
number and distribution of the activated headers. In particular the cooling rate is con-
trolled through the use of different spraying patterns [1]. The inputs of the laminar 
cooling process include the number of the activated headers H, the first activated top 
header Ht, the first activated bottom header Hb, and the spraying pattern π. The output 
of the laminar cooling process is the strip temperature. 

The proposed hybrid intelligent control strategy for the laminar cooling process is 
shown in Fig. 2, where T0…TM are the through-thickness temperatures of the strip, Gr 
is the steel grade, d is the strip gauge, v is the strip speed, a is the strip acceleration, L 
is the strip length, Te is the entry temperature, Tc is the coiling temperature setpoint, 
Tw is the water temperature, and Ta is the ambient temperature.  
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Fig. 1. Schematic of the hybrid control strategy for the laminar cooling process  

The first activated headers Ht, Hb and the spraying pattern π are found by the case-
based reasoner before the strip is cooled. The most similar case is retrieved from the 
case base according to the steel grade, the strip gauge and the coiling temperature 
setpoint. Then the solution of the retrieved case is reused for the control of the current 
strip. The number of activated headers H is recalculated in every sampling cycle by 
one of twenty RBF networks, to be selected by the steel grade. The temperature pre-
diction model is described in detail in [11].  
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2.1   Case-Based Reasoner 

The case structure is shown in Table 1.  

Table 1. Case Structure 

Case descriptors Case solutions 
f1 f2 f3 s1 s2 s3 
Gr Tc d Ht Hb π 

Case Retrieval and Reuse. We denote the operating condition of the strip as inC . The 

descriptors of the stored case p
iC  (i=1,…n) are ),,( 3,2,1,

p
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i

p
i

p
i fffF = , where n is the 

number of cases in the case base. The solutions of the case P
iC  are defined as 
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p
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p
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p
i
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i sssS = . The similarity between inC  and the stored case p

iC  (i=1,…n) is 

found as follows [8] 
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where ωj's (j=1,2,3) are the weights on the respective case descriptors and defined as 
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The stored case with the greatest similarity to the operating condition inC  is re-
trieved as the matching case. The first activated headers and the spraying pattern of 
the retrieved case are reused, executed in the laminar cooling process and also sent to 
the temperature prediction model. 

2.2   RBF Network Controller 

The network input vector 5RX ∈  is defined as T
wec TTvTdX ],,,,[= . The network 

output RY ∈  is the number of activated headers H. The network mapping RR →5  
of the RBF network is defined as 

)()()(
1

 0
=

−+==
m

i
iii

T CXwwWXZXY φ .
 

   (6) 

where m  is the number of basis functions, iφ  is the ith radial basis function 

( ],,1[ mi = ), T
mzzzZ ],...,,,1[ 21=  is the output vector of the radial basis functions, ||.|| 

denotes the Euclidean distance, 5RCi ∈  is known as the RBF center, and 
T

mwwwwW ],...,,,[ 210=  is the vector of weights that connect the hidden layer and the 
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The learning algorithm of the network is described in detail in [11]. 

3   Experimental Studies 

Experiments were conducted based on the cooling data of more than 1000 strips col-
lected from a steel company. After the initial case base was established, the RBF 
networks were trained with selected data samples of respective grades. In the follow-
ing experiment we use the data of fifty five segments, not included in the training data 
set, in a comparative study with the controller in [12]. The boundary conditions for 
the experiment are shown in Table 2, where N is the number of data segments used.  

Table 2. Boundary conditions for the experiment 

Gr d(mm) L(m) Th( ) vh(m/s) Tc( ) N 
250 15.8 166.6 830 2.14 580 55 

Table 3. Comparative statistics 

580 ±10( ) 580 ±30( ) 
Ht Hb π H(8) Tcm(8)( ) T0(8)( )

This paper Ref [12] This paper Ref [12] 
9 91 A 82 618 581 55 15 55 49 
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Fig. 2. Coiling temperature curves in comparison with [12] 

Table 4 gives the first top activated header, the first bottom activated header, and 
the spraying pattern of the 8th segment as calculated by the case-based reasoner. H(8) 
is the number of activated headers for the 8th segment calculated by the RBF network. 
The coiling temperature curves of this paper vs. ref [12] are plotted for comparison in 
Fig. 2.  

We can see from Table 4 that ref [12] has the coiling temperatures of 49 segments 
within 30  of the coiling temperature setpoint, but only 15 segments within 10  of 
the setpoint. In contrast, the hybrid control strategy in this paper shows superior per-
formance: 100% (55/55) of the coiling temperatures are within 10  of the coiling 
temperature setpoint. It is evident that the proposed control strategy is capable of 
much better accuracy than the controller in ref [12]. 

4   Conclusions 

One of the key problems with the control of laminar cooling processes is that the final 
performance is not under closed loop control. This paper has presented an effective 
intelligent strategy for controlling the laminar cooling process that is able to adapt to 
changing operating conditions. Case-based reasoning is used to find the first activated 
headers and the spraying pattern. The RBF network is used to calculate the number of 
activated headers. Experimental studies based on industrial data have demonstrated 
that the hybrid control strategy contributes to significant performance enhancement. 
The control strategy proposed in this paper can be extended to a wide range of similar 
processes.  
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Abstract. This paper presents two optimization procedures--single and multi 
objective optimization for 1370mm tandem cold rolling schedules, in which 
back propagation (BP) neural network is adopted to predict the rolling force in-
stead of traditional models. Analysis and comparison with existing schedules 
are offered. The results show that the proposed schedules are more promising. 

1   Introduction 

Automation system for tandem cold rolling mills are continuously being improved 
due to today’s stringent high throughput, quality and low scrap loss requirements for 
product [1]. Rolling schedule is an important aspect in the operation of tandem cold 
rolling mills. It refers to stand reductions, tensions, rolling forces, roll torques, mill 
speeds, and threading adjustments. The optimized schedules should lead to improved 
thickness, surface finish and shape performance of the products. 

Since the rolling process is a nonlinear and closed coupling process with multiple 
variables, the accuracy of the models is not high. In this paper, we present an investi-
gation into optimal schedules for five-stand tandem cold rolling mills based on BP 
neural network with Levenberg-Marquardt algorithm in the set-up of the rolling force. 
Two designs are proposed. The first design is with the energy-saving objective and 
the second one is to get relatively even load together with fine strip shape. 

2   Objective Functions and Constraints 

2.1   Objective Function 

Based on the practical requirements, the objective functions are selected as follows: 

Power cost function: The exit thickness in each stand ih  is taken as the state variable 
the minimum power cost is taken as the objective function. 

11
( )

n

i i ii
min N N h ,h−==  (1) 

where n  is the number of stands and 5n =  in this paper. 
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Relative even load function: The function is used to make the load even based on the 
physical capability of rolling mills. It is defined as follows: 

2
1

 ( )
n '

i ii
min S N N== −  (2) 

where iN  and '
iN  are the rated power and real power of the actuator at stand i , re-

spectively. '
i iN Nλ= λ  is the load factor.  

Fine shape function: It is obtained when the strip is uniformly rolled across the strip 
width. This means that the deformed roll profile should perfectly match the incoming 
transverse strip thickness profile geometrically. The main influence factor is the roll-
ing force, so objective function is selected as follows: 

2
1( )n

i optiimin S P P== −  (3) 

where iP  and optiP  are the real rolling force and the calculated force for fine shape at 
stand i  respectively. 

2.2   Constraints for Validity Checks 

Roll force: i maxP P≤ , where maxP  is the maximum value due to the mechanical  

design limits imposed by manufacturers of the rolling mill and electrical drive motors. 

Roll speed: min maxV V V≤ ≤ , where minV  and maxV  are lower and upper limits corre-

sponding to the production requirement and actuator references respectively. 

Overload limit: i HM K Mλ≤ ⋅ , where Kλ  is the overload coefficient, iM  and HM  

are the roll torque and rated torque at stand i respectively. 

3   Models of Rolling Process 

Since there are many uncertainties in the rolling models of the coming coils[2], we 
take an artificial neural network(ANN) instead of the empirical rolling force model in 
rolling schedules. So a lot of work can be avoided with neural computing. 

(1)   Neural Network Modeling for Rolling Force 

In this work an ANN leaning under supervision is used.  A multi-layer BP network is 
selected, where the Levenberg-Marquardt algorithm is used for off-line training. This 
algorithm avoids the direct calculation of Hansen Matrix, and thus it needs less calcu-
lation works and saves memories. The resulting network structure is 7-10-7-1. 

Input: 0 1[ ]b fp h ,h ,t ,t ,K ,B,R= , Output ( )t P i= . Where 0h  and 1h  are the entry 

and exit thickness at the stand respectively, bt  and ft  are the front and back tension 

stresses respectively, K  is the yield stress at exit points of roll bite, B  is the strip 
width R  is the work roll radius. 

To avoid the non-convergence of the network, the transfer function between the  
input layer and the first hidden layer is ( ) ( )f x tanh x= , and the transfer function 
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between hidden layers is ( ) 1 (1 )xg x / e−= + . ( )Purelin x  is selected as the active func-

tion in output layer. All input variables are normalized as follows: 

( )1 6
0 8min

max min

.
x̂ x x .

x x
= − −

−
 (4) 

where x  is input variable, maxx  and minx  are the minimum and maximum value of x  
respectively where the maxx and the minx are selected by considering the physical 
limits and the range of logged data. These values are fixed in all the training periods. 

The process data gathered in the data logging system are transferred to a local de-
velopment system by the Ethernet. Here, the measurement lag between the exit thick-
ness and the rolling force is compensated. Thus, the data’s correspondence is realized 
indeed. The training set has 5000 samples, which are collected from cold tandem 
rolling over 12 months. The training process is shown in Fig.1. 

 

Fig. 1. Training result of BP L-Mt algorithm 

Since the database can receive the data on-line, the network parameters can be con-
tinuously adjusted off-line. Then, the prediction accuracy for the next coil will be 
improved. Therefore, the schedules will adapt to the correction of the rolling force. 

(2)   Friction Coefficient 

The friction coefficient µ  dependents not only on the physical and chemical nature 
of the lubricant, but also on the rolling process parameters, such as reduction ratio, 
work roll speed, roughness between the work roll and strip. It can be described as: 

2[0 5 ( 1 0 5) ]
2

K Vh
. K . e

R

∆µ −= + −  (5) 

Where h∆  is the reduction, 1K  is the ratio of µ  to 2h R∆  on the condition that 
the roller smoothness is 0.254 m, 2K  is the influence factor of the roll speed to µ . 
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(3)   Tension 

The tension stress should be less than half of the yield stresses limit sσ . It always is 

(0.2~0.4) sσ . Besides, we should consider the power splitting between the stands and 

the coiler. Normally, the tension of continuous operation strain can be described as: 

s iT c Bhσ= , (0.33-0.14 0.02 )2
i ic h + hβ= , where c  is the ratio of the actual 

stress 0σ to sσ , β  is the rolling mill strain coefficient. For the continuous annealing 

and coated lines, 0 5.β = . 

(4)   Roll Torque and Power 

The total roll torque can be described as follows: P f X dM M M M M= + + ± . Based 

on the results of the roll speed and the roll torque, the power at each stand is estimated 
as: 0 103 pN . M n= , where PM  is the roll torque, fM , XM , dM are the addictive 

friction torque, no-load motion torque and kinetic torque respectively, pn is rotational 

speed of the motor shaft. 

4   Optimized Schedules 

(1)   Single Objective Optimization 

Since the tandem cold rolling is with the character of multistage decision, Bellman 
dynamic programming algorithm is used in the optimization in which energy saving is 
taken as the objective. Here, every rolling stand is taken as a decision process, and 
then the whole rolling process can be seen as a multistage decision process [3]. So it 
is suitable for the condition that the state and decision variables are both discrete. 
Therefore, every variable should be discrete before optimization. The shorter discrete 
interval is, the more the points are and the longer optimization time is. 

Firstly, the variables are discrete at 0.002 mm equal interval in vertical direction 
based on the initial schedule. Then the whole rolling interval spacing at each stand 
together with the output thickness after discrete process can be calculated under the 
constraints. Next, we get other rolling parameters corresponding to each reduction. 
Finally, based on dynamic programming, we can choose a set of gauge distribution 
which leads to the total power least. The flow process chart is shown in Fig.2 (a). 

(2)   Multiple Objective Optimization 

For 1370 tandem cold rolling mill, pursue of energy saving will bring the power distri-
bution imbalance in five stands. The large-scale change of the roll force will increase 
the difficulty for shape adjustment. Thus, it is necessary to make use of the load distri-
bution to keep shape [4].  The first four stands should run with as even load as possible. 
At the last stand S5, multi-objective load distribution is applied and the control system 
is in the C mode, i.e. S5 is only used as a planishing mill. There is minute reduction at 
S5 and the rolling force is constant during the rolling process, so the finished strip can 
be with fine shape. The flow chart is shown in Fig.2 (b). 
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Fig. 2. (a) Flow chart of optimized schedule 1;        (b) Flow chart of optimized schedule 2 

(3)   Application Example 

We apply the optimization methods to 1370 five-stand tandem cold mill in one steel-
works of Tangshan. Table 1 shows the mill parameters. Table 2 and 3 show the com-
parison results with different optimization objectives. From the results in Table 2 we can 
see the optimized schedule 1 consumes less power than the initial schedule by follows: 

100 11 6
N N

C % . %
N

−
= × =  (6) 

Table 1. Parameters of 1370 tandem cold mill 

Stand number
Mill parameters

2 543

3675 36752572.5
135 / 250 /500250 /500225 /445175 / 375

20000 20000 20000 20000 20000

520.7 528 .0 526.8 529.7 531. 6
1380 1310131013101380

/kW
r/min/

/kN
/mmWork roll diameter

1

305
Rated power

Max roll force

/mm

Motor roted speed 

 Backup roll diameter 

2572.5 2572.5
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The optimized schedule 1 shows obvious energy-saving performance. However, it 
brings big difference of the load coefficient between the 1st and 4th stand. To make 
good use of the mill motors, we proposed the multi-objective schedule 2, which gives 
attention to both load distribution and good shape. The results are shown in Table 3. 

Table 2. The comparison with schedule 1 Table 3. The comparison with schedule 2 

Load 
factor

Rolling 
schedule

Exit gauge 
/mm

Reduction
/%

Roll force 
/kN

Roll power 
/kW

Initial
Optimized1

5

4

3

2

Total power
/kW

Initial
Optimized

Initial
Optimized

Initial
Optimized

Initial
Optimized

0.603
0.209

0.815
0.570

0.839
0.899

0.822
0.998

0.760
0.279

1.710
2.010

24.00
10.67

6899
3720

1383.8
537.3

1.190
1.490

30.41
25.87

8795
7400

1832.7
1466.4

0.850
0.930

28.57
37.58

8707
9953

1805.2
2312.6

0.580
0.522

31.76
43.87

9831
12157

2441.3
3667.8

0.500
0.500

13.79 11264
5994

2733.1
1026.4

10196.1
9010.4

4 . 21

 

Load 
factor

Rolling 
schedule

Exit gauge 
/mm

Reduction
/%

Roll force 
/kN

Roll power 
/kW

Initial
Optimized

Initial
Optimized

Initial
Optimized

Initial
Optimized

Initial
Optimized

7536
8513

1551.9
1897.4

9883
9102

2095.4
1905.4

9967
8906

2159.6
1899.4

11746
10195

3022.2
2685.6

11486
5994

2793.4
1026.4

1.710
1.545

1.190
1.070

0.850
0.765

0.580
0.520

0.500
0.500

24.00
31.33
30.41
30.74

28.57
28.50

31.76
32.02

13.79
3.85

0.603
0.738
0.815
0.740

0.839
0.738

0.822
0.731

0.760
0.280

0.007i∆λ
i

 

5   Conclusion 

In this paper, two optimal rolling schedules method are proposed. The neural network 
is introduced to improve the model prediction ability for rolling force set-up in 1370 
tandem cold mill schedules. Since the network learns from the on-line data, the revise 
schedule is more rational. Schedule 1 improves the energy-saving performance and 
schedule 2 makes power distribution balanced as well as good flatness. The optimiza-
tion makes good use of the effect from the rolling force and the power distribution to 
strip shape, and lead to better combination of gauge and shape control. The example 
illustrates the performance of the proposed method. 
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Abstract. In this paper, a novel multiple Neural Network (NN) models including 
forecasting model, presetting model, adjusting model and judgment model for 
Basic Oxygen Furnace (BOF) steelmaking dynamic process is introduced. The 
control system is composed of the preset model of the dynamic requirement for 
oxygen blowing and coolant adding, bath [C] and temperature prediction model, 
and judgment model for blowing-stop. In this method, NN technology is used to 
construct these models above; Fuzzy Inference (FI) is adopted to derive the 
control law. The control method of BOF steelmaking process has been 
successfully applied in some steelmaking plants to improve the bath Hit Ratio 
(HR) significantly. 

1   Introduction 

Basic Oxygen Furnace (BOF) steelmaking is one of the key processes in the iron & 
steel industry. The process of BOF steelmaking is a complex physical-chemical 
process, which takes hot metal (HM), pig iron and scrap as materials [1]. In order to 
decrease impurity compositions level (such as carbon, [P], [Mn] etc.) and raise bath 
temperature to catch the tapping aim, oxygen is ejected into the bath through the 
oxygen lance [2]. The tapping aim slot is determined mainly by the aim bath carbon 
[C], the temperature and sometimes by the bath [P], [Mn] etc. Because of the poor 
condition of BOF process, bath compositions can’t be measured online [3]. So a 
sublance is added to measure the bath. Unfortunately, [C], the temperature, [P] and 
[Mn] of steel bath can’t be measured continuously and operation conditions vary 
frequently, which makes it difficult to control the BOF end-point bath precisely. 
Actually, it often happens that operators have to re-melt the steel bath due to the low 
control precision of end-point bath. So improving the control precision of BOF 
steelmaking end-point is quite important [4]. In our earlier work, multiple models 
method was introduced into the field of BOF endpoint [P] & [Mn] estimation according 
to the analyzing speed of in-blow sublance sample [5]. For the [C] and the temperature 
estimation, intelligent method including fuzzy inference, neural network (NN) and 
expert system is proposed to improve the control precision of BOF steelmaking 
end-point [6]. However, a lot of expert experiences must be needed to set up the expert 
system.  
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In this paper, a novel multiple NN models method is presented for Basic Oxygen 
Furnace (BOF) steelmaking dynamic process, by combining Neural Network, Fuzzy 
Inference with dynamic process control method of BOF steelmaking. The control 
system is composed of the preset model of the dynamic requirement for oxygen 
blowing and coolant adding, bath [C] and temperature prediction model, and judgment 
model for blowing-stop. The control method of BOF steelmaking process has been 
successfully applied in some steelmaking plants and improves the bath Hit Ratio (HR) 
significantly. 

2   Intelligent Control Method 

In BOF steelmaking dynamic process, the controlled variables are carbon content and 
temperature of bath steel, and the controlling variables are the amount of oxygen 
blown-in and that of coolant added in the process. In this intelligent control method, 
one DCS is used in the controlling of oxygen blowing and coolant adding, and a set of 
method is applied to determine the set values of dynamic oxygen and coolant, and 
finally return the set values to the dynamic control system. 

The control processes are mainly as follows: On the base of sub-lance measurement 
result and the tapping target, the initial set value of dynamic oxygen is determined 
firstly under the condition of no coolant added. Secondly, the calculated quantity of 
dynamic oxygen and dynamic coolant (initially zero) and other relative information are 
all transmitted to the forecast model, which precalculates the bath end-point [C] and 
temperature under the condition of the current calculated quantities of oxygen and 
coolant. Thirdly adjusting model will modify the quantities of oxygen and coolant with 
the difference between the forecasting result of bath [C], temperature and their tapping 
targets. Then the adjusted value is transmitted to the forecast model to predict the bath 
[C] and temperature under the new operation condition. The process above is recycled 
until the judgment model for BOF blowing-stop demonstrates that the bath [C] and 
temperature have hit the tapping targets, then the amount of oxygen and that of coolant 
obtained are just the final set values and will be sent to the corresponding DCS. 

2.1   Forecasting Model 

During the procedure of BOF steelmaking, forecasting model, based on SL1 sublance 

measurement results ( )1, 0 2, 0( ), ( )k ky t y t  (here k presents the kth heat) and the amount of 

dynamic controlling variables ( )1, 2,( ), ( )k ku t u t , predict the bath [C] and temperature 

real-timely, and finally realize the soft-measurement of the BOF bath. 
Three Three-Level Back Propagation (BP) NNs are applied to predict [C] and 

temperature of the steel bath in the BOF dynamic process. The hidden level of the first 
NN adopts the Gaussian function as its responding function, which reflects the 
character of the middle part of the data set; While the hidden level of the second and the 
third NN adopt the mode of Gaussian function and Tanh function as its responding 
function respectively, which reflect the character around the upper and lower part of the 
data set.  
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2.2   Presetting Model 

The task of presetting model is to determine the dynamic supplementary oxygen 
requirement with no coolant added, to warrant bath [C] level decreasing from BOF 

dynamic process start point ( )1 0 2 0( ), ( )k ky t y t  and hitting the tapping aim 

( )1 2,k k
AIM AIMy y . Radial Basis Functions (RBF) NN is adopted here. 

There are two stages in the training of RBF NN, one is the learning of the RBF 
centres, and the other is the training of the connection weight of the output layer [7]. In 
the learning of the RBF centres, Fuzzy C-means method is adopted [8], and the 
classification object function is to minimize the sum of the square of the distances 
between the samples and cluster centres. The approximation function of RBF NN is 

1

( ) ( )
c

i i
i

F x w G x v
=

= − where: ( )G x  is Gaussian Function. 

Self-adaptation module of forecasting model is executed to implement on-line 
learning function (adjusting connection weight) of BP NN by feedback learning of the 
network error, which is the difference between the RBF NN output and the actual 
measurement results of the bath end-point [C] and temperature. 

The oxygen requirement for BOF dynamic steelmaking process is relative to bath 
[C] level of sublance blowing-in measurement, the [C] tapping target 1 ( )k

AIM endy t  and 

the quantity of the coolant added during the BOF steelmaking dynamic procedure. As a 
result, the input node number of the presetting NN is 3 and the node number of hidden 
layer is determined in training and the output node number is 1, which is corresponding 
to the oxygen requirement 1 ,1

k
SETu∆  for BOF dynamic steelmaking process.  

After the sample learning and training, the presetting RBF NN can implement the 
function of presetting the BOF dynamic oxygen requirement. The coolant amount is 
zero when determining the amount of the supplementary oxygen. 

In the process of presetting calculation, the quantity of the added dynamic coolant is 
set with zero and the amount of the supplementary oxygen obtained from the NN is 
only an initial value. Based on the initial value of dynamic oxygen requirement, 
adjusting model will regulate the final quantity of oxygen and coolant for BOF 
dynamic process.  

2.3   Adjusting Model  

Presetting model only takes bath [C] content as the controlled variable, and determines 
the dynamic oxygen requirement under the condition of no coolant added. The bath 
temperature is controlled with adding coolant, but there exists solid oxygen in the 
coolant so it is necessary to modulate the dynamic oxygen volume to balance the 
influence of the coolant on the bath [C] content during the controlling of the bath 
temperature by adding coolant. Therefore adjusting model includes two sections: the 
adjusting model of determining the coolant requirement and that of modifying dynamic 
oxygen volume. 

In adjusting model, the control errors 1, 2,,k k
j jy y∆ ∆  of bath [C] and temperature are 

both selected as model inputs, and the adjusting results 1 , 2 ,,k k
SET j SET ju u∆ ∆  as model 
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outputs. Here, the two models both adopt Fuzzy Inference technology and Fuzzy 
Inference Rules are adopted T-S rules as follows [9] 

If  y   is  iA   then  u∆   is  iu . 

The input variable of the adjusting model is 1, 1 1, ( )k k k
j AIM jy y y t∆ = −  or 

2, 2 2, ( )k k k
j AIM jy y y t∆ = − , the output variable is 1,SETu∆ or 2,SETu∆  and the membership 

functions of input and output variables are triangular. 

1

2

1

2

{ , , , , , , , , }

{ 4, 3, 2, 1,0,1,2,3,4}

{ , , , , , , }

{ 15, 10, 5,0,5,10,15}

{ , , , , , , , , }

{20,10,5,2,0,-2,-5,-10,-20}

{ , , , , , ,

SET

SET

Y NVB NB NM NS ZE PS PM PB PVB

Y NB NM NS ZE PS PM PB

U NVB NB NM NS ZE PS PM PB PVB

U NB NM NS ZE PS PM PB

∆

∆

∆

∆

=
= − − − −

=
= − − −

=
=

= }

{0.1,0.05,0.02,0,-0.02,-0.05,-0.1}=

 

The relationship between the quantity of dynamic oxygen and bath [C], and that 
between coolant and bath temperature, is obvious, so the adjusting rules of the quantity 
of dynamic oxygen and coolant can be easily obtained. The output of the adjusting 
model is obtained by fuzzy inference (Mamdani method here) and defuzzization 
operation (Gravity method). 

2.4   Judgment Model for BOF Blowing-Stop 

Based on the soft-measurement result ( )1 2( ), ( )k ky t y t  of the forecasting model and the 

taping aim slot ( )1 2,k k
AIM AIMy y , judgment model for BOF blowing-stop accomplishes 

the BOF blowing-stop function by judging whether the bath [C] content and 
temperature has hit the tapping target with Fuzzy Inference technology. When the 
tapping target [C] and temperature are both hit, this model will send the blowing-stop 
command to DCS of oxygen blowing system if computer control style is selected.  

The intelligent control method of BOF steelmaking dynamic process can be 
concluded as:  

• applying one DCS to control the oxygen blowing-in circuit and the coolant adding 
circuit; 

• determining quantity of oxygen to be blown-in and that of coolant to be added 
with a set of intelligent method; 

• sending the determined value to homologous control circuits. 

3   Industrial Test 

The intelligent control method above for BOF steelmaking dynamic process was 
applied successfully to one control system of 250t BOF, which was established in 1992. 
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The computer network is constructed by Ethernet technology, and the operation system 
is VMS and the server is Alpha DS20. The original control model was built by 
mechanism and its hit ratio of bath [C] and temperature was about 83%.  

In general, in the industrial test there are two procedures, establishing the control 
model and validating the control model. In the process of establishing control model, 
180 heat records of the BOF steelmaking are collected firstly, which contains bath 
weight, sublance blowing-in measurment result, bath end-point [C] content and 
temperature, expenditures of oxygen and coolant in BOF dynamic process and etc. 
Secondly, the bath [C] and temperature forecast models (the BP NNs) are established, 
then the presetting RBF NN (presetting model) is trained with the collected records. 

In the industrial test, experimental records of 116 heats are obtained to validate the 
BOF intelligent dynamic control system. The results are shown in Fig.1 and Fig. 2, 
where “ ” denotes the bath end-point carbon content or temperature and “*” denotes 
the bath taping target. 
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Fig. 1. The Bath end-point Temperature Fig. 2. The Bath end-point carbon  

Among those test heats above, when the hit aim slots are selected as ±1.8  for 
temperature and ±14  for [C], there are 111 heats of bath end-point carbon hitting the 
target [C], and 107 heat of bath end-point temperature hitting the target temperature, 
and 103 heats of both bath [C] and bath temperature hitting the taping targets. 
Statistically, the Hit Ratio of bath [C], bath temperature and both of them, are 95.69%, 
92.24% and 88.79% respectively. It demonstrates that the new method of BOF 
intelligent dynamic control introduced in this paper can improve the bath Hit Ratio 
greatly (about by 4~5%), and also shows wonderful ability of control the end-point 
bath. 

4   Conclusion 

For BOF steelmaking dynamic process, a novel multiple NN modeling method is 
presented by combining Neural Network, Fuzzy Inference with dynamic process 
control method of BOF steelmaking. The control system is composed of the preset 
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model of the dynamic requirement for oxygen blowing and coolant adding, bath [C] 
and temperature prediction model, and judgment model for blowing-stop, which has 
been applied in some steelmaking plants and improves the bath Hit Ratio (HR) 
significantly.  
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Abstract. Based on Neural Network BP algorithm and self-optimizing control, 
taking gas heating furnace air-fuel-ratio optimized control as goal, a new heat-
ing furnace intelligent control algorithm is raised and applied in the practice. 
Comparing fuzzy neural network hybrid algorithm and PID control algorithm, 
with gas heating furnace energy-saving control reconstruct, new algorithm can 
achieve function of automatic tracking calorific value variable and adjusting 
air-fuel-ratio. The characteristics of this algorithm are high precision and reli-
ability, and suitable for project application. 

1   Introduction 

The commonly methods of heating furnace air surplus coefficient examination and 
control are divided into two types, feedback control according to the combustion 
product remnant oxygen content and the feed-forward according to calorific value 
measurement result. Because of life, reliability and price of these two methods ex-
amination measurement, application is limited. There are many gas heating furnaces 
air-fuel-ratio are adjusted according to experience, for feed-forward control method 
on-line analysis was still not mature and also cannot meet the needs. Thus, the pro-
duction stability, reducing consumption and product quality can be influenced badly, 
especially when gas calorific value fluctuating frequently and greatly, the calorific 
value measurement reliability is low, meanwhile, when feedback control is used, its 
application is constrained by big time-delay. At present, the convention control sys-
tem cannot automatic track and adjust proper air-fuel-ratio. It is main barrier which 
influences heating furnace control technology development. With increasing of intel-
ligent control technology, and heating furnace air-fuel-ratio control effect can be 
improved by the fuzzy control, more research are carried on. 

With the fuzzy neural network, the 9101P

# 
Psweeping oil gas heating furnace energy-

saving reconstruction of a chemical plant of Baoshan Steel Corporation is carried on in 
the laboratory; the PID control is instead by fuzzy neural network control. The gas 
heating furnace which should be reconstructed is a sweeping oil heating furnace, in the 
chamber is negative pressure burning, therefore the control difficulty is big. The nega-
tive pressure in the chamber can raise flame; causing burning sufficiently, at the same 
time, the negative pressure can be used to pump air needed by burning. Because of the 
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multi- inputs/outputs characteristics of the negative pressure furnace, the control  
process is especially complex. The present production situation is: The operator only 
can observe the burning condition through the experience then adjust the import gas 
and air content, lacks the essential quantification process, most of the time cannot use 
energy maximum; because the scene examination is not timely, therefore burning 
over-sufficient or burning under-sufficient often happen, which waste energy and 
pollute environment. 

The artificial intelligence theory and the on-line monitor technology are combined 
to use in the heating furnace process parameter observation, according to off-line or 
on-line process information reconstructed by soft-measuring technique; the running 
status, working condition, temperature and air (gas) flow should be monitored and 
controlled; real-time performance and stability of key parameter monitor is enhanced 
greatly. 

2   Optimizing Heating Furnace Burning Control with Fuzzy 
Neural Network 

2.1   Heating Furnace Control Requirements 

Gas heating furnace production process and sensor configuration are shown as fig. 1: 

 

Fig. 1. The production process and sensor configuration of gas heating furnace 

Where, Os - remnant oxygen content; Sv - The actuator angle of flue tilting plate 
open; Ps – micro-pressure value of the furnace chamber; Ts – temperature of cham-
ber; Av – airflow rate. 
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2.1.1 Temperature Control Process 
The common heating furnace temperature control goal is: When heating furnace tem-
perature is invariable, gas/air flow rate is constant; when furnace temperature deflect 
from the provided value, gas/ air flow must make some adjustment to enable the heat 
energy supply and demand to achieve a new balance, thus maintains the temperature 
invariable. The gas flow pressure of reconstructed furnace fluctuated slightly in the 
production process; therefore gas flow rate almost does not need to make any adjust-
ment. But negative pressure value (Ps) in chamber is affecting temperature (Ts) di-
rectly, Ps, as an assistant index of combustion condition, mainly demonstrate the 
flame raise. In the chamber negative pressure may guarantee heating sufficient, only 
flame raising, the furnace upside can obtain full heating, and maintains Ts to be con-
stant. But on the other hand, if Ps value is excessively high, flame raise excessively 
high, the air input also increases, and heat of chamber can take away by the air, then 
Ts also drops. 

2.1.2 Air-Fuel-Ratio Control 
A main goal of heating furnace control is guaranteeing the combustion process on the 
condition of perfect air-fuel-ratio. When air-fuel-ratio is excessively high, heat of 
chamber can take away by remnant air, heat energy loss increases; when air-fuel-ratio 
is excessively low, combustion is not sufficient, then wasting fuel and polluting envi-
ronment. Thus air-fuel-ratio is a important link in the heating furnace control process. 
Air is pumped in the chamber by negative pressure, so air-fuel-ratio cannot be con-
trolled directly through adjusting airflow valve, but through examining remnant oxy-
gen content (Os), the reasonability can be judged, experiment indicated reasonable Os 
value is 2% ~ 6%. At present, most heating furnace temperature control and air-fuel-
ratio control uses the PID controller, but it often appear overstep, longer adjusting 
time, control effect is not good, in the coupling system, the PID controlled variable is 
not easy to tuning, but easy to make vibration even out of control. It cannot meet 
request of heating furnace energy-saving and environment-protecting. 

2.2   The Application of Fuzzy Neural Network in Heating Furnace  
Air-Fuel-Ratio Control 

The intelligent control deduced from the artificial intelligence, emphasizes massive 
qualitative prior knowledge, uses fuzzy, inference, logical knowledgebase and infer-
ence method, through off-line training, on-line study, the intelligence dynamic control 
system is established, instead of the traditional controller. The fuzzified process is 
fuzzifying furnace temperature deviation e and furnace temperature deviation rate ec 
into linguistic value E and EC. When fuzzifying, the universe of e is divided into 7 
grades; the universe of ec is divided into 5 grades. The linguistic value E contains 7 
subsets: {PB (positive big), PM (positive middle), PS (positive small), 0, NS (nega-
tive small), NM(negative middle), NB (negative big)}; the linguistic value EC con-
tains 5 subsets: {PB, PS, 0, NS, NB}; Output variable: the gas flow output em, fuzzy 
linguistic value EM contains 7subsets: {PB (positive big), PM (positive middle), PS 
(positive small), 0, NS (negative small), NM (negative middle), NB (negative big)}; 
The heating furnace control rule may be concluded as the following sentence: 
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If  E = E BiB and EC = ECBiB then EM = EM Bi 

E BiB, ECBiB, EM Bi Bis respectively one of E, EC and EM subsets. The fuzzy inference deci-
sion is searching fuzzy control rule through fuzzified linguistic variable E and EC, 
and finding fuzzy control strategy EM. After EM un-fuzzified, the precise control 
value em is obtained, and then em is applied in the heating furnace. 

The fuzzy control biggest problem is how to determine the membership function 
and the fuzzy control rule. According to specialized knowledge and operating experi-
ence, the obtained fuzzy control rule often cannot adapt the scene complex condition, 
but fuzzy control can use the neural network through auto-adapt to solve this problem, 
then a new fuzzy control method is created. 

2.3   Auto-adaptive Fuzzy Neural Network Structure 

The artificial neural network is non-linear dynamic input/ output system which is 
combined by massively node, that is neuron; it can simulate the human brain to proc-
ess the knowledge, and has very strong classification ability, association ability and 
learning ability, thus in the aspect of  processing people's experience knowledge, it 
has high intelligence quotient. There are five layers of neural network to be used to 
realize every fuzzy controller part: e and ec fuzzifying, fuzzy inference decision and 
eM un-fuzzified, the structure is shown as fig.2. 
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Fig. 2. Five layers neural network fuzzy controller 

First layer: The first layer neuron is input node, as fuzzy controller input signal. This 
neural network has two input nodes, representing temperature deviation and deviation 
rate. The first layer neuron only transports the input value to next layer. Therefore: 

Net P

(1) 
P  xBiB , ( i = 1 2 )    (1) 

Out P

(1) 
P  xBiB    (2) 

The first layer connection weight is 1. 
Second layer: This layer denotes the linguistic value of input signal linguistic  

variable, each neuron represents one kind of linguistic value, and expresses as a 
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membership function. Then each neuron output should be the corresponding member-
ship function. 

2 ( ) , 1, 2, ,12i
i jNet Out i= = ∧  (3) 

     j  1, i = 1, 2, , 12 

2(2) (2)
(2)

(2)
exp i i

i
i

Net m
Out

σ
−=  i = 1 2, 1 (4) 

Where, mBiB and Bi Brespectively represents the jth linguistic value Gauss membership 
function center and width of input xBiB linguistic variable. The second layer connection 
weight is mBiPB

(2)
P. 

Third layer: Altogether have 35 nodes, each node represents a fuzzy rule; the con-
nection between first and second layer represents the matching fuzzy rule, excitation 
strength of each rule is determined by output. That is: 

(2) (2) (2)min( , )i j kNet out out=  5( 1) ( 7)i j k= − + −  (5) 

j  1, 2, , 7; k = 8, , 12 

(3) (3) , 1, 2, ,35i jOut Net i= = ∧  (6) 

The third layer connection weight is 1. 
Fourth layer: Altogether have 7 nodes, 7 fuzzy division number of gas flow output 

variable. Each node executes fuzzy "or" to synthesizes rule with same output; this 
function represents weight W BijB, which denotes the connection strength between the ith 
output linguistic value and jth rule; W Bij Bvalue only takes 0 or 1. 

7
(4) (3)

1
j ij j

j

Net W Out
=

=  
(7) 

(2) (4)min(1, )i kOut Net= i = 1, 2, , 7 (8) 

Fifth layer: the neuron is used to solute fuzzy. If fuzzy subset membership function 
center and width of the fourth layer jth neuron are mj and BjB , then the following func-
tion can be used to imitate the gravity model to solute fuzzy: 

The fifth layer connection weight is m (4) 

7
(5) (3)

1
j ij j

j

Net W Out
=

= . 
(9) 

2.4   Hybrid Learning Algorithm of Fuzzy Neural Network System 

Based on the above structure, a hybrid learning algorithm is raised; the whole system 
construction process is divided into three steps: The determination of initial member-
ship function, the rule extraction and adjusting membership function optimized. 
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2.4.1   The Determination of Initial Membership Function 

|| x(t) - mBclosest B|| = min { || x(t) – mBiB(t) ||} (10) 

mBclosestB( t +1 ) =  mBclosestB(t) + a(t)[ x(t)- mBclosestB(t) 
mBiB(t+1) = mBiB(t), mBiB mBclosestB 

| |i closest
i

m m

r
σ −=  

Where, k is division number of x; (t) is learning rate; r is overlapping parameter. 
According to the provided training data xBiB(t), i = 1, 2, , n, the ideal output is yBiB(t), i = 
1, 2, , m; The fuzzy division number of x and y as well as the ideal membership 
function shape, use self-organization feature map algorithm to determine membership 
function central point and width value; taking gauss function as an example, that mBi B 
and BiB is determined, i = 1, 2, , n. 

2.4.2   Establishment of Rule 
There is only one fuzzy rule conclusion, therefore need to find a algorithm to deter-
mine which conclusion node of fourth layer should connect to the rule node of third 
layer, then deletes this rule node with other conclusions connection, which makes 
reasonable form. After the membership function parameter is determined, training 
data can be transported from fuzzy inference system to second and fourth layer, then 
node output of second layer can reach the rule node, so it can get excitation strength 
of every node rule; based on excitation strength of rule node and fourth layer output, 
fuzzy rule can be found through correct and reasonable connection of every rule node 
is determined. At the beginning, the fourth layer connection is completely, W BijB repre-
sents the connection weight of ith node and jth node. To each training data set,  
competition learning principle is used to revise the weight: W BijB=O BjPB

(4)
P(-wBijB+o BjPB

(3)
P), O BjPB

(4)
P 

represents the output of fourth layer jth node. Thought of this principle is the victor 
learning. Under extreme situation, if OBjPB

(4)
P is a 0 ~ 1 universe function, then the above 

principle mean only the victor can learn. Through the above algorithm, fuzzy rule is 
determined, and some rule nodes influencing output little can be deleted, thus number 
of node is reduced, and fuzzy inference system structure scale is reduced too. 

2.4.3   Optimizing Membership Function 
After fuzzy rule and inference structure are determined, parameters of membership 
function need to be optimized. Most of time, optimization is to find optimal solution 
in a bunch of reasonable solutions through optimized principle. According to the 
provided training data xBiB(t), i = 1, 2, , n, the ideal output is yBiB(t), i = 1, 2, , m; The 
fuzzy division number of x and y as well as initial membership function shape and 
fuzzy rule, through adjusting membership function parameter, change universe cover-
ing situation of respective fuzzy subset of variable x, y, thus achieve the fuzzy infer-
ence model output approach the constructed fuzzy system output infinitely in the 
mean-square deviation. This algorithm is auto-adapted decoupling BP algorithm. The 
index function is: 

21
( )

2 dE Y Y= −  (11) 
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Where, Y Bd B is network expectation output, and then the adjusting function of network 
parameter is shown as (taking the fourth layer jth neuron which represents the center 
mBjB and width BjB of fuzzy subset membership function as example): 

( 1) ( ) ( )j i j
j

m k m k a m k
m

η
∂

+ = − ∆
∂  

( ) ( 1) ( )j j jm k m k m k∆ = + −
 

 is learning rate,  is momentum factor, both of them have auto-adapted ability. 

3   Selection of Training Sample Set 

According to gas heating furnace production log, selecting group of samples (100) as 
training sample set, as table 1 shown. Feedback input variable: Ts - furnace tempera-
ture, Os – remnant oxygen content. 

Control output variable: Ps - negative pressure in chamber (indirectly denote flue 
tilting plate valve open angle), Av - air flow (directly denote air valve open angle). 

Table 1. Training sample set 

No. 
Ps 

(Pa) 
Av 

(mP

3 
P/h) 

Os 
(%) 

No. 
Ps 

(Pa) 
Av 

(mP

3 
P/h)

Os 
(%) 

No. 
Ps 

(Pa) 
Av 

(mP

3
P/h) 

Os 
(%) 

… … … …

… … … …

4   Simulation and Experiment Result 

The DCS control system of FOXBORO Company which is used by this fuel gas heat-
ing furnace is directly used in the scene of industry control, then for the production 
safety, it is not suitable for debugging in the scene while algorithm is not mature. So a 
set of hardware in-the-loop simulation debugging and test system is established with 
Siemens (S7-300) PLC. At the same time, Matlab Simulink Box is also used. When 
the controlled object is not typical non-linear, the mathematical model is 

3
2

( )
( 1) ( )

1 ( )

y t
y t u t

y t
+ = +

+ shown as fig.3., curve y1 is a step response curve of refer-

ence model; Curve y2 is response curve of FNNC control method; Curve y3 is error 
curve of the previous two curves. The controller based on fuzzy neural network can 
along with output of reference model, and obtains good control effect. 
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Fig. 3. The in-the-loop simulation test curve 

 

Fig. 4. Temperature real-time control response curve 

After the massive simulations experiment, the algorithm is proved. Through real-time 
on-line appropriate adjusting each parameter, and add all kinds of disturbance and  
experimental system itself lagging 120 seconds, the satisfied control effect can be ob-
tained. When temperature is 270 , a disturbance is added, the system can reach stabil-
ity again, in the situation, the temperature real-time control response curve is shown as 
fig.4. which indicate that this method has strong robustness to the big lag system. 

5   Conclusion 

The gas heating furnace energy-saving reconstruction of a chemical plant of Baoshan 
Steel Corporation demonstrated that, when fuzzy neural network technique is applied 
in gas heating furnace flue remnant oxygen content monitor and control, combustion 
efficiency might be enhanced, energy is saved, pollution is reduced, and meanwhile 
the furnace temperature optimizing control is realized. The project reconstruction 
indicate that, comparing with PID algorithm, the hybrid control algorithm has high 
precision and reliability, quick inference, good tracking, strong disturbance, feasibility 
and the usability, suitable for project application.  
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Abstract. A new hybrid model combining evolutionary artificial neural net-
work (EANN) and mathematical models (MM) is proposed to improve the pre-
diction precision of flow stress of 45 steel. In EANN, the optimal parameters 
are obtained by chaotic particle swarm optimization (CPSO) algorithm. CPSO 
adopts chaotic mapping and combines local search and global search, possess-
ing high search efficiency and good performance. The results obtained from the 
computational study have shown that the proposed model can correctly recur to 
the flow stress in the sampled data and it can also predict well the non-sampled 
data. The efficiency and accuracy of the proposed model are demonstrated in 
comparison with the model combining BP networks with mathematical models 
(BPN-MM) used in much literature.  

1   Introduction 

In hot rolling process, setting reasonable rules of rolling technics is a critical factor 
to obtain the rolled products of higher quality. In order to set reasonable rules of 
rolling technics, it is necessary to correctly obtain the flow stress of metals under 
different processing conditions. Over the past decades, considerable researches [1-3] 
have been done in order to develop mathematical models to establish the relation 
between flow stress and strain, strain rate, temperature. However, during the hot 
deformation process, there are many factors that influence flow stress. The influence 
is very complex and most of the factors are non-linear, so it is very difficult to estab-
lish an advisable regression model. In recent years, owing to the need for higher effi-
ciency and precision in prediction, artificial intelligent methods have been used be-
cause they possess massive parallel computing capability and strong ability to simu-
late non-linear data. 

In the area of the flow stress prediction, one of the most popular intelligent mod-
els is BP network (BPN) [4-6]. However, BPN also suffers from some disadvan-
tages, such as local minima problem, slow rates of convergence, and the danger of 
over-fitting, etc. In the paper, an evolutionary hybrid prediction model is proposed to 
improve the prediction precision of flow stress. The hybrid model makes use of cha-
otic particle swarm optimization (CPSO) algorithm to automatically choose the pa-
rameters of ANN. The algorithm avoids jamming and improves the precision of  
prediction. 
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2   Method Description 

2.1   Artificial Neural Networks  

The back-propagation (BP) algorithm has been widely used for training feed-forward 
neural networks. It is popular and applied to many fields. However, owing to the 
update disharmony between weights connected to the hidden layer and the output 
layer caused by the saturation behavior of the activation function used for the network 
layers, the random perturbations of the search direction and various kinds of stochas-
tic adjustments to the current set of weights, the convergence rate of network is slow 
and the network is easy to become trapped in the local optimum. To overcome the 
disadvantages of BPN and improve the prediction precision of the model, chaotic 
PSO is used to choose the parameters of the model. 

2.2   Chaotic Particle Swarm Optimization (CPSO) 

The particle swarm optimization (PSO) is a parallel population-based computation 
technique proposed by Kennedy and Eberhart [7] in 1995, which is motivated by the 
behavior of organisms such as fish schooling and bird flocking. The global optimizing 
model proposed by Shi & Eberhart (1999) [8] is described as follows: 

( ) ( ) ( ) ( )( ) ( ) ( )( )tXtGRCtXtPRCtVWtV idbestidbestidid −∗∗+−∗∗+∗=+ 22111    (1a) 

( ) ( ) ( )tVtXtX ididid +=+1  (1b) 

where idV is the velocity for particle i ; t is the number of iterations; idX  is the parti-

cle position; W is the inertial weight; C1 and C2 are the positive constant parameters; 
R1 and R2 are the random functions in the range [0,1]; bestP  is the best position of the 

ith  particle and bestG  is the best position among all particles.  

In general, the parameters W, C1, C2, R1 and R2 are the important factors to influ-
ence the convergence of the PSO. However, parameters R1 and R2 cannot guarantee 
the optimization’s ergodicity entirely in phase space because they are absolutely ran-
dom in the traditional PSO [9]. Therefore, chaotic mapping with certainty, ergodicity 
and the stochastic property is introduced into PSO to improve the global convergence. 
R1 and R2 are chosen as follows: 

))(1()(0.4)1( tRtRtR iii −××=+  (2) 

where 2,1    )1,0()( =∈ itRi . 

The inertia weight W is very important for the convergence behavior of PSO. A 
suitable value usually provides a balance between global and local exploration abili-
ties and consequently results in a better optimum solution. We use the following 
equation to adjust W to enable quick convergence: 

k
k

WW
WW ×

−
−=

max

minmax
max  

(3) 
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where maxW is the initial weight, minW is the final weight, k  is the current generation 

and maxk is the maximum number of generation.  

Fitness is used to evaluate the performance of particles. In general, mapping an 
original objective function value to a fitness value. In PSO operation, the root 
mean squared error ( RMSE ) is selected as the fitness function: 

( ) ( )
=

−=
n

i

iiBP otnrWFit
1

2*1,  (4) 

where ti is the real value, oi is the predicted value, n is the number of samples, WBP is 
the weight of the network, r is the number of neurons in the hidden layer. 

The objective is to minimize RMSE, i.e. Fit. So the particle with the lowest fitness 
will be superior to other particles and should be reserved in search process. 

2.3   Evolutionary Artificial Neural Network (EANN) 

The generalization performance of ANN depends on a good setting of the parameters 
of the network. Therefore, it is crucial to properly set the parameters of ANN. PSO 
algorithm is an evolutionary computation technique and it combines local search and 
global search, possessing high search efficiency. In the research, EANN – a hybrid 
approach which combines PSO algorithm with ANN is proposed to automatically 
choose the parameters of ANN. The algorithm avoids jamming and improves the 
prediction precision. The flow of the algorithm is described as follows: 

Begin 
Step1: Set parameters 
Step2: Learning and computation 
Initialize a swarm of particles; 
Input the sample sets; 
ANN model learns with the training sample set; 
Compute the fitness of each particle; 
Initialize bestG  position and bestP  position; 
While (maximum generation or precision is not met) 
Do {Generation: = Generation+1; 

     Generate the next swarm; 
     ANN model learns with the training sample set; 
     Compute the fitness of each particle in the swarm; 

       Update bestG  of the swarm and bestP  of each particle;} 
Step3: Prediction and output the results 
 ANN model predicts testing sample set with the parame-
ters obtained from step2 and output the results; 

End 

2.4   Approach Combining EANN and Mathematical Models (EANN-MM) 

Traditional mathematical models for flow stress prediction actually are theory-
experiment models; they only consider some main influencing factors. Therefore, the 
accuracy of the flow stress from the mathematical models is low. 
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EANN considers the influence of other factors such as chemical compositions be-
sides considering the influence of strain, strain rate and temperature. Therefore, 
EANN is used to adjust the error of the flow stress. Mathematical models reflect the 
varying direction of flow stress and they are used to predict the main value of the flow 
stress. The prediction model is described as follows: 

EANNM D+= σσ  (5) 

where σM is the output of mathematical model; DEANN is the output of EANN and it is 
the difference value between the real value and the calculated value. 

In the paper, the following equation is chosen as mathematical model of 45 steel: 

( ) ( ) ( )( )[ ]0505

.

0

.

210 1exp 6

43

εεεεεεσσ aaTaa a
Taa

M −++=
+

 (6) 

where T = (t + 273)/1000 is temperature, K; σ0 is standard flow stress, MPa and 

σ0=134MPa; ε0 is true strain when σ is equal to σ0 , and ε0 = 0.4; 
.

0ε  is strain rate 

when σ is equal to σ0, and 1
.

0 10 −= sε  ; a1 ~ a2 are regression coefficients. 

3   Computational Results 

3.1   Sample Selection 

The continuous compression tests for 45 steel are performed on a Gleeble 1500 
Thermal Simulator. The specimen size is mmmm 158 ×φ . In the hot compression tests, 

flow stress is tested and the data are collected in the sample database. Finally, 180 
data patterns are selected and they are randomly divided into two subsets: ‘training’ 
and ‘testing’ sets. 100 groups are used as training samples to train the network, 80 
groups are used as testing samples to check the generalization performance of the 
network. 

Normalizing the data before applying EANN-MM is very important. In the paper, 
each attribute is scaled by the following method: 

( )
ρ

µ−
= i

i

x
x '  

(7) 

where xi is a certain attribute value,  and µ is the mean value of the attribute, and ρ is 
the standard deviation. 

3.2   Models and Parameters 

The inputs of EANN-MM are chosen as follows: the contents of C, Si, Mn, P, S, Cr 
and Ni; strain, strain rate and temperature. C, Si, Mn, P, S, Cr and Ni are the chemical 
components. The output is the flow stress. The weights of the network and the num-
ber of neurons in hidden layer are obtained by CPSO algorithm. Through many  
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experiments, the parameters of EANN-MM is chosen as follows: swarm size: 50, 
maximal generation: 200, 2.1max =W , 4.0min =W , 0.21 =C , 0.22 =C . 

In BPN-MM, a three-layer BP network is used as a benchmark. The network inputs 
and output are the same as EANN-MM. Through many experiments, the parameters 
of BPN-MM: maximal generation: 6000, hidden nodes: 18, momentum term: 0.85, 
learning rate: 0.01. 

3.3   Results of Different Models 

In the research, we also choose BPN as a benchmark to predict the flow stress. 
Through 20 runs, the best results and average results of RMSE and the best results of 
relative error rate of the testing set for each algorithm are shown in Table 1.  

Table 1. Comparison results of the three methods 

Model EANN-MM BPN-MM BPN 

Average results 3.973 6.134 6.696 
RMSE 

Best results 3.296 5.328 5.749 

β ≤ 0.01 36.24% 22.06% 13.42% 

0.01< β ≤ 0.05 54.88% 60.98% 59.05% 

0.05 < β ≤ 0.10 7.75% 12.31% 18.86% 

 
Relative error rate 
 

β > 0.10 1.13% 4.65% 8.67% 

where β = |t - o|/t is relative error rate, t is real value and o is predicted value. 

Generalization performance is the most important factor to evaluate the perform-
ance of a model, and the accuracy and precision of the testing set exactly reflect gen-
eralization performance of the model. From Table 1, it can be observed that the RMSE 
obtained from EANN-MM is far smaller than that from other approaches, which indi-
cates that prediction precision and generalization performance of EANN-MM outper-
form other methods. On the other hand, the RMSE acquired form BPN-MM is smaller 
than that acquired from BPN, which shows that mathematical models also play an 
important role in the flow stress prediction. For the testing data, i.e. the non-sampled 
data, the relative errors between real values and predicted values from EANN-MM 
are nearly all within 0.1. It can be seen that EANN-MM is able to predict the flow 
stress of 45 steel very accurately. So the EANN-MM is a feasible and promising tech-
nique in the prediction of flow stress. 

4   Conclusions and Discussions  

We have discussed a new hybrid approach combining physically based models and 
evolutionary back-propagation neural network for the flow stress prediction. The 
performance of the new approach is evaluated in comparison with the results obtained 
from other methods. The obtained results show that significant improvements have 
been obtained in the prediction precision of EANN-MM, especially, the generaliza-
tion performance of this model is greatly improved.  
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The flow stress prediction of 45 steel is not the only application field of the pro-
posed approach, there are a large number of research directions that can be considered 
as useful extensions of this research. Applying the approach to engineering practice 
should be a more significant subject. The further research can consider using the 
model to production practice and can also consider applying the model to other pre-
diction fields. 
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Abstract. This paper proposes the application of Meta-Learning Evolutionary 
Artificial Neural Network (MLEANN) in selecting flexible manufacturing 
systems (FMS) from a group of candidate FMS’s. First, multi-criteria decision-
making (MCDM) methodology using an improved S-shaped membership func-
tion has been developed for finding out the ‘best candidate FMS alternative’ 
from a set of candidate-FMSs. The MCDM model trade-offs among various 
parameters, namely, design parameters, economic considerations, etc., affecting 
the FMS selection process in multi-criteria decision-making environment. 
Genetic algorithm is used to evolve the architecture and weights of the 
proposed neural network method. Further, a back-propagation (BP) algorithm is 
used as the local search algorithm. The selection of FMS is made according to 
the error output of the results found from the MCDM model. 

1   Introduction 

Flexible manufacturing system (FMS) is a set of integrated computer controlled 
automated material handling equipments and numerical controlled machine tools 
capable of processing a variety of part types. FMS provides a low inventory 
environment with unbalanced operations unique to the conventional production 
environment. Process design of FMS consists of a set of crucial decisions that are to 
be made carefully. It requires decision-making, e.g., selection of CNC machine tool, 
material handling system, product mix, etc. The selection of a FMS thus requires 
trading-off among the various parameters of the FMS alternatives. The selection 
parameters are conflicting in nature. Therefore, there is a need for sophisticated and 
applicable technique to help the decision-makers for selecting the proper FMS in a 
manufacturing organization. AHP is widely used for tackling FMS selection problems 
due to the concept’s simplicity and efficiency 8. Ayag 3 uses the AHP technique for 
the evaluation of the hardware and software components for a targeted computer-
aided system and uses a simulation generator integrated with the AHP in order to try 
the alternatives that are ranked by the AHP study, on a real-life product organization 
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model of a company, until a model is found that provides the best performance values 
as determined by the company's management. In Abdi and Labib’s 1 work, AHP is 
employed for structuring the decision-making process for selection of a 
manufacturing system among feasible alternatives based on the Reconfigurable 
Manufacturing System (RMS) study. Most of the published works in the field of 
MCDM application to select best possible FMS alternative from a group of candidate-
FMSs contain data with hidden errors. Thus, an attempt has been made in this paper 
using Meta-Learning Evolutionary Artificial Neural Network (MLEANN) 2 approach 
to select the best possible FMS from a group of candidate-FMSs. The selection is 
made trading off the errors of output data while using the fuzzy-MCDM approach 
based on AHP.  

2   FMS Selection Problem 

The following nomenclature was used in the MCDM model for FMS selection 
problem. α: Level of satisfaction of DM, OFM: Objective Factor Measure, SFM: 
Subjective Factor Measure, OFC: Objective Factor Cost, SI: Selection Index, β: 
Fuzzy parameter which measures the degree of vagueness and β = 0 indicates crisp. 
Six different types of objective cost components have been identified for the selection 
problem. The total costs of each alternative are nothing but the OFCs of the FMSs as 
illustrated in Table 1. The task is to select best candidate-FMS among the five 
candidate-FMSs. 

The subjective attributes influencing the selection of FMS are shown in Table 2. 
The study consists of five different attributes, namely, flexibility in pick-up and 
delivery, flexibility in conveying system, flexibility in automated storage and retrieval 
system, life expectancy / pay back period and tool magazine changing time. One may  
 

Table 1. Cost factor components (in US $ x 105) 

                 FMS 
OFCs 

S1 S2 S3 S4 S5 

1. Cost of Acquisition  1.500 0.800 1.300 1.000 0.900 
2. Cost of Installation  0.075 0.061 0.063 0.053 0.067 
3. Cost of Commissioning  0.063 0.052 0.055 0.050 0.061 
4. Cost of Training  0.041 0.043 0.046 0.042 0.040 
5. Cost of Operation  0.500 0.405 0.420 0.470 0.430 
6. Cost of Maintenance  0.060 0.070 0.065 0.054 0.052 
Total Cost (OFC) 2.239 1.431 1.949 1.669 1.550 

Objective Factor Measure (OFMi) 0.154 0.241 0.177 0.206 0.222 

Table 2. Attributes influencing the FMS selection problem 

Factor I Factor II Factor III Factor IV Factor V 
Flexibility 

in pick-up and 
delivery 

Flexibility 
in conveying 

system 

Flexibility in 
automated storage 

and retrieval system 

Life 
expectancy / pay 

back period 

Tool 
magazine 
changing time 
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0.471 0.076 0.259 0.131 0.063

0.408 0.512 0.366 0.273 0.305

0.159 0.051 0.104 0.501 0.458
 = 

0.279 0.246 0.338 0.103 0.074

0.050 0.117 0.151 0.075 0.047

0.103 0.075 0.040 0.047 0.116

G

consider other attributes appropriate to selection of FMS. The most important task for 
a decision-maker is the selection of the factors. Thorough representation of the 
problem indicating the overall goal, criteria, sub-criteria (if any) and alternatives in all 
levels maintaining the sensitivity to change in the elements is a vital issue. The 
number of criteria or alternatives in the proposed methodology should be reasonably 
small to allow consistent pair-wise comparisons. Matrix D is the decision matrix 
based on the judgemental values from different judges. Matrices A1 to A5 show 
comparisons of the weights for each of the attribute. Matrix G consolidates the results 
of the earlier tables in arriving at the composite weights, i.e., SFMi values, of each of 
the alternatives. In the proposed methodology, the unit of OFC is US $, whereas OFM 
is a non-dimensional quantity. Correspondingly, the SI is also a non-dimensional 
quantity. Higher the SI values, the better would be the selection.  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

The value of objective factor decision weight (α) lies between 0 and 1. For α = 0, 
SI = SFM, i.e., selection is solely dependent on subjective factor measure values 
found from AHP and SFM values dominate over OFM values. There is no 
significance of considering the cost factor components for α = 0. For α=1, SI = OFM, 
i.e., OFM values dominate over the SFM values and the FMS selection is dependent 
on OFM values only. For α =1, the cost factors get priority than the other factors. 
Keeping this in mind, the values of α are taken in between 0 and 1. The selection of 
the best candidate-FMS alternative is based on the error output of the results found 
from this MCDM model. Readers may refer to 56 for detailed description of the 
model and its analysis. The output data of MCDM is treated as input to MLEANN. 
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Fig. 1. Performance comparison for FMS1 (α  = 0.1) 

Table 3. FMS ranking 

Candidate-FMS SIi values Rank # 
FMS1 0.249 #1 
FMS2 0.224 #2 
FMS3 0.210 #3 
FMS4 0.155 #5 
FMS5 0.162 #4 

3   Experiment Results 

We used the Meta-Learning Evolutionary Artificial Neural Network (MLEANN) 
framework 2 and compared the performance with two genetic programming 
techniques namely Linear Genetic Programming (LGP) 4 and Multi Expression 
Programming (MEP) 7. Evolutionary algorithms are used to first locate a good region 
in the space and then a local search procedure is used to find a near optimal solution 
in this region. Back-propagation (BP) algorithm is used as the local search algorithm. 
The learning rate and momentum of the BP algorithm are adapted according to the 
problem. For performance comparison, we used the same set of training and test data 
that were used for experimentations with conventional design of neural networks. The 
parameters used in our experiments were set to be the same for all the problems. 
Fitness value is calculated based on the RMSE achieved on the test set. We 
considered the best-evolved neural network as the best individual of the last 
generation. All the genotypes were represented using real coding and the initial 
populations were randomly generated with the following settings. Population size = 
30; maximum no. of generations = 25; number of hidden nodes = 5 - 9; activation 
functions = tanh, logistic, sigmoidal, tanh-sigmoidal and log-sigmoidal; output neuron 
= linear; training epochs = 500; initialization of weights = +/- 0.1; ranked based 
selection = 0.50; learning rate = 0.15-0.01; momentum = 0.15-0.01; elitism = 5 %; 
initial mutation rate = 0.70. Parameters used by LGP are population size = 100; 
mutation frequency = 50%; Crossover frequency = 95%; number of demes = 10; 
initial program size = 80 and maximum program size = 1000. Parameters used by 
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Table 4. RMSE and CC values for the different FMS using 4 different algorithms 

 FMS1 FMS2 FMS3 FMS4 FMS5 
MLEANN 

     RMSE 
      =0.1 

0.0082 0.0065 0.0067 0.0084 0.0045 

RMSE  
 = 0.5 

0.0065 0.0075 0.0056 0.0054 0.0063 

RMSE  
 = 0.9 

0.0056 0.0087 0.0067 0.0056 0.0056 

CC  
 = 0.1 

0.999 0.998 0.999 0.998 0.999 

CC 
 = 0.5 

0.999 0.999 0.998 0.999 0.998 

CC 
 = 0.9 

0.998 0.999 0.998 0.998 0.999 

ANN 
RMSE 

 = 0.1 
0.022 0.0365 0.0267 0.0284 0.0245 

RMSE 
 = 0.5 

0.0265 0.0275 0.0256 0.0254 0.0263 

RMSE 
 = 0.9 

0.0256 0.0287 0.0267 0.0256 0.0256 

CC 
 = 0.1 

0.997 0.996 0.997 0.998 0.996 

CC 
 = 0.5 

0.997 0.996 0.997 0.998 0.998 

CC 
 = 0.9 

0.998 0.997 0.996 0.999 0.996 

MEP 
RMSE 

 = 0.1 
0.0263 0.0196 0.0201 0.0154 0.0175 

RMSE 
 = 0.5 

0.0168 0.0199 0.0223 0.0185 0.019 

RMSE 
 = 0.9 

0.0236 0.0287 0.0176 0.0164 0.0177 

CC 
 = 0.1 

0.998 0.998 0.998 0.997 0.999 

CC 
 = 0.5 

0.996 0.998 0.999 0.998 0.998 

CC 
 = 0.9 

0.997 0.997 0.998 0.999 0.998 

LGP 
RMSE 

 = 0.1 
0.1820 0.1965 0.1767 0.1840 0.1745 

RMSE 
 = 0.5 

0.0987 0.0295 0.0324 0.0354 0.02863 

RMSE 
 = 0.9 

0.0216 0.0248 0.0257 0.0216 0.0246 

CC 
 = 0.1 

0.998 0.995 0.996 0.996 0.998 

CC 
 = 0.5 

0.996 0.998 0.998 0.999 0.997 

CC 
 = 0.9 

0.998 0.998 0.996 0.999 0.996 
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MEP are population size = 50; number of mutations per chromosome = 3; crossover 
probability = 0.8; code length = 30; number of generations = 30 and tournament size 
= 4. FMS ranking is illustrated in Table 3. Empirical results (Root Mean Squared 
Error – RMSE, and Correlation Coefficient – CC) using the three methods and a 
direct back-propagation approach are illustrated in Table 4. 

5   Conclusions 

It is seen from the MCDM model combining both cardinal and ordinal factors for 
selecting FMS that at lower level-of-satisfaction (α) the chances of getting involved 
higher degree of fuzziness (β) increase. Therefore, a decision maker’s (DM) level-of-
satisfaction should be at least moderate in order to avoid higher degree of fuzziness 
while making any kind of decision using the MCDM model. 

One underlying assumption of the MCDM methodology was that the selection is 
made under certainty of the information data. In reality, the information available is 
highly uncertain and sometimes may be under risk also. The fuzzy S-curve MF helps 
in reducing the level of uncertainty as validated further by introducing the MLEANN 
framework shown in Table 4. The RMSE and CC as compared and a trade off is made 
to select the error levels in the said MCDM model’s decision. It is found that using 
the MLEANN framework the following decision depicted in Table 4 can be 
consolidated with DM’s  value of α = 0.42 
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Abstract. In this study, we proposed a methodology for determining optimal 
number of kanbans for each station in a JIT manufacturing system. In this 
methodology, a backpropagation neural network is used in order to generate 
simulation meta-models, and a multi-criteria decision making technique 
(TOPSIS) is employed in order to evaluate kanban combinations with respect to 
the relative importance of the performance measures. The proposed methodol-
ogy is applied to a case problem and the results are presented. The results show 
that the methodology can solve this type of problems effectively and efficiently. 

1   Introduction 

Just-in-Time (JIT) is a management philosophy aimed at eliminating manufacturing 
wastes by producing only the right amount and combination of parts at the right place 
at the right time.  One of the major elements of JIT philosophy is the kanban system. 
A kanban system is a decentralized system that harmoniously controls the production 
of the necessary products in the necessary quantities at the necessary time [1]. The 
inventory levels are determined by the total number of kanbans at each step of manu-
facturing. Hence, determining the appropriate number of kanbans at each workstation 
is a critical decision. There are several studies have been done to find the number of 
kanbans required in JIT system.  

Most of the existing studies in the literature are modeled by using a mathematical 
programming (see e.g. [2], [3]), Markov chain (see e.g. [4], [5]) or simulation ap-
proaches. The problem of allocation of kanbans to the stations is complicated due to 
the variations in demand, processing times and product types. For that reason, simula-
tion is used as a tool to analyze such complex problems. 

Gupta and Gupta [6], and Savsar [7] presented simulation models to analyze JIT 
systems under various operating conditions. However, the use of simulation is time 
consuming and not practical due to the combinatorial nature of the problem. In order 
to overcome these limitations of simulation, regression meta-modeling approaches 
have been widely used. Aytug et al. [8] determined the number of kanbans in a JIT 
system using a simulation meta-modeling approach.  

A neural network is a proven tool in providing excellent response predictions in 
many application areas and it outperforms regression analysis for a wide array of 
applications. Hurrion [9] developed a neural network meta-model to search for the 
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optimal kanban combination for a two-station pull system. Savsar and Choueiki [10] 
extended the study of Hurrion and proposed a Generalized Systematic Procedure 
(GSP) that integrates experimental design concepts with simulation and neural net-
work modeling for solving kanban allocation problems.  

Generally, in simulation of manufacturing systems, more than one performance 
measures are considered, usually in conflict. If a decision maker were interested in 
optimizing all objectives simultaneously, an aggregated weighted function would 
have to be defined. Some researchers use cost function as aggregated weighted func-
tion in order to evaluate all possible kanban combinations with respect to the objec-
tive function (see e.g. [10]). However, in real life, construction of the cost function is 
a difficult task because of incommensurable nature of some performance measures 
such as average customer delay time, maximum customer delay time, the number of 
demand backordered etc.   

In this study, we proposed, as the first time, a multi-criteria decision making 
(MCDM) procedure that uses neural network based meta-modeling for determining 
the number of kanbans. The function representing the relationships between the pos-
sible kanban combinations and simulation responses is generated from the back-
propagation neural network meta-models. Instead of using an aggregated cost func-
tion, The Technique for Order Preference by Similarity to Ideal Solution (TOPSIS), 
which is a well-known MCDM technique, is employed to evaluate kanban combina-
tions with respect to the relative importance of the performance measures. 

This paper is further organized as follows. Section 2 contains a description of 
TOPSIS method. Section 3 is devoted to explain the proposed methodology. A case 
problem is introduced in section 4. Section 5 provides an application of the proposed 
methodology to the case problem. Final section includes concluding remarks.           

2   TOPSIS 

TOPSIS [11] is one of the well-known MCDM techniques. The basic concept of this 
method is that the selected best alternative should have the shortest distance from the 
ideal solution and the farthest distance from the negative-ideal solution. The TOPSIS 
method consists of the following steps[12,13]: 

Step 1: Normalization of performance measures. This step converts the various attrib-
ute dimensions into non-dimensional attributes. An element aij of the normalized 
decision matrix A is calculated as follows: 

.n2,...,1,jm.2,...,1,i
max

===
ija

i

ijx
ija              (1) 

Where, xij is the performance measure of the ith alternative in terms of the jth criterion. 

Step 2: Determine the ideal and the negative-ideal solutions. The ideal aM and the 
negative-ideal solutions am are defined as follows:  

aM = (a1
M,…,aj

M,…an
M) . (2) 
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where aj
M is the best value for the jth attribute among all available alternatives. The 

composite of all best attribute ratings attainable is the ideal solution, whereas the 
negative-ideal solution is composed of all worst attribute ratings attainable. The nega-
tive-ideal solution am is given as 

am = (a1
m,…,aj

m,…an
M) . (3) 

where aj
m is the worst value for the jth attribute among all alternatives.  

Step 3: Calculate the separation measure. The weighted distances of each alternative 
from the ideal one (aM) and the worst one (am) is then respectively, according to the 
chosen metric p: 
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where wj is the weight of jth criteria. 

Step 4: Calculate the relative closeness (similarity ratio) to the ideal solution. The 
relative closeness of ith alternative with respect to the ideal solution aM is defined as 
follows: 

)()(

)(
)(

iap
mdiap

Md

iap
md

iapD
+

=  . (6) 

Step 5: Rank the preference order. Rank the preference order according to the-
descending order of similarity ratio Dp(ai). 

3   Proposed Methodology for Determining Number of Kanbans 

In this study, we proposed a design methodology incorporating BP neural network 
based meta-modeling and TOPSIS based multi-criteria decision making procedure for 
determining number of kanbans.  The steps of methodology are given below. 

Step 1. Selection of possible kanban combinations. First, subject to some system con-
straints such as maximum number of kanbans in a station, the set of all possible kan-
ban combinations is identified. Selection of a limited set of combinations can be made 
by using randomized, one-factor-at-a-time or full factorial experimental design.  

Step 2.Simulation modeling of manufacturing system. The second step of the method-
ology includes building a simulation model of JIT manufacturing system, setting the 
parameters of system such as arrival time and processing time distributions and defin-
ing the performance measures to be evaluated. Finally, the simulation model is run for 
each selected kanban combinations in step 1. 
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Step 3. Building, training and testing of neural network model. An ANN is built, 
trained and tested by using the selected set of kanban combinations as inputs and 
performance measures obtained by simulation as outputs. 

Step 4. Full enumeration: The performance measures of all possible kanban combina-
tions are obtained by using ANN model built in step 3. 

Step 5. Evaluation of Kanban combinations by using a multi-criteria decision making 
approach. The performance measures conflicting in nature are evaluated by using 
TOPSIS approach, instead of using an aggregated cost function.  

4   A Case Study for a JIT Manufacturing System  

The manufacturing system under consideration is an assembly line constituted of 
three stations that process two types of products. End products are labeled as E and F 
and manufactured in three adjacent work-centers. Product E is also used to produce 
end product F. The dual-card kanban controlled system considered in this study is 
illustrated in Figure 1.  

 

Fig. 1. 3-Station Dual-Card Kanban System 

The time between two successive demands is randomly chosen according to an ex-
ponential distribution with a mean of 9.17. The product types are assigned from a 
discrete probability distribution for each arriving order with 40% type E and 60% type 
F. The first workstation uses raw material A and produces intermediate product D. 
The second workstation uses product D and raw material B to assemble product E. 
Finally, third station uses raw material C and product E to produce product F. 

Containers are used to transport the products and one kanban is attached to each 
container. The transport times of containers are the same for each type of product and 
specific to each section of the line. The processing times and transport times are given 
in Table 1. 

Problem assumptions are as follows. 

• An infinite supply of raw materials A, B, C. 
• Transfer time for raw materials and production kanbans are negligible. 
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• The kanbans are released as soon as their containers are empty. 
• The number of production Kanban associated with intermediate product D is in 

range of 1-8 and the number of other production kanbans and all withdrawal 
kanbans are in range of 1-9. 

• Due to the lack of production floor space following additional constraints must 
be hold:  WK1 + PK2  10 and,  WK2 + PK3  10. 

• Acceptable customer delay time is in the range of 0- 480 min. 

Table 1. The Distributions of Processing and Transportation Times 

Processing Times (Minute) 
Station 1 Normal (8.85, 1.15) 
Station 2 Normal (5.25, 0.98) 
Station 3 Normal (7.27, 1.78) 

Transportation Time (Minute) 
From Station 1 to Station 2 9.25 
From Station 2 to Station 3 8.75 

In this study, three important performance measures, namely average work-in proc-
ess level (WIP), average customer delay time (CDT), number of containers, are  
considered. 

In the next section, proposed methodology is applied to the JIT manufacturing sys-
tem mentioned above. 

5   Application of Proposed Methodology 

Step 1. In this step, the set of all possible kanban combinations is identified consider-
ing some system constraints such as maximum number of kanbans in a station. The 
simulation run of each kanban combinations (for 10 replications) takes approximately 
5-7 minutes of input/output and computation time. Running 16200 combinations 
requires 1400 to 1900 hours. A neural network based meta-model requires much less 
time than the related simulation model to generate the simulation outputs.  Selection a 
set of combinations is made by using randomized experimental design. Out of 16200 
possible combinations, 500 combinations are selected randomly.  

Step 2. The simulation model of three station JIT production line is constructed with 
ARENA 2.2 Simulation Software and run for each combinations selected in Step 1. A 
total of 10 runs were made for each combination and the average WIP levels and 
customer delay times were computed. 

Step 3. After obtaining the corresponding performance measures for 500 kanban 
combinations, a multilayer feed-forward neural network model is built as illustrated in 
Figure 2. The number of withdrawal and production kanbans in each station are intro-
duced as input nodes. Output layer consists of two nodes that estimates the average 
WIP levels and average customer delay time. 
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Fig. 2. Neural Network model of the JIT manufacturing system 

The performance of neural network depends on several design parameters such as 
number of hidden layers, the number of nodes in the hidden layer, the type of transfer 
function, learning rate, momentum rate etc. In general, identification of these design 
parameters is done by trial and error [10]. Hence the design parameters are obtained 
by trial and error in our study. We trained the backpropagation neural network which 
has a single hidden layer with 5 nodes. Hyperbolic tangent transfer function is used 
and learning rate and momentum rate are chosen 0.1 and 0.5 respectively. For neural 
network model 400 and 40 out of 500 input-output pairs are randomly taken and used 
for training and cross validation. When the number of learning epochs is larger than 
10.000 or the mean square error is less than 0.001 the learning process stops. Remain-
ing 60 combinations are used for testing. 

The mean square error is used as the measure of accuracy of the neural network. 
Table 2 shows some measure of accuracy such as mean square error; % mean abso-
lute error and % root mean square error.  

Table 2. Some measure of accuracy for WIP levels and Customer delay time (MSE: Mean 
Square Error; RMSE= Root Mean Square Error) 

Error Measures Customer Delay Time WIP Level 
% Abs Error 0.00886 0.02695 
 MSE 0.26369 0.16901 
% RMSE 0.00126 0.00559 

 
Step 4.  The average WIP levels and average customer delay times for each kanban 
combination (except for the 500 combinations used for training and testing) are ob-
tained by using the neural network model built in step 3. 

Step 5. After obtaining customer delay time and WIP levels for all kanban combina-
tions, TOPSIS multi-criteria decision making technique is used in order to choose 
optimum kanban combination considering the relative importance of the performance 
measures. It is known that, the customer delay time more than 480 min is not allowed. 
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Thus, 457 combinations violating this constraint are eliminated. Then TOPSIS is 
applied for remaining 15.743 kanban combinations. Three performance measures, the 
customer delay time, WIP levels and the number of containers, are considered as the 
decision criteria. All of these performance measures are wanted to be minimized. 

First, all data are normalized between 0 and 1. Second, Ideal and anti-ideal points 
for all criteria are identified as shown in Table 3. Third, the weighted Euclidean dis-
tances dM

p(ai) and dm
p(ai) to the ideal and anti-ideal points are computed from equa-

tions (4) and (5). At the fourth step, similarity ratio is calculated from equation (6). 
This ratio varies from Dp(a

m) = 0 for the anti-ideal point to Dp(a
M) = 1 for the ideal 

point. Finally, the ranking of the alternatives is obtained according to the descending 
order of similarity ratio Dp(ai).  

Table 3. Ideal and anti-ideal points for all criteria 

Criteria Ideal Points Anti-Ideal Points 

Customer Delay time 0.0532 1 
WIP 0.2067 1 
Number of containers 0.2143 1 

 
We assumed that customer delay time has the highest priority among all measures. 

In order to reflect the relative importance of performance measures for different deci-
sion makers (DM), different weight structures are generated. For given set of weights, 
the alternative with the highest Dp is chosen. Table 4 shows the alternative solutions 
according to DM’s point of view. 

As seen in Table 4, if customer delay time is used as a sole criterion for choice, the 
kanban combination (3-1-8-7-9) with minimum customer delay time is selected. It is 
interesting to note in Table 4 that the higher is the number of the production kanban at 
the second and third stations, the shorter is the customer delay time. This is probably 
because the second and third stations produce end products, and serve as a buffer in 
meeting the demand. 

It is obvious that a decision maker can find different solutions by using different 
weight structure that reflects her/his preferences. 

Table 4. Optimum solutions for different set of weights  

Weights Alternatives Criteria 
CDT WIP # of con. WK4 WK5 PK4 PK5 PK6 CDT WIP # of con.tainers 

0.5 0.4 0.1 3 1 1 2 1 91.915 4.625 8 
0.8 0.1 0.1 3 1 2 3 9 50.278 9.957 18 
0.33 0.33 0.33 3 1 1 1 1 96.015 4.298 7 
0.5 0.25 0.25 3 1 1 1 2 91.784 4.681 8 
1 0 0 3 1 8 7 9 26.421 15.323 28 
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6   Conclusion 

In this study, we proposed a methodology for determining optimal number of kanbans 
for each station in a JIT manufacturing system. In this methodology, a backpropaga-
tion neural network is used in order to generate simulation meta-models. In order to 
evaluate kanban combinations a multi-criteria decision making technique (TOPSIS) is 
employed. The proposed methodology can solve kanban allocation problem effec-
tively and efficiently. The further research of this study should be investigation of 
applicability and effectiveness of the methodology on different industrial problems. 
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Abstract. Based on the features of production plan and control in core enter-
prise under supply chain, according to extension matter-element theory, the pa-
per presents an automatic on-line measuring method of distributed production 
plan track using the multi-sensor and a new extension measurement method 
which has two BP networks for realizing the compensation of the measurable 
matter-element and matter-element transform respectively and uses the D-S 
Evidence theory for matter-element focus to realize the machining accuracy 
data of a working procedure that has finished justly and the faults of the ma-
chine tools and cutting-tools etc. By the data and the faults, it will reschedule 
Job-Shop production plan, so as to realize the right time to finish the production 
plan and to supply data guarantee for the production plan and control in core 
enterprise under supply chain. The result presented shows that the method is 
feasible and efficient. 

1   Introduction 

Under supply chain, the production of enterprises depends on the real-time feedback 
of information. The real-time feedback of the information makes the enterprises 
eliminate the uncertainty and the effect of information lag to supply chain and assure 
relativity and consistent of production of fluctuation enterprises. This requires core 
enterprise to supervise roundly and intendance and to inspect in phase the production 
order during they implementing production plan and control under supply chain and 
to send all information to the information center that other enterprises can share. And 
all supply enterprises can real-time adjust their production plan and control according 
to the fluctuant information so as to realize the 5R production (Right Product, Right 
Quantity, Right Price, Right Time, and Right Place). Whereas Job-Shop production 
plan track is the important segment of real-time feedback of the information during 
course of the production plan and control, and real-time gaining of the data of Job-
Shop production plan track is the bottleneck of real-time feedback of the information 
in supply chain system, because it is difficult to directly measure all of the informa-
tion on-line [1][2].   

The extension subject is a type science to study contradictive problems. The origi-
nality of the extension measurement is that the measurement problems are solved 
making use of the invert method of contradiction. It is a new method different from 
the traditional method. The purpose of the extension measurement is to realize the 
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measurement of immeasurable information and to improve the measurement precision 
of the immeasurable information. 

Artificial neural network system composed of mass processing units is non-linear, 
cosmically parallel processing system. The BP network has ability of the non-linear 
map, according to the map theorem. The three layers of BP network with one hidden 
layer can close in upon any mapping function to complete the mapping role given 
[3][4][5]. 

As D-S evidence theory has the characteristic of reasoning under uncertainty. It 
uses the collected information as evidences, and sets up a corresponding basic cer-
tainty factor in decision-making target sets, thus D-S evidence theory can use the 
special form of Dempster’s Rule of Combination to yield the combined mass in the 
same decision-making frame.  

Based on the analysis and the emerging technology, the distributed production plan 
track systems could be modernized. In this paper, we will introduce an on-line meas-
uring method of the distributed production plan track using a high precision measur-
ing method of immeasurable information based on extension matter-element theory. 
Following the infrastructure, the BP network is adopted to compensate the measurable 
matter-element. Then the fusion result is sent to the BP network to realize the matter-
element transformation, and D-S evidence theory is used to take the matter-element 
focus and precision compensation. 

2   Rationale of the System 

2.1   The Rationale of the Extension Measurement 

The basic principle of the extension measurement bases on the extension matter-
element concept, its key point is measurable matter-element and immeasurable mat-
ter-element and their transform. 

Matter-Elements: Assuming n matter-elements ),,( iii vcNR = , where N  is ob-

ject, ic is the feature of the object and iv  is the feature value, if the feature value of 

the matter-element can be measured using a sensor that is existing now, the matter-
element is called measurable matter-element. Reversely the feature value of the mat-
ter-element cannot be measured, and then the matter-element is called immeasurable 
matter-element. In the measuring course, the measured matter-element is named tar-
get matter-element. The target matter-element may be measurable matter-element or 
immeasurable matter-element. In the extension measurement, the target matter-
element is generally immeasurable.  

Matter-Element Transform: While solving the contradiction problems, by trans-
forming the feature and feature value of the objects, the method of the incompatible 
problems becoming the compatible problems is called matter-element transform. 

By the matter-elements transform between the measurable matter-element of the 

object ),,( ***
iii vcNR =  and immeasurable matter-element of the object 

),,( ′′=′
jjj vcNR , the formula  (1) can be obtained:  
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),,,( **
2

*
1 nj RRRfR =′ mj ,,2,1=  (1) 

Where 
*

ic  and 
*

iv  are the true feature and the feature value of the i-th measurable 

matter-element, 
′

jc  and 
′

jv  are the true feature and the feature value of the j-th  

immeasurable matter-element. Passing through the transform above, the feature of  
the immeasurable matter-element can be expressed by the feature of the measurable 
matter-element.  

Matter-Element Focus: By the noise-removing function of the feature value of  
the measurable matter-element, the method of calculating feature value is named as 
matter-element focus. 

2.2   The Rationale of D-S Evidence Theory 

The D-S evidence theory assumes that there is a fixed set of mutually exclusive and 
exhaustive elements called the environment and symbolized by the Greek letter . 

={ 1, 2, · · ·, n},  is named frame of discernment too.  

1. The mass function m: 2 [0,1] meet: 0)( =φm  and 
Θ⊂

=
A

Am 1)( , then m is 

regarded as the basic probability assignment or mass function in . 

2. If: 0)( =φBel  and 1)( =ΘBel  and Θ⊂∀ nAAA ,,, 21 (n is any natural 

number) meet: −≥
∈Φ≠⊂

+

=
i

IiInI

I
i

n

i
ABelABel

},,,2,1{

1

1
)1( , then the function 

]1,0[2: →ΘBel  is called belief function, its expression is: 

⊂

=
AB

BmABel )()(  (2) 

Where m is the mass function in  

3. If: 0)( =φPl  and 1)( =ΘPl  and Θ⊂∀ nAAA ,,, 21 (n is any natural num-

ber) meet: −≥
∈Φ≠⊂

+

=
i

IiInI

I
i

n

i
APlAPl

},,,2,1{

1

1
)1( , then the function 

]1,0[2: →ΘPl  is called plausibility function, its expression is: 

Φ≠∩

=
AB

BmAPl )()(  (3) 

Where m is the mass function in  

4. Assuming meee ,,, 21 as m evidences, for )( mje j ≤ , if )/( jem •  is the 

mass function in  and )( jeP  is the probability, then:  
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=

Θ⊂=
m

j
jj AePeAmAm

1

)()/()(  (4) 

Where m is the mass function in . In fact, )](),([ APlABel and 

)](,0[ ABel separately express the uncertain and totally believable interval of the 

proposition A, and )](,0[ APl expresses the implicit interval that A is true. 

5. The evidences can be combined using the following special method of D-S theory: 

assuming 1m  and 2m  as two mass functions in , for and     

)()()(
1

)( 21 Φ≠=
=∩

AFmEm
N

Am
AFE

 (5) 

Where 
Φ≠∩

=
FE

FmEmN )()( 21  and 0>N , still where m is the mass function in 

, its expression is 21 mmm ⊕= . 

2.3   The Model of BP Network  

Typical BP neural network consists of three layers as input layer, hidden layers and 
output layer. In the paper, also the BP used has three layers. The input layer has l1 
cells. The hidden layer has seven cells and the output layer has l2 cells. Values in each 
cell and weights are all saved in a series of double style arrays. The core computations 
are enclosed in a multi-cycle and the inner cycle has executed a learning mainly in-
cluding the upload process and the feedback process. In the upload process, the output 
values of each middle unit are computed as following: 

xe−+
=

1
1

Mi  =
j

xjij XMWx  (6) 

Here “ ijMW ” is the input weights and “ xjX ” is the input values. The output values 
of output units are computed in almost the same way. In computing the output layer 
error, the output errors, average errors and maximum errors of the output units are 
computed in terms of the object values and actual values being stored in three arrays 
respectively. The middle unit errors are computed in terms of the formulation:  

××=
j

jijii OEMOWMDME '
   (7) 

Here “
'

iMD ” is the derivative of the middle units output values and 
'

iMD =

)1( ii MDMD −× , “ ijMOW ” is the weights of the middle units to output units and

“ jOE ” is the output errors of the output units.  
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The weights adjusting method of the output layer and the middle layer are as fol-
lowing: first, using the “delta” rule:  

iii POEKOW ××=  (8) 

Here K=0.09, “ iOE ” is the output error and the “ iP ” is the input value. Then using 

the “momentum” rule:  

iii LDWMDWDW ×+=  (9) 

Here M=0.09 and “ iLDW ” is the value of last iDW . 

This paper uses the errors stored before to check whether the learning is successful 
when one learning cycle finishes. The learning is successful if the Maximum value of 
the maximum errors stored before less than a given error and to finish the learning.  

3   The Measurement and Compensation System 

In the measurement field of the distributed production plan track, the (*)f  in section 

2.1 has high non-linear characteristic and it is very difficult to set the expression. Due 
to the character that includes environment changing dynamically, noise, jamming, 
error, and insecurity and so on, also it is very difficult to set the math model of the 
measurement using a traditional method. Whereas the BP network has the ability  
of the non-linear map, according to the map theorem, the three layers BP network 
with one hidden layer can close in upon any mapping function to complete the map-
ping role given. Also in order to predigest the complexity and improve the precision 
of measurement, in the paper, the new system structure model of extension measure-
ment in Fig.1, which has two BP networks for realizing the compensation of the 
measurable matter-element and matter-element transform respectively and one D-S 
evidence theory for the matter-element focus. Where the sensor group of measurable  

Fig. 1. The measurement and compensation system 

modification

modification

modification

measuring sensor measuring sensor 

The Arithmetic of the Matter-element Focus 

The BP network of the measurable matter-element compensation

emendating sensor

emendating sensor

measuring sensor 

emendating sensor 

The BP network of the matter-element transform
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matter-element completes the measurement of the measurable matter-element and the 
sensor group of measurable matter-element error compensation measures the envi-
ronment factors that affect the measurement precision of the measurable matter-
element separately. The BP network of measurable matter-element compensation 
realizes the map of the modification value of measurable matter-element. The BP 
network of the matter-element transform completes the fusion of information from 
revising sensors.  

The function of the BP network of matter-element transform is to realize the trans-
formation between the features of the immeasurable matter-element and the feature of 
the measurable matter-element. The D-S evidence theory is used to make the matter-
element focus and precision compensation. 

4   The Measurable Matter-Element Compensation 

The precision of measurable matter-element has the disperse characteristic owing to 
both self-nonlinear and environment factor [6]. The affection of the environment 
factors use emendating sensors to modify, thus the output modification vector of sen-
sor system of measurable matter-element composed of measuring sensors and emen-

dating sensors iV  is  

YFVi ′+=  (10) 

Where F is output true value vector of the measuring sensor system, Y ′  is output true 
value vector of the emendating sensor system. The affection of the self-nonlinear use 
the BP network in the system adopts the network in section 2.3, the output modifica-
tion vector of the sensors system is regarded as the input of the BP network, by the 
nonlinear map of the BP network, the output of the BP network is the true value of the 
measurable matter-element. During the correcting course, let the modification vector 

],,,[ 21 nXXXX =  regard as the input vector of the BP network, and the output 

vector is the true value ],,,[ 21 mYYYY = , the expression is 

YXfY ′−== )(  (11) 

Using a group of experiment data to build the training examples, by the learning, 
the non-linear mapping relation between vector X and Y can be realized. The course 
of the BP network is in section 2.3 so as to having the high precision and strong anti-
jamming ability. 

5   The Matter-Element Transform Network 

The output of the modification units is regarded as the input vectors of the BP net-
work of matter-element transform, and its output vectors are the feature vectors of 
immeasurable matter-element. Thus the BP network has 1+n  cells in input layer and 
m  cells in output layer. The course of the BP network is the same as the BP in  

section 2.3, where l1 is 1+n and l2 is m  so as to completing the matter-element 
transforming. 
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6   The Arithmetic of the Matter-Element Focus  

In the paper using the D-S evidence theory in section 2.2 completes the matter-

element focus and precision compensation. The information iV ′′ coming from the 

matter-element transform network is regarded as BPA of an evidence and the evi-
dences are combined by one and one orderly, thus the fusion is done between two 
evidences every time. In other words, the BPA from the matter-element transform 
network at the same time as evidence is combined with the BPA from the fusion at 
the next time.  

Assuming the BPA of the kth evidence having been combined is ikmi ),( = 

v,,2,1 , unknown degree is 
=

−=
v

i
i kmk

1

)(1)(θ , the BPA of the (k+1)th evi-

dence from the fusion in space domain at the k+1-th time is vikmi ,2,1),1( =+′ , 

unknown degree is )1( +′ kθ , the new BPA can be calculated by (12): 

))1()()1()(

)1()((
1

)1(
1

+′++′

++′=+
+

kmkkkm
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km
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Its unknown degree is: 

1

)1()(
)1(

+

+′
=+

kN

keke
ke  (13) 

where 
≠

+ +′−=
1

11 )1()(1
i

ik kmkmN and
=

+′−=+′
n

i
i kmk

1

)1(1)1(θ mj  

)1)(1()( 1 ≠+′ jkmk is allotted to the empty set that delegates the conflict.  

By the fusion, (*)im of the last time of the fusion using the D-S evidence theory 

above is regarded as the iV ′ , that is the feature value of the ith immeasurable matter-

element. 

7   Results 

In the paper, the measurement method is applied to measure the qualified rate of a set 
of work-pieces with 5 machining-procedures during the work-pieces being machined. 
There are both the measurable information and immeasurable information, for exam-
ple, a majority of the shape error and position error of the holes can not be measured 
during the work-pieces being machined directly. In this experience, the measurement 
sensors are composed of laser sensors, optical fiber sensors, photo-electricity sensors, 
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laser slit scan sensors, pressure sensors etc. we measure in three phases and every 
phase has 50 work-pieces. The precision of the qualified rate is list in the table 1. 
From the table1 it can be seen the measuring precision is over 95%, even Proc. 1-2 
and Proc. 4-5 is over 98%. Because the Proc. 3 is the holes, it is about over 95%. 

Table 1. The precision of the qualified rate 

 Proc. 
1(%) 

Proc. 
2(%) 

Proc. 
3(%) 

Proc. 
4(%) 

Proc. 
5(%) 

Phas. 1 99.3 98.3 95.1 98.9 99.2 
Phas. 2 99.5 98.7 96.5 99.1 99.6 
Phas. 3 99.2 98.1 97.2 98.8 99.5 

8   Conclusion  

Based on the introduction of  conception and principle of the extension measure- 
ment a new extension measuring method is presented to measure the distributed 
production plan track using a high precision measuring method of immeasurable in-
formation based on extension matter-element theory . Following the infrastructure, 
the BP network is adopted to compensate the measurable matter-element. Then the 
fusion result is sent to the BP network to realize the matter-element transformation, 
and D-S evidence theory is used to take the matter-element focus and precision com-
pensation. The information from matter-element focus can be inputted into the Job-
Shop production plan, so as to realize the right time to complete the production plan 
(JIT) and to supply data guarantee for the production plan and control of core enter-
prise under supply chain. The system is applied to the wu zhong instrument co., ltd, 
and makes production plan of the company’s part products be completed at right time. 
The result shows that the method is feasible and efficient. 
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Abstract. As more and more industries experience the globalization of business 
activities, measuring productivity performance has become an area of concern 
for companies and policy makers in Europe, the United States Japan and so 
on. A novel way about nonlinear regression modeling of high-technology 
manufacturing (HTM) productivity with the support vector machines (SVM) is 
presented in this paper. Optimization of labor productivity (LP) is also pre-
sented in this paper, which is based on chaos and uses the SVM regression 
model as the objective function. 

1   Introduction 

In recent years, computing high-technology manufacturing (HTM) productivity level 
and growth rates, as well as analyzing productivity determinants, has gained a re-
newed interest among both growth economists and trade economists. HTM productiv-
ity is perceived as being at the core of observed divergences among countries in the 
areas of long-run growth and increase in standard of living. In the growing accounting 
literature, manufacturing productivity growth accounts for up to half of GDP growth 
rates in some countries. In the empirical literature on HTM productivity determinants, 
an alternative approach to physical output is to use value-added [1], [2]. Openness to 
trade, human capital and technology innovation activity are found to have very strong 
and robust impacts on HTM labor productivity, along with other factors as financial 
development, infrastructure development and quality [3], [4]. For the evaluation of 
productivity performance, traditional regression models are being widely used as 
plural linear model, Cobb-Douglas functional model [5], [6]. 

The SVM is grounded in the framework of statistical learning theory, which has 
been developed by Vapnik and co-works [7], [8]. The theory of SVM is based on the 
idea of structural risk minimization (SRM). Compared with the Artificial Neural 
Networks (ANN), it provides high generalization ability and overcomes the overfit-
ting problem. 
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Chaos optimization algorithm is a novel stochastic search algorithm [11], [13]. It is 
a self-moving form of non-linear dynamics system. The stochastic property shown by 
chaos is the intrinsic one of the systems. The movement of chaos possesses ergodic 
property, and within a certain scope, can experience any state according to its own 
regularity. 

In the modeling of HTM, traditional models like plural linear model, Cobb-
Douglas functional model and gray models can illustrate the relation between the 
explaining variables and the explained variables. However, these models are flawed in 
two aspects. For one thing, they fail to eliminate the self-relation between the explain-
ing variables themselves. For the other, they would not help in finding the optimal 
ratio relation between the explaining variable and the explained variables. This paper 
focuses on the reality of the HTM in China and collects data in a period as long as 15 
years. It is with SVM and chaos that good results can be achieved with efficiency in 
solving the relation between the explaining variables and the explained variables and 
finding out the best ratio relation between them.  

2   HTM Productivity 

2.1   HTM LP  

An alternative approach to physical output is to use value added. Value added meas-
ures how much additional value is created in the market-place. Value added per unit 
of labor is a commonly used measure of HTM productivity at the aggregate level [6]. 
Labor productivity is given by the following ratio: 

L

VA
LP =  

(1) 
 

Where LP is labor productivity for HTM, VA is value added for HTM, L is the quan-
tity of HTM labor. 

2.2   HTM LP Growths 

In the empirical literature on HTM productivity determinants, openness to trade, hu-
man capital and technology innovation activity are found to have very strong and 
robust impacts on HTM labor productivity, along with other factors such as financial 
development and infrastructure development and quality. 

With the globalization of the world economy, the export volume of HTM in every 
country is increasing year by year. The channels through which openness to trade 
affects HTM productivity are numerous, and are indeed quite well documented. Some 
studies based on endogenous growth theory focus on the importance of knowledge 
spillovers due to trade and find that they positively affect income convergence and 
economic growth during transition period in the long run. As far as China is con-
cerned, in the paper, the variable of export per capita and the export of new products 
are used to illustrate the degree of trade openness in HTM and test their influences on 
HTM labor productivity through our model. 
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The importance of human capital on output and productivity growth has been the 
main focus of HTM productivity growth accounting regressions. In addition, the new 
growth theories indeed set the ground for knowledge accumulation and education as 
giving an impetus to growth. According to the situation in China, the average number 
of employees, the number of people in engineering and technological activities and 
the full-time equivalent of R&D activities are used to describe the human capital in 
HTM, test their influences on HTM productivity and then optimize them. 

Since HTM technology innovation decides the long-term increase of economy and 
the potential in productivity increase. It was considered by the world Economy Forum 
to be as important as banking factors and the internationalization. Disaggregated data 
will be used to build technology innovation activity variables at HTM. Patent is a very 
important index that reflects the technology innovation activity of HTM and many 
countries regard the output of patents as measurement of the technology innovation 
activity of HTM. In this paper, patent is taken into consideration. As for China, the 
following variables are used to explain the technology innovation activity of HTM, 
that is, the internal expense of R&D funds, the accumulation of funds for scientific 
and technological activities, the three expenses (the total amount of the expense of 
technological reformation funds, the expense of technological introduction and the 
expense of digestion and absorption), the number of patent applied, the number of 
patents owned, profit and sales income. 

3   SVM and SVM Regression 

Support vector machines (SVM) and kernel methods (KM) have become, in the last 
few years, one of the most popular approaches to learning from examples with many 
potential applications in science and engineering. As a learning method, it is often 
used to train and design radial basis function (RBF) networks. Given a set of exam-
ples {(xi,yi),x },the SVM learning method in its basic form creates 

an approximation function = ⋅⋅+= m
j xjxKjjybxf 1 ),()( α with )(xfy ≈ for 

regression. For that purpose, a subset of support vectors 

},...,1,{},...,1,{ Niixmjjx =⊂= is determined, the kernel function K is chosen, and 

the parameters b, j,j=1,…,m are estimated. 

KM is method that use kernels of the form )2()1()2,1( xxxxK φφ ⋅= , is an inner 

product and is in general a nonlinear mapping from input space X onto feature 
space Z. The symmetry of the inner product determines the symmetric of the kernel. 
The necessary and sufficient conditions for a symmetric function to be a kernel is to 
be positive definite, thus statistically seen, kernels are covariances. In practice, the 
kernel function K is directly defined. and the feature space Z are implicitly de-
rived from its definition. Kernel substitution of the inner product can be applied for 
generating SVMs for classification based on margin maximization. 

In the -SVM regression [9], [10], the goal is to find a function f(x) that has at most 
 deviation from the actually obtained targets yi for all the training data, and at the 

same time, is as flat as possible. The -insensitive loss function reads as follows: 
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To make the SVM regression nonlinear, this could be achieved by simply mapping 
the training patterns by  Rn F into some high dimensional feature space F. Sup-
pose f(x) takes the following form: 

bxwxf +⋅=)(  (3) 

A best fitting function: 

bxwxf +⋅= ))('()( φ  (4) 

is estimated in feature space F, where “.” denotes the dot product in the feature space 
F. Flatness in the case of (4) means that one can seek small w'. Formally this problem 
can be written as a convex optimization. By constructing the Lagrangian function, the 
dual problem can be given as follows: 
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Where i and i
* are the Lagrange multiplier coefficients for the ith training example 

of regression, and obtained by solving the dual optimization problem in support vec-
tor learning [7], [8]. The non-negative coefficients  and * are bounded by a user-
specified constant C. The training example for which *is corresponded to the 
support vectors. 

At the optimal solution from (5), the regression function takes the following form: 

bjxixK
l

i iixf +⋅
=

−= )(
1

)*()( αα  (6) 

Where K (.,.) is a kernel function, where b is found by the Karush-Kuhn-Tucker con-
ditions at optimality. 

4   Application to HTM Modeling 

To study the determinants of productivity growth in china, we should estimate the 
following equations: 

12,...,2,1),( == iixfLP  (7) 
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A number of crucial parameters, which mainly determine the LP, are considered. 
Where: 

LP is labor HTM productivity�and unit of it is 100 million Yuan per one people; 
x1 is the variable of export per capita, and unit of it is 100 million Yuan per one 

people; 
x2 is the export of new products, and unit of it is ten thousand Yuan; 
x3 is the average number of employees, and unit of it is one people; 
x4 is the number of people in engineering and technological activities, and unit of it 

is one people; 
x5 is the full-time equivalent of R&D activities, and unit of it is one people per one 

year; 
x6 is the internal expense of R&D funds, and unit of it is ten thousand Yuan; 
x7 is the accumulation of funds for scientific and technological activities, and unit 

of it is ten thousand Yuan; 
x8 is the three expenses, and unit of it is ten thousand Yuan;
x9 is the number of patent applied, and unit of it is item; 
x10 is the number of patents owned, and unit of it is item; 
x11 is the profit, and unit of it is 100 million Yuan; 
x12 is the sales income, and unit of it is 100 million Yuan. 

x1 and x2 indicate the influence of openness to trade on LP; x3, x4 and x5 indicate the 
influence of human capital on LP; x6, x7, x8.x9, x10, x11 and x12 indicate the influence of 
technology innovation activity on LP. 

5   Optimization with Chaos 

The optimum problem is a high nonlinear, multi-parameter, multi-extreme and non-
differentiable one. Some optimization algorithm can be used here, such as genetic 
algorithm (GA), chaos and so on. But the GA optimum results are a solution set, and a 
set of appropriate parameters must be selected artificially. In order to reduce the limi-
tation of the artificially selection of GA and get the objective global solution, chaotic 
search algorithm to optimize is presented. 

Chaos variables are usually generated by the well known Logistic map [12], [13]. 
The Logistic map is a one-dimensional quadratic map defined by the follows: 

)1()( xuxxf −=  (8) 

Where u is a control parameter and x [0,1].  
The solution of the equation exhibits a rich variety of behaviours. For u>3.75, sys-

tem (8) generates chaotic evolutions. 
The objective function offered on-line by SVM model during the optimal calcula-

tion. By the global search and the local search, the optimum parameter collection is 
gained. Then, results of the chaotic search algorithm optimum are found, which are 
shown in Table 1. 
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Table 1. Compared results 

parameters bad samples good samples optimal results 
x1 0.000106 0.000543 0.000557 
x2 2945052 25649389 27658653.17 
x3 70774100 48838300 47695600.55 
x4 2087839 2378297 2379238.33 
x5 227359 430179 430026.76 
x6 781424 6784183 6875265.42 
x7 3878636 14816338 14823567.13 
x8 13787756 21430408 15658792.58 
x9 3343 29810 29821 
x10 2189 14654 14623 
x11 1225 6165 6063.57 
x12 46207 124035 124165.28 
LP 0.000173 0.000697 0.000712 

6   Conclusions 

In the modeling of HTM, traditional models fail to eliminate the self-relation between 
the explaining variables themselves and they would not help in finding the optimal 
ratio relation between the explaining variable and the explained variables. This paper 
focuses on the reality of the HTM in China and collects data in a period as long as 15 
years. In this paper, the support vector machine for nonlinear regression is presented. 
It is shown that the optimization approach based on chaos is effective and feasible. 
Results of the optimization algorithm are found.  
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Abstract. Scheduling of re-entrant lines is very important for manufacturing 
systems. For some dynamic scheduling methodologies�it is necessary to model 
a production system with finite-state discrete-time Markov process. However, 
proper state cannot be found as absorbing state of Markov process when general 
Mean Output Rate is employed as an evaluating criterion. Mean-Output-parts 
Number Before First Block is presented to be a new evaluating criterion in this 
paper to evaluate scheduling policies for Closed Re-entrant Lines(CRL). Simu-
lations of four static scheduling policies verify the new criterion. In order to ap-
ply a Neuro-Dynamic Programming (NDP) method to scheduling of a CRL, 
cost-to-go value function and transition cost function are presented as new 
forms under the new criterion. In addition, the policy obtained in a less-number 
parts system by the NDP is applied in a more-number parts system directly, 
whose results are satisfactory. 

1   Introduction  

Re-entrant lines are introduced in 1993 by Kumar[1], which are a third class of manu-
facturing systems after the Job shops and Flow shops, which represent semiconductor 
and thin film manufacturing systems. Its distinguishing feature is that parts visit some 
machine more than once, thus parts at different stages of their life may be in conten-
tion for service at the same machine, which gives rise to problems of machine  
scheduling.  

Research focus on real-time scheduling policies, including Shortest Remaining 
Processing Time (SRPT), First Buffer First Serve (FBFS), Last Buffer First Serve 
(LBFS), Workload Balancing (WB), Fluctuation Smoothing Policy for Variance of 
Cycle-time (FSVCT) [2], Fluctuation Smoothing Mean Cycle-time (FSMCT) [3]. The 
research focus on Closed Re-entrant Line(CRL) in this paper where a new part enter 
the re-entrant line the moment that a part is finished and leaves the lines, so number of 
parts in lines remain invariant. Usually, Mean Output Rate is used to evaluate sched-
uling policies in the CRL [1]. However, for some dynamic scheduling methodologies, 
it is necessary to model the production system with finite-state discrete-time Markov 
process, and proper state cannot be found as absorbing state when Mean Output Rate 
is employed as the evaluating criterion. In this paper, Mean-Output-parts Number 
Before First Block is presented to be a new evaluating criterion to evaluate scheduling 
policies for the CRL. Simulations of four static scheduling policies verify the new 
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criterion. In order to apply a Neuro-Dynamic Programming (NDP) methodology to 
scheduling of the CRL, cost-to-go value function and transition cost function are 
presented as new forms under the new criterion. Furthermore the policy obtained in a 
less-number parts system is applied to a more-number parts system directly, whose 
results are satisfactory. 

2   Description of a Re-entrant Line 

As defined by Kumar [1], consider a set { }s,,2,1 of s  “service centers”. Each service 

center { }s,,2,1∈σ  consists of σM  identical machines. Parts of a certain type enter 

at a service center { }sl ,,2,1)( ∈σ , where they stored in buffer 
lb . Let buffer 

Lb  at 

service center )(Lσ  be the last buffer visited. The sequence )(,),1( Lσσ  is the route 

of parts. We shall allow for the possibility that )()( ji σσ =  for some stages ji ≠ . A 

new part enters the line as soon as a part is finished and leaves the line. So the number 
of parts in the system is constant. A two-Center four-Buffer (2-C 4-F) CRL is shown 
in Fig.1.  

M1

M2

b3 b1

b2b4

 

Fig. 1. A two-center four-buffer CRL 

Let us assume that: 1) only a type of part is produced in line; 2) route is determined 
and remains unchanged; 3) 1=σM ; 4) one service center can only serve a part at the 

same time; 5) once a part is processed, service cannot be interrupted; 6) switch time is 
zero; 7) capacity of all buffers is infinite; 8) service time in stage l  are exponentially 

distributed with mean ∞<= l
l

m
µ
1 ; 9) nonidling, if any buffer at a machine is non-

empty, then the machine can not stay idle[4,5].  

3   A New Evaluation Criterion 

For the CRL, normal evaluation criterion to evaluate scheduling policies is Mean 
Output Rate: 

T

TDE
X

X

T

u ))((
lim)(

∞→
=λ , which is output of system when initial state is X  and 

policy is u , where )(TD X  is the number of output parts within time T. 
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However, for some dynamic scheduling methodologies, it is necessary to model 
the production system with finite-state discrete-time Markov process, but proper state 
cannot be found as absorbing state of Markov process when Mean Output Rate is 
employed as the evaluating criterion. A new evaluation criterion is presented for the 
CRL. First, let’s introduce the concept “block”. 

Definition: when one service center is idle, the system is in block. 

A new criterion: Mean-Output-parts Number Before First Block can evaluate sched-
uling policies effectively. 

Because of the nonidling policy, in order to increase the Mean Output Rate, the 
policy should make service centers in nonidling state as long as possible. In another 
word, it is expected to increase the mean usage µ  of service centers, because blocks 
result in low mean usage directly. Take a 2-C 4-F CRL as an example, when block 
occurs, there must be a machine with a lot of parts piling in its one buffer waiting for 
service, which is the bottleneck of throughput, while another machine is idle because 
no parts waiting for service, which results in low mean usage directly. Extremely, if 
no block occurs, the usage of machine should be 100%. Longer no blocks occur, 
higher the machines usage is. So, Mean-Output-parts Number Before First Block and 
Mean Output Rate change with same tendency. A 2-C 4-F CRL is simulated to be 
scheduled by LBFS, FBFS, WB and UNWB static priority policies. Mean-Output-
parts Number Before First Block and Mean Output Rate are worked out respectively. 

[Simulation 1]. A 2-C 4-F CRL is shown as Fig. 1, Service time in four buffers are 

exponentially distributed with mean 
76

42

76

7

76

6

76

21 The parts number in 

closed system is N=20, initial state is that there are 5 parts in each buffer. The four 
static priority policies for this system are: 

=
24

13

bb

bb
OLBFS =

42

31

bb

bb
OFBFS =

24

31

bb

bb
OWBAL =

42

13

bb

bb
OUNWB

The row j  in matrix O  means the priority of buffers in service center j ,for exam-

ple =
24

13

bb

bb
OLBFS  means buffer 3b  has higher priority to 1b  in service cen-

ter 
1M buffer 

4b  has higher priority to 
2b  in service center 

2M . The simulation 

results are shown in table 1 the Mean-Output-parts Number Before First Block and 
the Mean Output Rate have same varying tendency under the four policies. 

Table 1. Simulation results of four policies (N=20) (95% confidence interval) 

Policy Mean Output Rate Mean-Output-parts Number Before First Block 
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4   Policy Optimization with NDP Based on the New Criterion 

The static priority scheduling policies are easy to apply and have clear performance 
bounds but are lack of flexibility. Under static priority policies, parts have the ten-
dency to pile in buffers with the lowest priority and the long mean service time. Dif-
ferent priority scheduling polices just change the buffer parts piling in. 

Neuro-Dynamic Programming (NDP) [6] is a kind of optimization methodology, 
which simplifies description and search of state space and solves the “curse of dimen-
sionality” effectively by function approximation. It is appropriate to solve problems 
with large state space and high complexity. The CRL just have these features. Fur-
thermore, approximation functions learned in a small-scale system by NDP can be 
expanded easily to a same-structure large-scale system. 

NDP regard the whole production process as a finite-state discrete-time Markov 
Decision Process (MDP). For a continuous-time CRL, mean service time of each 

buffer should be normalized, that is, 
=

=
L

l
l

1

1µ . Then sample in time domain, set a 

clock for each buffer 
lb . When the clock returns to zero, a random time exponentially 

distributed with mean 
lµ  is created, count down again, once some clock returns to 

zero, system is sampled again, then a finite-state discrete-time Markov process is 
obtained, which have steady distribution with original process [7]. 

The parts number in each buffer constitutes state variable 

[ ]T
LxxxX ,, 21= where lx  is the parts number in buffer lb decision 

variable is [ ]T
LuuuU ,, 21= ,  where =

others

serviceinbbufferinparts
u l

l 0

1 , the 

transition probability of the Markov process is  
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where lE  is a column vector, whose row l  is 1 other rows are 0. 

According to the new evaluation criterion, transition cost function and cost-to-go 
function can be expressed as corresponding new forms. The CRL can be modeled as a 
MDP with a absorb state, which is the state that the line is in block.  

For a 2-C 4-F CRL, the optimal cost-to-go function and Bellman Equation are:  

−=
X is state initial  when
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“greedy policy” is adopted in order to minimize the cost-to-go function. 
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Generally, the transition cost function of NDP is selected as 1G , according to the new 

criterion, transition cost function can be defined as 2G  
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boundary condition is Nxxxx =−−+ 4231 N  is the parts number in the 

whole re-entrant line, where  
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),,( YUXg  means once the system outputs a part, the corresponding transition cost 
decrease 1. The more parts the system output, the fewer the corresponding cost are 
and the better the policy is. ),,( YUXg ′  means a punishment for the block in system. 

Once the system is in block, the transition cost increases. ba,  are the weights of 

),,( YUXg  and ),,( YUXg′  in the transition cost function. In a state track, block oc-

curs only once, while system output many parts generally, so the value of b should be 
greater than that of a . After several trials, 50,1 == ba  are the proper weights of 

),,( YUXg  and ),,( YUXg ′ . In order to compare the learning effect of 
2G  with that 

of 
1G , the learning results are shown in Fig.2. The learning curve of 

2G  converges 
more quickly, which is also more smooth and has less fluctuates. Temporal difference 
method in NDP are applied to schedule the CRL in [simulation 1], the results are 
shown in Table 2. 

The policy obtained by NDP for 20=N  is applied directly to the system 
60=N the simulation results are shown in Table 3.  

From Table1, 2 and 3, the scheduling results of NDP are better than the four static 
policies both in Mean Output Rate and Mean-Output-parts Number Before First-
Block, which verify the effective of the new criterion. Further more, the policy for 
 

 

Fig. 2. Learning curves of two transition functions 
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Table 2. simulation results of NDP (N=20) (95% confidence interval) 

Policy Mean Output Rate Mean-Output-parts Number Before First Block 
0.2408

Table 3  Simulation results of four policies and NDP (N=60) (95% confidence interval) 

Policy Mean Output Rate Mean-Output-parts Number Before First Block 

20=N  still keep the superiority when applied directly to 60=N , which make it 
feasible to learning in the small scale system then extend to the large scale system. 

5   Conclusion 

Scheduling of the CRL is a strong coupling and complex problem with large state 
space. Most research is based on the evaluation criterion of Mean Output Rate. Mean-
Output-parts Number Before First Block is presented to be a new evaluating criterion 
in this paper to evaluate scheduling policies for the CRL. This new criterion is more 
appropriate to model a system as a discrete-time Markov process with abort state. 
Simulations of four static scheduling policies verify the new criterion. Furthermore, 
cost-to-go value function and transition cost function of Neuro-Dynamic Program-
ming are presented as new forms under the new criterion to schedule a CRL. The 
policy obtained in less-number parts system is applied in more-number parts system 
directly, whose results are satisfactory. 
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Abstract. It is well known, the Job-Shop Scheduling Problem (JSSP) is the most 
complicated and typical problem of all kinds of production scheduling problems, 
the allocation of resources over time to perform a collection of tasks. The current 
method has several shortcomings in solving the JSSP. In this paper, we correct 
these deficiencies by introducing a dynamic model that is based on an analysis of 
the run-time behavior of CSANN algorithm. At the same time, this paper 
proposes several new heuristics in order to improve the performance of CSANN. 
The computational simulations have shown that the proposed hybrid approach 
has good performance with respect to the quality of solution and the speed of 
computation. 

1   Introduction 

It is well known, the Job-Shop Scheduling Problem (JSSP) is the most complicated and 
typical problem of all kinds of production scheduling problems, the allocation of 
resources over time to perform a collection of tasks [1]. It has been demonstrated that 
job-shop scheduling is usually an NP-complete (nondeterministic polynomial time 
complete) problem [2]. Because of the NP-complete characteristics of job-shop 
scheduling, it is usually very hard to find its optimal solution, and an optimal solution in 
the mathematical sense is not always necessary in practices [3]. Researchers turned to 
search its near-optimal solutions with all kind of heuristic algorithms [4]. Fortunately, 
the searched near-optimal solutions usually meet requirements of practical problems 
very well. 

Reference [5] has proposed an efficient Constraint Satisfaction Adaptive Neural 
Network (CSANN) and heuristics combined approach for job-shop scheduling 
problems. In order to improve the performance of CSANN, several new heuristic based 
on the property of non-delay schedules. But CSANN is not tractable in solving the large 
size JSSP. In this paper, we introduce a dynamic model that is based on an analysis of 
the run-time behavior of CSANN algorithm. At the same time, this paper proposes 
several new heuristics in order to improve the performance of CSANN. 

This paper is organized as follows. Section 2 describes the hybrid approach pro- 
posed by this paper. Section 3 presents the computer simulation results with 8 examples 
to show the performance of the proposed new hybrid approach for job-shop scheduling. 
Finally, the conclusions about the hybrid approach are presented in Section 4. 
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2   Description of Hybrid Approach 

This section describes the hybrid approach proposed by this paper; it introduces the 
computational flow (Fig.1.) and material implement of this approach detailed. 

  

Fig. 1. The computational flow of this 
hybrid approach (left) 

Fig. 2. The CSANN model for the JSSP (right) 
 

2.1   Build Up CSANN Model for the JSSP 

The architecture of CSANN model consists of two layers (Fig.2.). The bottom layer 
consists of only ST-units, corresponding to the starting times of all operations. The top 
layer contains SC-units and RC-units, which represent sequence and resource 
constraints respectively and provide feedback information to adjust ST-units in order to 
satisfy sequence and resource constraints through SC-block and RC-block respectively. 

2.2   Generate the Initial Solution by Insert Method 

Because CSANN technology is sensitive to the initial solution, so it is a good beginning 
that generates an excellent solution using other method. In this paper, we apply the 
Insert Method which belongs to a heuristic algorithm based on time priority to generate 
an excellent solution. The computational flow of Insert Method is in the following. 

   STEP 1: Sort the pending job by degressive priority according to the total processing 
time. Toward two jobs which have the same total processing time, 
prearrange the job which has more operations. 

   STEP 2: Arrange the job by the order of the list obtained from STEP1 to each 
machine. 

   STEP 3: Arrange the operation by the sequence order to each machine. 
   STEP 4: Insert the operation obtained from STEP3 forward in compliance with the 

corresponding sequence constraint or resource constraint. 
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2.3   Use Heuristics Rule to Obtain a Non-delay Schedule 

A schedule is non-delay if no machine lies idle when there is at least one job waiting to 
be operated on that machine. A non-delay schedule is a local optimal schedule with 
orders of operations to be operated on each machine already determined. 

Heuristics Rule1: Assuming a feasible solution { }{ }, , 1, 2, , ,ikp iT i N k n p M∈ ∈ ⋅⋅⋅ ∈  has 

been obtained by previous part. Sort them in non-decreasing order. Then from the 
minimal to the maximal, each ikpT is adjusted as follows: 

( ) ( )

( ) ( )

( ) ( )

1 1'

1 1 1 1

ljp ljp i k q i k qljp ljp
ikp

i k q i k q ljp ljp i k q i k q

T P T PT P
T

T P T P T P

− −

− − − −

+ ≥ ++
= + + < +

 (1) 
 

Where '
ikpT is the starting time of ikpO in the obtained non-delay schedule after the 

heuristics is run. ( 1)i k qO − is the precedence operation of ikpO from the same job i , 

and ljpO is the precedence operation of ikpO sharing the same machine p . Equation (1) 

means to shorten each starting time ikpT to the completion time of ( 1)i k qO − or the 

completion time of ljpO , depending on whichever is smaller.  

2.4   Obtain an Improved Solution by Search Algorithm with Dynamic Model 

2.4.1   The Dynamic Model of Search Algorithm 

Given the objective of makespan minimization, we define a state , ,OP DI EFS in our 

Markov model as the following representing (1) OP denotes a discretionary operation; 
(2) DI denotes the moving direction of OP , ( ) ( ){ }1 , 1DI foreward backward∈ − ; EF  

denotes the adjustive effect of the total makespan through moving OP , 

{ }( 1), (1)EF bigger smaller∈ − . In our Markov model, the state , ,OP DI EFS represents the 

fluctuant effect of the total search process. 
Next, we specify the transition probabilities between pairs of states , ,OP DI EFS and 

, ,OP DI EFS ′ ′ in our model. Let the conditional probability ( ), , , ,|OP DI EF OP DI EFP S S ′ ′ denotes the 

probability of simultaneously altering the adjustive effect of the total makespan 
from EF ′ to EF and moving the operation OP from the direction DI ′ to DI . The set of 
transition probabilities is subject to the total-probability constraints: 

( ),1,1 ,1,1|OP OPP S S + ( ),1, 1 ,1,1|OP OPP S S− + ( ), 1,1 ,1,1|OP OPP S S− + ( ), 1, 1 ,1,1|OP OPP S S− − =1.0; 

( ),1,1 ,1, 1|OP OPP S S − + ( ),1, 1 ,1, 1|OP OPP S S− − + ( ), 1,1 ,1, 1|OP OPP S S− − + ( ), 1, 1 ,1, 1|OP OPP S S− − − =1.0; 

( ),1,1 , 1,1|OP OPP S S − + ( ),1, 1 , 1,1|OP OPP S S− − + ( ), 1,1 , 1,1|OP OPP S S− − + ( ), 1, 1 , 1,1|OP OPP S S− − − =1.0; 

( ),1,1 , 1, 1|OP OPP S S − − + ( ),1, 1 , 1, 1|OP OPP S S− − − + ( ), 1,1 , 1, 1|OP OPP S S− − − + ( ), 1, 1 , 1, 1|OP OPP S S− − − − =1.0. 
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2.4.2   The Search Algorithm with Dynamic Model 
The computational flow of the search algorithm with dynamic model is in the 
following.  

   STEP 1: initialize the transition probabilities. 

( ) ( ),1, , , , 1, , ,| 0, | 0.5; { . .};OP EF OP DI EF OP EF OP DI EFP S S P S S OP first oper of each mach−= = ∈  

( ) ( ),1, , , , 1, , ,| 0.5, | 0; { . .};OP EF OP DI EF OP EF OP DI EFP S S P S S OP last oper of each mach−= = ∈  

( ) ( ),1, , , , 1, , ,| 0.25, | 0.25; { . .};OP EF OP DI EF OP EF OP DI EFP S S P S S OP other oper of each mach−= = ∈  

   STEP 2:   select an operation randomly, move it according to the transition  prob- 
abilities. Moving the giving operation forward or backward is that exchange 
the orders of two adjacent operations. It will be described in the next part 
detailed. 

   STEP 3: update the transition probabilities according to the exchange result. 

We denote the total number of occurrences of state , ,op DI EFS by ( ), ,# op DI EFS and the 

total number of occurrences of a successor state , ,op DI EFS ′ ′ given a current state , ,op DI EFS  

by ( ), , , ,# |op DI EF op DI EFS S′ ′ ; both quantities are tracked over all iterations of all trials. We 

update the transition probabilities using the obvious formulas, e.g., 

                                 ( ) ( )
( )

, , , ,

, , , ,

, ,

# |
|

#

op DI EF op DI EF

op DI EF op DI EF

op DI EF

S S
P S S

S

′ ′
′ ′ =                          (2) 

    STEP4: repeat STEP2-STEP3 until the terminative condition is satisfied. The 
terminative condition can be (1) repeat this cycle for a fixed times and (2) 
the optimal solution cannot be improved for several cycles. 

2.4.3   Exchange the Orders of Two Adjacent Operations 
Heuristics 2: Exchange the orders of two adjacent operations. This heuristics has two 
aspects of function: to accelerate the solving process and to guarantee feasible solution. 
The former is for two adjacent operations coming from the same job, while the latter is 
for two adjacent operations sharing the same machine. 

On the one hand, assume ,ikp ilq iO O S∈ . In order to accelerate the solving speed of 

CSANN, at time t during its processing, if ( ) ( )
ikp ilqST STA t A t≥ , exchange the orders 

of ikp ilqO and O by exchanging their starting times as follows: 

                                           
( ) ( ) ( )
( ) ( ) ( )

1 1

1 1
ikp

ilq

ST ikp ilq

ST ilq ikp

A t T t T t

A t T t T t

+ = + =
+ = + =

                                 (3) 

In fact, Eqs. (3) is a more direct method of removing sequence violation than that of the 
feedback adjustment of CSANN. Thus the adjustment time from removing sequence 
violations may be shortened and the solving process of CSANN for feasible solution is 
accelerated. 
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On the other hand, during the processing of CSANN there may appear the 
phenomenon of “dead lock” which can result in no feasible solution. In order to remove 
“dead lock”, we use the following heuristic: exchange the orders of two near operations 
sharing the same machine by exchanging their starting times. Assuming 

ikq ljq qO and O R∈ , during the processing of CSANN, if ( )qikljT t T≥ , the following 

equations begin to work: 

                                       
( ) ( ) ( )
( ) ( ) ( )

1 1

1 1
ikq

jlq

ST ikq jlq

ST jlq ikq

A t T t T t

A t T t T t

+ = + =
+ = + =

                                     (4) 

Where the parameter T is a prescribed positive integer, variable ( )qikljT t is the summed 

continuous change times between the starting times of operation pairs 

ikq ljqO and O (sharing machine q ) because of their resource violation. That is, at time t , 

the starting times of ikq ljqO and O have already continuously changed ( )qikljT t times 

because of their resource violation on machine q , and the changing effects are the same 

(e.g., always putting ikqT forwards and ljqT backwards). When ( )qikljT t reaches T , Eqs. (4) 

begins to work. 
The above heuristic can be used together with CSANN to guarantee the feasible 

solution. The phenomenon of “dead lock” results from the conflicts of feedback 
adjustments while removing sequence and resource constraint violations.  

3   Simulation Study 

In this section, the proposed method was tested using a set of the benchmark JSSP. To 
avoid any misinterpretation of the optimization results, relating to the choice of a 
particular initial solution, we performed each test 100 times. The performance of the 
proposed technology is compared to two other published versions of Tabu Search and 
CSANN. The experimental results obtained for 8 test problems, using the 3 different 
methods, are given in table 1. Both the average optimization time and ave- 
rageoptimization result, the proposed method of this paper is better than the other two 
 

Table 1. The experimental results obtained for 8 test problems using the 3 methods 

Average Optimization Time (t) Average Optimization Result Test 
Problem TS CSANN This method TS CSANN This method 

Abz7 222.41 231.94 161.82 678 684 674 
Abz8 248.57 259.22 186.73 691 697 688 
La38 91.27 95.177 86.92 1235 1247 1229 
La39 100.47 104.78 75.69 1273 1285 1267 
La40 108.42 113.07 93.26 1262 1274 1256 

Swv12 553.76 577.49 427.39 3069 3098 3055 
Swv13 580.92 605.82 453.26 3206 3235 3190 
Swv14 566.13 590.39 439.17 3065 3093 3051 
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methods. Simulations have shown that the proposed hybrid approach for job-shop 
scheduling has excellent performance with respect to the quality of solutions and the 
speed of calculation. 

4   Conclusions 

In view of several shortcomings of current method in solving the JSSP, this paper 
presents a constraint satisfaction adaptive neural network with a dynamic model. The 
contribution of this paper is summarized in the following. (1) Introduce the Insert 
Method (generate the initial solution by Insert Method) to the current CSANN model; it 
avoids the sensitivity to the initial solution. (2) join a dynamic model that is based on an 
analysis of the run-time behavior of the total optimization process into the CSANN 
model; it mines and applies some potential global knowledge to the optimization 
process. The computational simulations have shown that the proposed hybrid approach 
has good performance with respect to the quality of solution and the speed of 
computation. 
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Abstract. This industrial processes monitoring based on a neural network pre-
sents low run-time, and it useful for critical time tasks with periodic processing. 
This method allows the time prediction in which a variable will arrive to ab-
normal or important values. The data of each variable are used to estimate the 
parameters of a continuous mathematical model. At this moment, four models 
are used: first-order or second-order in three types (critically damped, over-
damped or underdamped). An optimization algorithm is used for estimating the 
model parameters for a dynamic response to step input function, because this is 
the most frequent disturbance. Before performing the estimation, the most ap-
propriate model is determined by means of a feed-forward neural network. 

1   Introduction 

In many studies it has been estimated that the petrochemical industry of United States 
loses $10 billion annually due to abnormal situations [1], a generic term describing 
departures from acceptable operating conditions. Consequently, there is considerable 
incentive for the development of process monitoring and fault detection techniques 
that can detect an abnormal situation quickly and accurately [2]. If an abnormal op-
eration can be predicted with a sufficient warning period, then an effective corrective 
action may be able to prevent the predicted operation from actually occurring [3]. In 
several papers, some methods are proposed that signals impending emergency limit 
violations by using predictions from a process model [3]. 

This paper proposes an efficient predictive supervisory algorithm for the trending 
of variables of industrial processes, with low run-time, for periodic analysis of periods 
smaller than a second. The method allows to predict the time in which the variables of 
a process will arrive to a critical or abnormal value. Neural networks (NN) are very 
powerful mathematical tools for systems identification. In our case, a NN is used to 
recognize signal patterns of first and second order dynamic systems [4] in which the 
dynamics of a  considerable amount of industrial processes can be represented [5], 
[6]. The methodology consists of to recognize the most appropriate model by means 
of a NN and later, the parameters are estimated through an optimization algorithm [7] 
thus reducing the total processing time.  

This work bears relationship to a broad range of mathematical techniques, ranging 
from statistics to fuzzy logic, which have been used successfully in intelligent data 
analysis [8]. The transfer functions of the used models are the following: 
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First order model:

 

1

- SY(S) Ke
=

X(S) T s+1
      T1: time constant; K: gain; (1) 

Second order model:

 
2 2

- SY(S) Ke
=

X(S) s / n +2 s/ n +1
 

n:natural oscillation freq.; :time delay; ζ:coeff. damping. (2) 

2   Block Chart of the Method 

A circular buffer of changeable dimensions is used. This cycle begins with the per-
manent storing of N last data of the variable of the technological process or device 
under supervision. 

Instant for rec-
ognizing the 

patterns 

Data circular 
buffer 

No

Yes 

• Data selection 
• Digital filtering. 

• Frequency  conversion 
• Selection of  the  weights 

of the NN  

Suitable model  

Optimization algorithm for 
the fitting of curves 

 (parameters estimation)

The fitting is 
good

No

Yes 

• Prediction with  model 
• Prediction error is 

calculated (Pe)

Prediction by lineal 
trend 

Pe<ε

Yes

No
 

Fig. 1. Flow diagram of the predictive alarm algorithm cycle 
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Fig. 2. Prediction based on the linear-trend of the variable 

Fig. 2 shows an example of a variable versus time plot V(t) with the following pa-
rameters. HAL: high alarm limit. v(k): current value. v(k-1): previous value. T: sam-
pling period.  tp: prediction time. 

The current sampling instant in this example is 2T. As shown in Fig. 2, the instant 
for recognizing the pattern of transitory response, of the model representing by the 
points stored in the circular buffer is determined by an algorithm of lineal trend pre-
diction. On predicting by lineal trend, the behavior of the variable is considered to be 
that of a straight line from the current sampling instant.  

Regarding Fig. 2, it can be stated that: 

V k - V k -1 HAL - V k
=  

2T - T tp
 (3) 

obtaining tp as: 

T
tp = HAL - V k    

V k - V k -1
 (4) 

A minimum prediction time Tmp must be set, such that if tp < Tmp, then the recogni-
tion process of the signal pattern represented by the samples stored in the circular 
buffer begins. The latest data are selected if it is the instant for recognizing the pat-
tern of transitory response. The oldest data are discarded until significant points 
indicating the beginning of a new temporary response (thick line) are found. Then, a 
sampling frequency conversion with a non-integer factor combining interpolation 
and decimation is performed [9], which makes it possible to obtain 30 points. This is 
the number of input neurons of the NN. Later, the selection of the weights of the NN 
is accomplished in accordance with the sign of the 30-point-curve slope, since it was 
trained for the patterns with a positive and negative slope. As an output, the NN will 
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produce the most suitable model with its parameters estimated through an optimiza-
tion algorithm for the fitting of curves using all the selected points. Hooke and 
Jeeves´s [10] optimization method of direct search is used.  

3   First and Second Order Systems Patterns for Training the NN 

The selection of the NN training patterns was based on the behavior of the dynamic 
responses of first- and second-order systems to step input function, because this is the 
most frequent type of disturbance. In other cases, even though it might not strictly be 
an ideal step, it can be considered as such, provided that for instance, the time con-
stants of the process are relatively larger than the time constants of an exponential 
signal. For a ramp input function, the lineal trend algorithm is sufficient for a predic-
tion with high accuracy. 

If we have the responses of critically damped second order systems, with natural 
oscillation frequencies wn equal to 1, 0.5 and 0.25, respectively, and the same sam-
pling frequency, we can to obtain 30 points for every curve. If these points were 
graphically represented using the same time interval for axis X, they would be super-
imposed, as shown in Fig. 3. 

wn=1

wn=0.5

wn=0.25

 

Fig. 3. The three curves superimposed 

A similar behavior will occur in first order systems with respect to the time con-
stant, as well as in overdamped and underdamped second order systems, in which 
only its coefficient of damping will show any difference. It can be seen that wn does 
not exert any influence on the signal pattern when each mark on axis X indicates the 
order in which the points were taken up rather than the time. This is the procedure to 
follow, since it is not of any interest to estimate the parameters of the model (time 
constant and gain for first order systems; gain, ζ and wn for second order systems). It 
only matters to recognize, through the neural network, the type of model that best 
represents the register of stored data. Therefore, for input patterns of critically 
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damped first and second order systems, only the amplitude that varies; for over-
damped and underdamped second order systems only the amplitude and the ζ vary.  

For NN training patterns, the maximum value of signal amplitude are taken up in 
percents (%), standardized, from 40% to 90%. 

After numerous tests, training was carried out with 858 input patterns, distributed 
in the following way: 

• For overdamped second order systems (OSOS): 
For every ζ value, 11 patterns are obtained corresponding to the variations of the 
amplitude from 40 to 90, with an increase of 5 (40, 45, 50, …, 90). The ζ varies 
from 1.2 to 3, with an increase of 0.09 ( 220 patterns). For ζ greater than 3, the 
behavior of the system is similar to a first order system.   

• For underdamped second-order systems (USOS): 
As for every ζ value, 11 patterns for amplitude variations are obtained. The ζ var-
ies from 0.1 to 0.7, with an increase of 0.0667 ( 99 patterns) 

• For first- (FOS) and critically damped second-order (CSOS) systems, 11 patterns 
are created, respectively, corresponding to amplitude variations from 40 to 90.  

In order to have a similar number of patterns for each model and achieve a better 
training of the NN, the F and CSOS patterns are repeated 20 times, respectively, for a 
total of 440 patterns. For the USOS pattern they are repeated twice for 198 patterns. 
858 PATTERNS IN ALL. Once the patterns were chosen, varied topologies were 
used until the simplest with the most suitable response was obtained. Eventually, a 
30-input neural network was used, 11 neurons in the hidden layer and four-output 
neurons. Very good results were obtained in the training and generalization of the 
NN. The training error was 0.15%. Over 1000 test patterns were used, obtaining a 
correct response, with an error of 0.9% of failures. 

4   Results Assessment of the Patterns Recognition 

The following Table presents the results obtained from five test patterns which were 
well recognized by neural network. The used legends are the following: osos: Over-
damped second-order systems; usos: Underdamped second-order systems; csos: Criti-
cally damped second-order  systems, and fos: First-order systems. 
 

 

Test 
Pattern 

N1 
(fos) 

N2 
(csos) 

N3 
(osos) 

N4 
(usos) 

fos 0.998687 0 0.002310 0 

csos 1 0.000027 0.996556 0.003431 0.000000 

csos 2 0 0.998668 0.002008 0.000015 

usos 0.000008 0 0 0.999989 

osos 0 0 1 0 

The following Table presents the results obtained from three noisy test patterns for 
first-order systems which were well recognized by neural network.  
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Test 
Pattern 

N1 
(fos) 

N2 
(csos) 

N3 
(osos) 

N4 
(usos) 

fos 1 0.999999 0 0 0 

fos 2 0.999979 0 0 0 

fos 3 0.962691 0 0 0 

5   Conclusions and Future Work 

Satisfactory results were obtained on training the neural network, having a high level 
of generalization. During the operation, the neural network recognized the signals 
used, even those affected by noise. The research and the technological advances pre-
sented are a satisfactory step forward in facilitating the use of advanced and efficient 
algorithms of predictive alarm by trend, with minimum processing time. The method 
has been applied by using LabVIEW and DLL's written in other programming lan-
guages such as C and Delphi. Signals affected by higher levels of noise will be used 
for future studies. This optimization algorithm would be extremely efficient as its 
initial operation conditions would be the values pre-estimated by the neural network. 
This algorithm has been successfully applied in forecasts of temperature, level, hy-
draulic channels and simulation. 
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Abstract. Conventional PCA-based monitoring method relies on the
assumption that process data is normally distributed, which the actual
industrial processes often don’t satisfy. Instead, mixture probabilistic
principal component analysis (MPPCA) models are suitable to process
with any probability density function. But, it suffers a drawback that the
needed charts are too many to be watched in practice while the number
of sub-models in MPPCA is large. Different from existing MPPCA, this
paper proposes a novel method, which integrates every monitoring chart
of MPPCA models into only one chart via probability and field process
monitoring can rely on just one chart. The application in real chemical
separation process shows validity of the proposed method.

1 Introduction

Conventional PCA-based monitoring method relies on the assumption that
process data is normally distributed. However in the real industrial process,
because there exist nonlinearities, dynamics, and multiple steady or multiple op-
erating states, the data obtained from steady state process seldom satisfies the
assumption [1]. In order to break the limitation, several extended approaches for
PCA have been developed. Chen and Liu propose a mixture principal component
analysis (MixPCA) models detector [2]. Zhang [3] applies mixture probabilistic
PCA (MPPCA) models developed by Tipping and Bishop [4] to process mon-
itoring. Unfortunately, while process data is clustered into too many MPPCA
sub-models, the monitoring charts relating to all sub-models are too many to
be kept watching. To overcome this disadvantage, Choi, et al. [5] integrate all
SPE and T 2 charts of sub-models into two overall SPE and T 2 charts. But if
the numbers of principal components (PCs) in each sub-model are different, the
control limit of overall chart cannot be calculated and so overall chart cannot
be obtained.

Aiming to improve MPPCA-based monitoring, this paper proposes a new
method, which monitors sub-models with probabilistic principal component
analysis (PPCA) rather than PCA used in [5]. Because the confidence limits of
monitoring indices in PPCA among all sub-models (i.e. components) are identical
even if the numbers of selected PCs are different, an overall chart is constructed

J. Wang et al. (Eds.): ISNN 2006, LNCS 3973, pp. 939–944, 2006.
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by probability instead of all the charts in components. During monitoring, field
operators can detect fault just only by the overall chart: if the index value of
current sample fall into the control limit, the process operates normally; or else
the process may have something wrong. In the end, the proposed methods is
applied into a real chemical separation process, and the result shows its validity.

2 MPPCA Models

Assume that the independent sample data X = [x1, x2, · · · , xN ] ∈ Rq×N , meets
an arbitrary probability density, p(X | θ), where q is the number of variables
and N is the number of samples. p(X | θ) can be approximated by a mixture of
K Gaussian density functions, while Gaussian density function can be replaced
with PPCA model according to generative model X = W · T + µ+E, where W
is loading matrix, T is PCs matrix, µ is the mean vector and E is noise matrix.
So p(X | θ) can be denoted by local PPCA models as following:

p(X | θ) =
K∑

i=1

βip(X | i) (1)

where βi is the prior probability of the data point having been generated from
component i of MPPCA models, satisfying

∑K
i=1 βi = 1 and βi ≥ 0, p(X | i)

represents the ith PPCA model, θ = {β1, β2, · · · , βK , θ1, θ2, · · · , θK} and θi is
a parameter vector of the ith PPCA model. According to Bayes formula, the
posterior probability p(i | X) = p(X | i)βi/

∑K
j=1[p(X | j)βj ], then the posterior

probability of the nth sample Rni = p(i | xn) = p(xn | i)βi/
∑K

j=1[p(xn | j)βj ].
Using the EM algorithm, the estimated parameters can be determined by:

β̃i = N−1
N∑

n=1

Rni (2)

µ̃i =
N∑

n=1

Rni(xni − W̃i〈Tni〉)/
N∑

n=1

Rni (3)

S̃i = 1/(β̃iN)
N∑

n=1

Rni(xn − µ̃i)(xn − µ̃i)T (4)

W̃i = S̃iWi(σ2
i I +M−1

i WT
i S̃iWi)−1 (5)

σ̃2
i = (1/q)tr(S̃i − S̃iWiM

−1
i WT

i ) (6)

where µi, Si, Wi, σi respectively represent the mean vector, covariance matrix,
loading matrix, variance parameter of the ith component, while M−1

i = (σ2
i I +

WT
i Wi)−1, 〈Tni〉 = M−1

i WT
i (xn − µi), ·̃ represents the updated value of · by

iteration of the above equations. Repeatedly iterate and the parameters are
guaranteed to converge to a local optimal point by EM algorithm.



A New Method for Process Monitoring Based on MPPCA Models 941

3 New Process Monitoring Method Based on MPPCA
Models

3.1 Analysis on Traditional Monitoring Based on MPPCA Models

In traditional MPPCA-based monitoring method, SPE and T 2 statistics are used
as monitoring indices in every sub-model. For current sample, field operators
must detect the monitoring charts of every sub-models, without loss of generality,
assume the number of sub-models is l, the total number of charts wanted to
monitor is 2l, which is tedious for the field operators and makes it easy to give
false alarms or missing alarms.

The literature [5] integrates all SPE charts and T 2 charts of every sub-model
into an overall SPE chart and an overall T 2 chart. In MPPCA models, Rni repre-
sents the relative probability of the nth sample belonging to the ith component
and satisfies

∑K
i=1Rni = 1, if Rni > Rnj , j = 1, 2, · · · i − 1, i + 1, · · ·K, field

monitoring can rely on just the charts in the ith component. Therefore, all of
the local charts may be unified into a single chart according to Rni. But in order
to achieve this, the important problem is that the control limits of all component
charts must be identical. While the control limits of SPE chart and T 2 chart,
SPElim and T 2

lim, are given from the following equations:

SPElim = θ1[
Cα

√
2θ2h2

0

θ1
+ 1 +

θ2h0(h0 − 1)
θ1

]1/h0 (7)

T 2
lim =

di(N − 1)
N − di

Fdi;N−1;α (8)

where θi =
∑q

di+1(Si)j , j = 1, 2, 3, h0 = 1−2θ1θ3/(3θ2
2), α is level of significance

(Los), Cα is the critical value of normal distribution with α Los, di is the number
of PCs in the ith component, Fdi;N−1;α is an F-distribution with degrees of free-
dom di and N−1, and with α Los. According to formula (7) and (8), the control
limits of SPE and T 2 chart in all components are not the same as each other if
the covariance matrix and the number of PCs are different. So it is difficult to
convert the charts based on SPE and T 2 statistics into two overall charts.

3.2 New Process Monitoring with Overall Chart

The previous work mostly focuses on the PCA-based method in sub-models and
uses the SPE and the T 2 charts respectively monitor the residual value and the
score value. As the mentioned above, it is difficult to synthesize the charts in all
sub-models into two overall charts. The paper introduces PPCA-based method
[6] into the monitoring in sub-model and overcomes the drawback.

Given the nth sample xn, the corresponding probability density in the ith
component is as following:

p(x) = (2π)−0.5qdet[(WiW
T
i +σ2

i I)
−1]−0.5 · exp(−0.5xT (WiW

T
i +σ2

i I)
−1x) (9)



942 Z.-G. Zhao and F. Liu

As PCA-based method, process monitoring with PPCA also monitors the
scores value and the residual value. The monitoring charts in the ith component
are given by the following inequations.

‖MiW
T
i xn ‖2≤ χ2

1−α;di
(10)

‖ σ−1
i (I −WiMiW

T
i )xn ‖2≤ χ2

1−α;q (11)

The prior of the above two inequations are the monitoring index like T 2 statistic
and SPE statistic in PCA-based monitoring, respectively; the back of sign of
inequality respectively represents the control limit of the two statistics. If the
ith component in which the sample satisfies the formula (10) and (11) exits, it
can be concluded that the process operates well. The above two charts use the
identical measurement unit, i.e. Mahalanobis norm, they can be combined into
one chart as following:

‖ (WiW
T
i + σ2

i I)
−0.5xn ‖2≤ χ2

1−α;q (12)

The formula (12) is the so-called measurement variable monitoring index. Be-
cause the monitoring chart of measurement variable can take place of the moni-
toring charts of PCs and noises, so it is enough to monitor it to estimate the state
of process. From formula (12), in the monitoring charts with PPCA, the control
limits in all sub-models are identical and equal to χ2

1−α;q whatever the covari-
ance matrix and the number of PCs are. Using the Rni, it is easy to implement
overall chart monitoring. For the nth sample, the detailed monitoring steps with
overall chart after modeling are as follows: (i) Calculate the Rni, i = 1, 2, · · · ,K;
(ii) Get the component number the sample belongs to, assume i is the number;
(iii) Calculate the monitoring index using formula (12); (iv) Determine whether
the monitoring index violates the confidence limit χ2

1−α;q or not, if it does, the
process may have something wrong.

One important issue in MPPCA models is to determine the number of compo-
nents the MPPCA models include. Deterministic method is applied in the paper
to determine the component size[7].

4 Application Study

Apply the novelty process monitoring method to an actual chemical separation
process, the detailed description consults literature [8]. In industrial practice,
a series of real data under normal operating condition is collected by on-line
industrial computers, in which there are fifteen process variables including tem-
perature, pressure, liquid level and flow rate.

Due to the complexity of real industrial process, it is possible that the process
variables are not normally distributed. So the Q-Q plot is used to test the nor-
mality of variables and we find that almost all variables don’t satisfy the normal
distribution. Under this case, the MPPCA models are applied to model process
data and detect fault. 400 samples out of real raw data under normal operating
condition are selected to build MPPCA models.



A New Method for Process Monitoring Based on MPPCA Models 943

0 100 200
−1

−0.5

0

0.5

1

0 100 200
−1

−0.5

0

0.5

1

0 100 200
−1

−0.5

0

0.5

1

0 100 200
−1

−0.5

0

0.5

1

0 100 200
−1

−0.5

0

0.5

1

0 100 200
−1

−0.5

0

0.5

1

A B C 

D E 

F 

Rni 

Sample Number 

Fig. 1. Posterior probability

By deterministic method, the number of components is determined to be 6.
Using EM algorithm, the parameters are estimated by means of Eqs. (2), (3), (4),
(5), (6). After this, process monitoring is implemented with the MPPCA models.
In conventional monitoring method based on MPPCA models, 12 charts includ-
ing 6 SPE charts and 6 T 2 charts are needed to monitor at a sample, which is
tedious for field operators. To facilitate monitoring, further research is to inte-
grate all charts into one overall chart based on Rni, the Rni is shown in Fig 1.

Fig 1 tells the responsibility of which component produces the sample. From
the Fig 1, sample 1 to sample 10 almost all belong to the 2th sub-model and
sample 11 to about 50 almost all belong to the 5th component, and the rest
samples all fall into the 6th component. Therefore, we can determine the process
operation status during sample 1 to 10 by testing the 2th component, sample 11
to 50 by testing the 2th component and sample 51 to 200 by the 6th component.
Based on this, PPCA-based monitoring method is introduced in every sub-model
and the overall chart is given as Fig 2.

0 20 40 60 80 100 120 140 160 180 200
0

50

100

150

200

250

300

350

400

No
rm

 of
 th

e w
hite

ne
d m

ea
sur

em
en

t

Sample number

99% control limit
95% control limit

Fig. 2. Overall chart



944 Z.-G. Zhao and F. Liu

From Fig 2, operators can easily estimate the state of process running by one
chart. The monitoring result based on the novelty method is that the process is
normal from sample 1 to sample 100 and faulty from sample 101 to sample 200.
Compared with the traditional monitoring method based on MPPCA models,
the workload of workers using the novelty method is very small and just the
twelfth of that of traditional monitoring method.

5 Conclusion

In traditional monitoring method based on MPPCA models, field operators
have large monitoring load. The literature introduces a new process monitoring
method based on MPPCA models, in which operators just needs one monitoring
chart and the workload of monitoring is largely lightened. In addition, the pa-
per applies the method to an actual chemical separating process whose process
variables are not normally distributed and compares the new method with the
conventional MPPCA-based method in the application study, the result shows
that the proposed method is better.
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Abstract. As a valid statistical tool, principal component analysis
(PCA) has been widely used in industrial process monitoring. But due
to its intrinsic linear character, it performs badly in nonlinear process
monitoring. Kernel PCA (KPCA) can extract useful information in non-
linear data. However KPCA-based monitoring is not suitable for on-line
monitoring because of large calculation and much memory occupation.
The paper introduces an on-line monitoring method based on KPCA and
neural network (NN), where KPCA is used to extract nonlinear principal
components (PCs) and then NN approximates the relationship between
process data and nonlinear PCs. We can obtain nonlinear PCs by NN to
compute the monitoring indices and then achieve the on-line monitoring.
The case study shows the validity of the method.

1 Introduction

Principal component analysis (PCA) is an optimal dimensionality reduction
technique in terms of capturing the information of the data, it can improve
the proficiency of process monitoring and so has been widely used in industrial
process monitoring [1]. But due to intrinsic linear character, it shows a poor mon-
itoring performance in nonlinear process. Some extensions of PCA have been de-
veloped to overcome such a drawback. Kernel PCA is a rising technique to tackle
nonlinear problem [2], it firstly maps raw process data into high-dimensional fea-
ture space to get linear mapped data, then PCA is carried out on the mapped
data using kernel trick. Because of its powerful ability of handling nonlinear
character, KPCA has been used into process monitoring [3-5]. But when process
is complex and process variables are too many, KPCA-based monitoring method
bears large calculation, which results in that KPCA performs badly in on-line
monitoring and is limited in off-line evaluation of process operation.

The paper extends KPCA to on-line process monitoring based on NN. In the
method, KPCA is only used to extract PCs off-line in high-dimensional feature
space, while NN is used to approximate the relationship between raw process
data and PCs. During monitoring, PCs of the current sample in feature space are
firstly obtained using NN, then the monitoring indices are calculated to achieve
the on-line monitoring. By means of NN, the method avoids large calculation and

J. Wang et al. (Eds.): ISNN 2006, LNCS 3973, pp. 945–950, 2006.
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memory occupation. In the end, a benchmark simulation of Tennessee-Eastman
process (TEP) is researched, the result shows the validity of the method.

2 KPCA

Given the process sample data X = [xT
1 , x

T
2 , · · · , xT

N ]T , where xi ∈ R1×M is the
ith sample, N is the number of samples and M is the number of process vari-
ables. The high-dimensional nonlinear mapping function is {φ} : xi −→ φ(xi),
then the mapped data in high-dimensional space is φ(x1), φ(x2), · · · , φ(xN ).
This higher-dimensional linear space is referred to as the feature space. Assume
CF = N−1∑N

j=1 φ(xj)Tφ(xj) is the covariance matrix of the mapped data, λ
and v are respectively the eigenvalue and the associated eigenvector of CF , so

CF v = [N−1
N∑

j=1

φ(xj)Tφ(xj)]v = N−1
N∑

j=1

〈φ(xj), v〉φ(xj) (1)

Since formula (1) implies v =
∑N

j=1 αjφ(xj), where αj(j = 1, 2, · · · , N) is the
coefficients, formula (1) can be expressed as

λ〈φ(xk), v〉 = 〈φ(xk), CF v〉, k = 1, 2, · · · , N (2)

Denote a kernel matrix K ∈ RN×N , where [K]ij = Kij = 〈φ(xi), φ(xj)〉, and
combine Eqs. (1) and (2), we can obtain

Nλα = Kα,α = [α1, α2, · · · , αN ] (3)

Eigenvalues λ1 ≥ λ2 ≥ · · · ≥ λN and the corresponding eigenvectors α1, α2,
· · · , αN are obtained by resolving the eigen-problem of Eqs. (3). and the di-
mensionality reduction is achieved by retaining only the first p eigenvectors. In
order to guarantee 〈vk, vk〉 = 1, k = 1, 2, · · · , q, α1, α2, · · · , αq is normalize by
Nλk〈vk, vk〉 = 1. In the feature space, for a sample vector x, the value of prin-
cipal component, tk, by projecting the mapped data φ(x) onto loading vector
vk like

tk = 〈vk, φ(x)〉 =
N∑

i=1

αik〈φ(xi), φ(x)〉 (4)

where αik is the ith element of vector αk. Let k = 1, 2, · · · , q, PCs (t1, t2, · · · , tq)
are computed one by one, denote PCs matrix T = [t1, t2, · · · , tq], where q is the
number of PCs. The number of PCs can be determined according to [3].

It must be clarified that mean centering in feature space should be performed
before carrying out KPCA [6] and the paper does not include it for simplicity.

3 On-Line Process Monitoring Using KPCA and NN

3.1 Process Monitoring Based on KPCA

The key idea of the method is that the linear mapped data is monitored in
feature space using PCA-based method, it can be concluded that process is under
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wrong operation if the monitoring indices of mapped data violate the confidence
limits. The monitoring indices in feature space are SPE and T 2 statistics, the
T 2 statistic is defined as follows

T 2
i = [t1, t2, · · · , tq]Λ−1[t1, t2, · · · , tq]T (5)

where Λ is the diagonal matrix of the eigenvalues associated with the retained
PCs, T 2

i is the T 2 statistic value of the ith sample, the SPE statistic of the ith
sample is defined as follows

SPEi =‖ φ(xi)− φ̂(xi) ‖2=‖ φ(xi)− φ(xi)V V T ‖2= k(xi, xi)− TT T (6)

where V = [v1, v2, · · · , vq], which satisfies V TV = I, I is identity matrix. Because
KPCA assumes that the mapped data meets Gaussian distribution, SPE and
T 2 statistics respectively satisfy χ2 distribution and F-distribution and their
confidence limits can be calculated using their distributions. After modeling by
KPCA and calculating the confidence limits, process monitoring is carried out
by calculating SPE and T 2 statistics of each sample and comparing them with
their confidence limits.

3.2 On-Line Process Monitoring Using KPCA and NN

From Eqs. (5) and (6), we can see that if KPCA-based method is used to mon-
itor process on-line, it can be results in two problems. On the one hand, the
load of calculation is largely increased. To statistically populate the covariance
matrix, the required number of observations is at least approximately 10 times
the dimensionality of the observation space [7]. Thus the more process variables
there are, the larger number of samples, N, is required. While the kernel function
must be calculated for N times, and the calculation of addition and multiplica-
tion is performed for about qN times to obtain all PCs according to Eqs. (4).
In many processes especially in complex industrial processes, there are many
process variables which have influence on products, N is very large and the load
of calculation of monitoring indices is too large to finish on-line. On the other
hand, the N observations for modeling must be stored as the loading vectors
according to Eqs. (4), it occupies much memory to store modeling samples.

Through the analysis above, the main disadvantage of KPCA is that the non-
linear loading vectors need to be expressed by the N observations for modeling
and largely increase the calculation. The paper introduces NN to capture the
nonlinear loading vectors. Assume the nonlinear function represented by NN is
f(x) , then the PCs of the ith sample are T = f(xi). The conceptual diagram
of KPCA and NN is show in Fig.1.

From Fig.1, NN is used to build the relationship between raw space and
KPCA space. After NN training, NN replaces conventional loading vectors of
KPCA and the PCs are computed on-line by NN rather than by the loading
vectors, which greatly reduces computation comparing with Eqs. (4). The SPE
and the T 2 statistics can be expressed as

T 2
i = [t1, t2, · · · , tq]Λ−1[t1, t2, · · · , tq]T = TΛ−1T T = f(xi)Λ−1f(xi)T (7)
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Fig. 1. Conceptual diagram of KPCA and NN

SPEi = k(xi, xi)− TT T = k(xi, xi)− f(xi)f(xi)T (8)

In the conventional KPCA-based monitoring, the SPE statistic is always pos-
itive according to formula (7). While in the monitoring method based on KPCA
and NN, since the SPE statistic is associated with NN model, the f(xi) may be
so large that f(xi)f(xi)T > k(xi, xi) when special events entering the system,
that is to say the SPE statistic is sometimes negative. The SPE representing
normal operation varies from 0 to the confidence limit. In order to accord with
the monitoring custom of field operators, if the SPE is negative, the paper adds
its absolute value on the confidence limit to show the status of violation.

The whole monitoring procedure is divided into two steps, off-line modeling
and on-line monitoring. In the off-line modeling step, the raw process data under
normal operation is firstly mapped into feature space, then PCs are extracted in
feature space using PCA, lastly NN is used to set up the relationship between
raw process data and the PCs. After off-line modeling, the NN acts as model in
on-line monitoring, raw sample data is input into NN to get PCs and then the
monitoring indices are easily calculated to evaluate the process operation.

4 Cases Study

TEP is created by the Eastman Chemical Company to provide a realistic indus-
trial process for evaluating process control and monitoring method, it has been
widely used as a benchmark simulation to compare various monitoring meth-
ods. The process consists of five major units: a reactor, condense, compressor,
separator, stripper. TEP has 52 process variables and is set 21 fault modes. Its
detailed introduction and process flow sheet consult [7].

Collect 960 samples under normal operation to model off-line. Firstly, choose
a kernel function to capture the nonlinear characteristic of the system, through
trial and error, the Gaussian kernel is adopted. Carry out KPCA and get PCs,
40 PCs are selected. Then a 52-60-40 three-layer NN is built to approximate
the relationship between PCs and raw process data. There are many ways to
increase the training rate, the paper adopts the method of decreasing learning
rate and adding a momentum disturbance term. After the NN training, the
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Fig. 2. KPCA and NN monitoring results for fault 4
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Fig. 3. PCA monitoring results for fault 4
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Fig. 4. KPCA monitoring results for fault 4

on-line monitoring is implemented. Taking the 4th fault case for example, the
performances of the method comparing with that of PCA and KPCA are shown
in Fig.2, Fig.3 and Fig.4.

Fault 4 involves a step change in the reactor cooling water inlet temperature,
then the temperature of the reactor will suddenly rise later, while the other
variables remain steady, therefore it is difficult to detect. From the monitoring
figures shown, the SPE statistic of PCA-based method performs best, the normal
condition and the fault condition are separated distinctly and there are no fault
alarm and no missing detection, however, its T 2 statistic can hardly detect the
fault, that is to say there is one monitoring index worth relying on. Though
the SPE and the T 2 charts of KPCA both show a good result, there are 960
samples totaling 960× 52 floating point numbers wanted to store in computer,
furthermore field computers must calculate the kernel function for 960 times and
addition and multiplication for about 960×40 times to obtain monitoring indices
of one sample, which may result in large delay and makes KPCA incompetent at
the on-line monitoring. The monitoring based on KPCA and NN performs best
in T 2 chart and the SPE statistic also can reflect the fault on time, in addition
compared with KPCA, it only needs storing 60 × 52 + 60 × 40 + 100 floating
point numbers and computing transfer function of NN for 100 times.
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5 Conclusion

Though KPCA can overcome the disadvantage of PCA that process data must
be linear, it can not be used into on-line monitoring for complex industrial
process because of large calculation and much memory occupation. The paper
introduces NN into the KPCA-based monitoring, where NN is used to model
the relationship between KPCA space and raw space and get PCs on-line. The
method greatly reduces calculation and storage and achieves on-line monitoring
for complex process, the benchmark monitoring simulation shows its validity.
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Abstract. For on-line batch process monitoring, multiway principal
component analysis (MPCA) is a useful tool. But the MPCA-based
methods suffer two disadvantages: (i) it restricts itself to a linear set-
ting, where high-order statistical information is discarded; (ii) all the
measurement variables must follow Gaussian distribution and the ob-
jective of MPCA is only to decorrelate variables, but not to make them
independent. To improve the ability of batch process monitoring, this pa-
per proposes a monitoring method named multiway kernel independent
component analysis (MKICA). By using kernel trick, the new monitoring
indices are investigated, which have been mapped into high-dimensional
feature space. On the benchmark simulator of fed-batch penicillin pro-
duction, the presented method has been validated.

1 Introduction

Batch and semi-batch processes play a more and more important role in mod-
ern industries. To achieve consistent and reproducible quality, produced quality
variables in batch processes are often examined off-line in a laboratory, which
makes it difficult to detect when the processes become abnormal. As on-line
monitoring tool, multiway principal component analysis (MPCA) has attracted
research interesting [1], [2]. However, the PCA-based methods have two qualifi-
cations [3]: (i) it restricts itself to a linear setting, where high-order statistical
information is discarded; (ii) all measurement variables must follow Gaussian
distribution and the objective of PCA is to make variables de-correlation but
not independent. Since batch processes are highly nonlinear, time- varying and
seriously interconnected with uncertainties, most batch processes don’t follow
these terms of PCA.

Some extended approaches have been proposed to overcome the drawbacks of
PCA. Nonlinear PCA based on neural networks and principal curves are used
in batch processes monitoring to overcome the restriction of linear setting [4].
Though nonlinear PCA can get nonlinear batch trajectory and nonlinear princi-
pal components (PCs), it usually requires more computation and inevitably leads
to convergence to the local minimum during the network training. In addition,
the number of nonlinear PCs is difficult to determine. Kernel PCA is a rising
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technique to deal with the nonlinear relation among variables [5]. Recently, it
has been generalized to multiway kernel PCA (MKPCA) in batch process mon-
itoring [6]. On the other hand, to break through the qualification of Gaussian
distribution, multiway independent component analysis (MICA) is introduced to
batch process monitoring [7]. ICA-based methods look for components that are
both statistically independent and non-Gaussian rather than just uncorrelated
and Gaussian distribution. Also, kernel ICA has the same attractive aspect of
kernel PCA that it needs no optimizing calculation [8].

This paper introduces a novel on-line batch process monitoring method based
on multiway kernel ICA (MKICA), which integrates the ability of kernel func-
tion to deal with nonlinear relation and that of ICA to separate non-Gaussian
sources. The statistical indices of ICA-based monitoring are extended to high-
dimensional feature space, a series of new monitoring indices are proposed. As an
example, the presented monitoring method is applied for a fed-batch penicillin
production.

2 Statistical Monitoring

2.1 Multiway KICA (MKICA)

In several (i = 1, 2, · · · , I) similar batch process runs, variables j = 1, 2, · · · , J ,
are measured at time intervals k = 1, 2, · · · ,K, throughout every batch. The
vast data will be arranged into a three-dimensional matrix X ∈ RI×J×K . There
are two approaches to construct the two-dimensional matrix X by unfolding
the three-way data, i.e. time-wise unfolding method and batch-wise unfolding
method[1], [9]. The first approach is adopted for MKICA, because the value
of JK is very large in batch processes and the load of calculation is great if
the second approach is used. Assume the two-way data X ∈ RI×JK and the
nonlinear mapping function is {φ} : xi −→ φ(xi). Thus the mapped data is
φ(x1), φ(x2), · · · , φ(xI), denote P = [φ(x1), φ(x2), · · · , φ(xI)], for simplicity, as-
sume P have been centered in feature space and the paper doesn’t deal with the
centering problem. The covariance matrix of P is Sφ = (1/I)PPT = (1/I)

∑I
i=1

φ(xi)φ(xi)T and the Gram matrix of P is R = PTP , where Rij = φ(xi)Tφ(xj) =
k(xi, xj). Carry out eigen-decomposition on R, the first m eigenvectors γ1, γ2,
· · · , γm and the associated eigenvalues λ1, λ2, · · · , λm are obtained, where λ1 >
λ2 > · · · > λm. The eigenvectors and the corresponding eigenvalues satisfy
Rγi = PTPγi = γiλi, therefore PPT (Pγi) = (Pγi)λi, the eigenvalues of Sφ are
λi/I and the eigenvectors of Sφ are Pγi. Because (Pγi)TPγi = λiγ

T
i γi = λi, the

normalized eigenvectors are βi = (1/
√
λi)Pγi. Given Λ = diag(λ1, λ2, · · · , λm)

and V = [γ1, γ2, · · · , γm]. The whitened mapped data can be expressed as follows:

z = Qφφ(x) =
√
IΛ− 1

2ATφ(x)

=
√
IΛ− 1

2Λ− 1
2V TPTφ(x) =

√
IΛ−1V TPTφ(x)

=
√
IΛ−1V T [k(x1, x), k(x2, x), · · · , k(xI , x)]T =

√
IΛ−1V TRx (1)
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where Rx = PTφ(x) = [k(x1, x), k(x2, x), · · · , k(xI , x)]T and Qφ is the whitening
matrix. According to [7], the Fast ICA algorithm to find the mixing matrix B is
as follows:

Step 1. Take a random initial vector Bi of unit norm.
Step 2. Let Bi = E{zg(BT

i z)} − E{g′
(BT

i z)}Bi, where g is the first derivative
and g’ is the second derivative of G function, where G takes the form
of G(u) = (1/a1)logcosh(a1u) or G(u) = exp(−a2u

2/2) or G(u) = u4,
and the a1, a2 are coefficients set as 1 ≤ a1 ≤ 2, a1 ≈ 1.

Step 3. Orthogonalize Bi: Bi = Bi −
∑i−1

j=1(B
T
i Bj)Bj .

Step 4. Normalize: Bi = Bi/ ‖ Bi ‖.
Step 5. If Bi has converged, set i = i + 1 and output the vector Bi, then go

back to Step 1, or else go back to Step 2.

In the above algorithm, Bi is the ith vector of B and the algorithm is iterative
until the whole B is obtained, then the demixing matrix W and the independent
components matrix S can be calculated by the relations among them mentioned
above. The separation matrix is W = BTQφ = BT

√
IΛ−1V TPT and the ICs

can be obtained by:

s = Wφ(x) = BT
√
IΛ−1V TPTφ(x) = BT

√
IΛ−1V TRx. (2)

2.2 On-Line Batch Monitoring Using Multiway KICA

Because the Euclidean norm of the ith row is (L2)i =‖ Wi ‖=‖ Bi ‖ · ‖√
IΛ−1V TPT ‖ and the P is unknown [10], it is difficult to order the rows

of W in MKICA. Considering the right of the above equation, the paper orders
the rows of BT instead of ordering the rows of W, and decides the number of ICs
according to the explanation ratio of the selected rows of BT to the sum of BT .

Denote the matrix Wd, We constituted by the selected rows of W and the
remaining rows of W, respectively, a reduced matrix is constructed by Bd =
(WdQ

−1)T which also can be obtained by selecting the columns from B whose
indices correspond to the indices of the rows selected form W, and the remaining
columns of B constitute the matrix Be.

In the high-dimensional feature space, the monitoring indices cannot be di-
rectly calculated. The paper extends the monitoring indices in ICA-based moni-
toring to feature space using kernel trick. For sample data xnew(k) in time instant
k, new independent data vector, snewd(k) and snewe(k), can be obtained by:

ŝd(k) = Wdφ(xk) = BT
d

√
IΛ−1V TPTφ(xk) =

√
IBT

d V
TRxk

(3)

ŝe(k) = Weφ(xk) = BT
e

√
IΛ−1V TPTφ(xk) =

√
IBT

e V
TRxk

(4)

where Rxk
= PTφ(xk) = [k(x1, xk), k(x2, xk), · · · , k(xI , xk)], then the I2 and I2

e

statistics can be defined as follows:

I2(k) = ŝd(k)T ŝd(k) = IRT
xk
V Λ−1BdB

T
d Λ

−1V TRxk
(5)
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I2
e (k) = ŝe(k)T ŝe(k) = IRT

xk
V Λ−1BeB

T
e Λ

−1V TRxk
(6)

The mapped data can be estimated by:

φ̂(xk) = (Qφ)−1BdWdφ(xk) = (
√
IΛ−1V TPT )−1BdB

T
d

√
IΛ−1V TPTφ(xk)

= P−TV −TΛBdB
T
d Λ

−1V TRxk
(7)

Then the SPE statistic can be defined as follow:

SPEk = (φ(xk)− φ̂(xk))T (φ(xk)− φ̂(xk))

= φ(xk)Tφ(xk)− φ(xk)T φ̂(xk)− φ̂(xk)Tφ(xk) + φ̂(xk)T φ̂(xk)
= k(xk, xk)−RT

xk
R−1V −TΛBdB

T
d Λ

−1V TRxk
−RT

xk
V Λ−1BdB

T
d Λ . . .

V −1R−1Rxk
+RT

xk
V Λ−1BdB

T
d ΛV

−1R−1V −TΛBdB
T
d Λ

−1V TRxk
(8)

Because the observations don’t satisfy some specific distribution, the moni-
toring indices also don’t meet some fixed distribution, and the confidence limits
of them at each sample time can not be determined directly from a particu-
lar approximate distribution as shown in [3]. Instead, a method is given, which
firstly estimates the probability density function of monitoring indices in nor-
mal operation using Parzen windows and then calculates the confidence limits
according to the distribution function [3]. After the model and confidence limits
of monitoring indices are obtained, the monitoring of the process is realized by
using formula (5), (6) and (8).

3 Cases Study

3.1 Process Description

A modular simulator (PenSim v2.0) for fed-batch fermentation has been devel-
oped by Birol G., et al. [11] that can simulate concentration of biomass, CO2,
hydrogen ion, penicillin, carbon source, oxygen and heat generation under var-
ious operation conditions. The process can be seen in Fig. 1, which consists of
one main fermenter, where a small amount of biomass and substrate are added
at first and the substrate is going to be fed in unceasingly when most of the
initially added substrate has been consumed by the microorganisms.

3.2 On-Line Monitoring

The initial conditions of the penicillin process and the 10 selected variables
may consult [6]. By adding Gaussian variation to the simulation input data to
mimic the process variations in the normal operating conditions and adding the
measurement noise to each variable, the simulation data of 50 batches in normal
operation condition is available.

The duration of each batch is 400h and the sample interval time is 1h, the
three-way sample data is X ∈ R50×10×400, unfold it to X ∈ R50×4000 and nor-
malize X with its means and the standard deviation of every column. Through



On-Line Batch Process Monitoring Using MKICA 955

Fig. 1. Penicillin fermentation process

trial and error, a two-order polynomial kernel is found appropriate to capture
the nonlinearity of the system and used as the mapping function. Select ten
independent components and then calculate the matrices, Wd, We, Bd and Be

of the MKICA. Normal processes are monitored by the model to calculate the
confidence limits of the statistics at each sample.
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Fig. 2. On-line monitoring charts for (A) I2 Value (B) I2
e Value (C) SPE Value

After the off-line modeling, a fault is imposed to a batch to test the moni-
toring performance of MKICA in penicillin. As done in [6], a 15% step-decrease
in the substrate feed rate is introduced at 55h and retained until the end of
fermentation. The monitoring results are shown in Fig 2 and Fig 3.
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Fig. 3. Zooming in the data of monitoring charts around the control limits

From Fig 3, the I2 statistic breaks the control limit at sample 57, I2
e statistic

breaks the limits at sample 56 and SPE does at sample 56. The monitoring
indices rise sharply at the fault time and the broken time accords with the
sample time the fault introduced. By means of the monitoring charts, it is easy
to detect the fault in time. While the MICA-based method doesn’t detect the
fault until 70h and the indices change slowly in fault time according to [7], the
MKICA-based method performs better in fault detection.
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4 Conclusion

In order to overcome the two disadvantages of MPCA-based monitoring, the pa-
per introduces an MKICA-based monitoring method . The off-line modeling and
on-line monitoring is discussed in detail, and the simulation results reflect that
the MKICA is able to detect significant deviation in the batch process. Because
the character of batch, the MKICA-based method can provide an effective and
well-suited tool for batch monitoring. Though the method developed performs
well, the further research is essential to reduce the load of calculation and carry
out fault isolation when fault has been detected.
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Abstract. A novel approach of tool wear monitoring based on localized fuzzy 
neural networks with compact support Gaussian basis function (CSGFFNN) 
was proposed to improve classification accuracy of tool states and solve the 
problems of slow computing speed of BP neural networks. By analyzing cutting 
forces signals, acoustic emission signals and vibration signals in time domain, 
frequency domain, and time-frequency domain, a series of features that 
sensitive to tool states were selected as inputs of neural networks according to 
synthesis coefficient. The nonlinear relations between tool wear and features 
were modeled by using CSGFFNN that constructed and optimized through 
fuzzy clustering and an adaptive learning algorithm. The experimental results 
show that the monitoring system based on CSGFFNN is provided with high 
precision, rapid computing speed and good multiplication.    

1   Introduction  

Tool wear is an inevitable result of the metal cutting process, the change of tool states 
can affect the process significantly, so it is essential to develop tool condition 
monitoring system that can improve the dimensional accuracy of workpiece and 
guarantee a reliable and automatic cutting process.  

Tool condition monitoring (TCM) has been investigated since 1980s, lots of 
scholars utilize various techniques to predict tool states including simple decision 
logic, pattern recognition, fuzzy logic[1], GDMH [2], and neural networks [3][4]etc. 
Compare with other techniques, neural networks is the most popular and successful 
method. At present, above 70% scholars use BP neural networks (BPNN) to model 
the relations between tool states and signal features extracted from acoustic emission 
sensor, vibration sensor, dynamometer, power (motor current) etc[5][6][7], and make 
great progress. However, the industrial tool condition monitoring system based on 
BPNN has not been designed owing to major disadvantages as follows: slow 
computing speed that not adapt to on-line modeling, and bad multiplication that not 
adapt to diversity of machining condition [8].  

Aiming at above disadvantages of BPNN, this paper use a new class of localized 
fuzzy neural networks with compact support Gaussian basis function to predict tool 
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wear and fuse multisensor information from vibration signal, acoustic emission signal 
and cutting forces signal. A series of features were extracted by different signal 
processing method, and only 10 features that most sensitive to tool wear were selected 
as inputs of network according to sort order of synthesis coefficients. The highly 
nonlinear functional relations between tool states and features were modeled by using 
CSGFFNN which was constructed and optimized through fuzzy clustering and an 
adaptive learning rule. The experiment results indicate that the approach proposed in 
the paper can reduce the cost and complexity of the monitoring system, improve the 
on-line computing speed and classify accuracy of tool states. 

2   FNN with Compact Support Gaussian Basis Function 

2.1   Compact Support Gaussian Basis Function 

A univariate compact support Gaussian basis function is defined as: 
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Where u is the center of univariate Gaussian basis function, v is radius of univariate 
Gaussian basis function. 

Multivariate compact support Gaussian basis functions are formed by taking the 
tensor product of n univariate compact support Gaussian basis function:   
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Where U is the n-dimensional vector denoting the centre of N (U, V, X), V is the n-
dimensional vector denoting the radius of N (U, V, X), and X is the n-dimensional 
input vector.  

2.2   Structure of CSGFFNN 

The structure of CSGFFNN is shown in Fig. 1. When the neurons in hidden layer use 
compact support Gaussian basis function, each input only activates a small number of 
basis functions, and it is the knowledge stored in this region of the network which 
contributes to its response.  

It is the localized Gaussian basis functions which endow the neural networks with 
desirable properties, the network’s output is linearly dependent on these basis   
functions and so their contribution can easily be understood, because each basis 
function can be interpreted as a set of fuzzy linguistic rules. The n-dimensional input  
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Fig. 1. The structure of CSGFFNN 

to the network is denoted by X, the output of the jth Gaussian basis function by Nj, and 
the network’s output by y. Hence the output of the CSGFFNN is given by:    

=
=

p

j
jjjj XVUNwy
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),,(  (3) 

where wj  is the weight corresponding to the jth basis function, p is the number of 
neuron in the hidden layer, Uj is the centre of Nj (Uj, Vj, X), Vj is the radius of Nj (Uj, 
Vj, X). The jth Gaussian basis function Nj is generated by multiplying n univariate basis 
function Nij (ui, vi, xi) 
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Note that each multivariate compact support Gaussian basis function is calculated 
using a different set of univariate compact support Gaussian basis function.            

2.3   Adaptive Learning Algorithm of CSGFFNN 

This paper adopts an adaptive learning algorithm to train CSGFFNNs. The number of 
basis function in hidden layer is firstly determined by fuzzy clustering. The 
parameters Uj and Vj are updated together with weight vector j to minimize the mean 
square output error given by: 
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2)ˆ(
2

1
ii yyE −=  (5) 

Where yi is the practical output of CSGFFNN, iŷ  is the desired output of CSGFFNN. 

The weight update wj, the adjustment of the centre Uj and the radius Vj of jth 
Gaussian basis function in hidden layer can be obtained by employing instantaneous 
gradient descent rules as follows: 
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where ,  and  are learning rates given by small positive constants.  

3   Experimental Design  

3.1   Experimental Setup 

The schematic diagram of the tool wear monitoring system is shown in Fig. 2. The 
experiments were carried out on a Cincinnati Milacron Sabre 500 Vertical Machining 
Centre, a Kistler 9257B dynamometer was installed on the table of the machine, and a 
vibration sensor (type B&K 4370) and a piezoelectric acoustic sensor transducer (type 
RNT-200) were mounted directly on the side face of workpiece.  

When a milling cutter (ö80mm) with six YT15 inserts (type VX-81032)was used to 
machine a 45# middle-carbide steel workpiece(80mm×50mm×25mm) that meet the 
measuring need of dynamometer in the milling operation, three orthogonal cutting 
forces signals Fx, Fy, Fz were measured and amplified by a multichannel charge 
amplifier (type 5019B), and through a A/D converter board (type Amplcon PC266) to 
computer. Sampling rate is 16 kHz and sampling time is 2s. In the meantime, the AE 
signals and vibration signals were amplified and filtered with corresponding 
transducer, and then sent to computer via an A/D converter board type Jv52014, 
sampling rate is 2 MHz, and sampling length is 256k.  

3.2   Experimental Method 

In order to acquire enough datasets that CSGFFNN need for modeling the relations 
between tool states and features extracted from three sensors, this paper adopts full 
factors combination experimental method. The cutting parameters are shown in 
Table.1, and tool inserts were artificially worn in a tool grinder beforehand according 
to the classification of tool flank wear shown in Table 2. The lengths of each insert 
wear land were measured at intervals throughout the tests by means of a tool 
microscope. 
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Fig. 2. The schematic diagram of the tool wear monitoring system 

Table 1. Experimental conditions 

Cutting speed (m/min) 600 900 1200 
Feed rate (mm/r) 0.2 0.4 0.8 

Depth of cut (mm) 0.5 1 1.5 

Table 2. Classification of tool flank wear 

Classification M1 M1 
- 

- - M10 M11 

Tool wear value (mm) 0 0.05 - - - 0.45 0.5 

4   Feature Selection and Experiment Results 

4.1   Feature Selection  

It can be seen from the measured signals in the metal cutting process that cutting 
forces change clearly with progress of tool wear, however, AE signals and vibration 
signals in time domain change slightly. In order to extract more features that sensitive 
to tool wear, different signal processing methods were adopted such as time domain 
analysis, frequency analysis, and wavelet transformation. Up to now, how to select 
appropriate features is always the most difficult problem for prediction of tool wear, 
especially for automatic selection, so a new approach using synthesis coefficient was 
introduced to solve the problem. The synthesis coefficient is defined as: 
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Where x  and y  are mean values of x and y, respectively; xi are ith features extracted 

from signals; yi are ith tool wear value; xmax is maximum of xi; xmin is minimum of 

xi;
i
kC is the synthesis coefficient. The synthesis coefficient i

kC  represents a change 

trend between tool wear and features, so we choose two features for each signal 

according to sort ascending of the coefficient i
kC . Finally, 10 features are selected as 

inputs of CSGFFNN, the results are shown in Table 3. 

Table 3. Selected features through synthesis coefficient 

signal Fx Fy Fz AE vibration 
feature x  x  x  x  x  x  x  x  x  x  

i
kC  9.09 2.74 13.26 2.66 2.12 1.83 5.47 5.08 4.32 3.08 

Where, x1, x3, x7, x8, x9, x10 are wavelet coefficients of signals in some frequency 
bands, x2 and x4 are RMS values, x5 is kurtosis value, and x6 is variance. 

4.2   Experiment Results 

In the section, the performance of the proposed TCMS by using CSGFFNN is given 
and compared with that of traditional BPNN. A total of 891 datasets acquired in the 
experiment were studied. 164 samples were cautiously selected as the training 
samples, and 128 samples were picked as testing samples. For CSGFFNN, the 
number of neurons in input layer and in output layer is 10 and 1, respectively.  The 
number of neurons in hidden layer determined by fuzzy clustering is 13. The learning 
rates ,  and  is initially 0.1, 0.05 and 0.1. The ideal MSE of NN is 0.002, and the 
parameters U, V is obtained by proposed adaptive learning rule. Fig.3 show  
the recognized results of tool wear monitoring system founded on BPNN and 
CSGFFNN. As we can see, the predicted results based on CSGFFNN has a better 
 

 

Samples (N) 

Fig. 3. Predicted tool wear of TCMS by BPNN and by CSGFFNN 
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performance than that based on BPNN, the mean classifying error of CSGFFNN is 
0.023, and mean error of BPNN is 0.058. Further, an arbitrary input vector X of 
CSGFFNN only activates a few multivariate basis functions compared with BPNN, so 
computational cost is largely reduced. This characteristic is crucial to on-line 
classification of tool wear. 

5   Conclusions 

In the paper, AE signals, vibration signals and cutting forces signals have been  
analyzed by different signal processing method, a series of features are automatically 
and successfully selected according to synthesis coefficient, and a new approach of 
tool wear monitoring based on CSGFFNN has been investigated in this work, which 
can realize prediction of tool states. Furthermore, we have demonstrated that fuzzy 
clustering and an adaptive learning algorithm could be utilized to optimize the 
structure of neural networks. The experimental results show the TCMS based on 
proposed methods improve the predicted accuracy of tool wear, adapt to real-time 
monitoring and provide better performance than BPNN.  
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Abstract. In manufacturing processes, it is very important that the condition of 
the cutting tool, particularly the indications when it should be changed, can be 
monitored. Cutting tool condition monitoring is a very complex process and thus 
sensor fusion techniques and artificial intelligence signal processing algorithms 
are employed in this study. A unique fuzzy neural hybrid pattern recognition 
algorithm has been developed which combines the transparent representation of 
fuzzy system with the learning ability of neural networks. The algorithm has 
strong modeling and noise suppression ability. These leads to successful tool 
wear classification under a range of machining conditions. 

1   Introduction 

Many researchers have published results in the area of automatic tool condition 
monitoring. An approach was developed for in-process monitoring tool wear in milling 
using frequency signatures of the cutting force [1]. An analytical method was 
developed for the use of three mutually perpendicular components of the cutting forces 
and vibration signature measurements [2]. A tool condition monitoring system was 
then established for cutting tool-state classification [3]. In another study, the input 
features were derived from measurements of acoustic emission during machining and 
topography of the machined surfaces [4]. Li, X etc. showed that the frequency 
distribution of vibration changes as the tool wears [5]. A new on-line fuzzy neural 
network (FNN) model with four parts was developed to estimate flank and crater wear 
[6]. On-line and indirect tool wear estimation in turning was realized by using a 
physical process model describing the influence of cutting conditions on measured 
process parameters [7]. Two methods using Hidden Markov models, as well as several 
other methods that directly use force and power data were used to establish the health of 
a drilling tool [8].  In this study, a new fuzzy neural hybrid pattern recognition 
algorithm was developed to accomplish multi-sensor information integration and tool 
wear states classification.  

2   Tool Condition Monitoring System 

The tool wear monitoring system for milling operations is composed of four types of 
sensors, signal amplifying and collecting devices and the main computer, as shown in 
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Fig. 1. The power consumption, cutting force (in three perpendicular directions), 
acoustic emission (AE) and vibration sensors chosen were found to provide healthy 
time domain signals for tool condition monitoring.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. The tool condition monitoring system 

3   Feature Extraction 

The original signals have large dimensions and can not be directly used to estimate tool 
wear value. The purpose of feature extraction is to greatly reduce the dimension of the 
raw signal but at the same time maintain the tool condition relevant information in the 
extracted features. This step is the foundation for the pattern recognition process. A 
typical group of features extracted from the time domain and frequency domain for the 
further pattern recognition are as follows. Power consumption signal: mean value; 
AE-RMS signal: mean value, skew and kutorsis; Cutting force, AE and vibration : 
mean value, standard deviation and the mean power in 10 frequency ranges. 
Experimental results had shown that these features comprehensively represent the 
development of tool flank wear. 

4   Fuzzy Driven Neural Network 

The features of sensor signals can reflect the tool wear states. Theoretical analysis and 
experimental results show that these features can be regarded as normal distribution 
fuzzy sets. Fuzzy approaching degree is an index that represents the fuzzy distance 
between two fuzzy sets ( A  and B ). Approaching degree can be calculated by using 
different methods. Here the inner and outer products are used. 

If BA, ∈ℑ )(X , { }XxxBxABA ∈∧∨=• :)()(  is defined as the inner product 

of A  and B  and { }XxxBxABA ∈∨∧=⊕ :)()( is defined as the outer 

KISTLER 

9257B 

Dynamometer 

Current  

Sensor 

Low- 

pass 

Filter 

 PC 226 

A/D Board 

Main Computer 

Babcock  AC375L  

AE Sensor 

 
AECL 2100 Pre-amplifier 

 

KISTLER 

5807A Charge 

Amplifier 

ENDEVCO 216C 

Accelerometer 

 

Analogue 

Module

ADC 200  

Digital 

Oscilloscope 

B&K 2635 

Charge 

Amplifier 



966 P. Fu and A.D. Hope 

 

product of A  and B . Finally, in the map :N  ℑ )(X × ℑ )(X  → [0, 1] , ( )BAN , is 

the approaching degree of A  and B . 

( ) ( ) ( )cBABABAN ⊕∧•=,   (1) 

In this study, ANNs are connected with a fuzzy logic system to establish a fuzzy 
driven neural network pattern recognition system. Its principle is shown in the 
following figure. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 2. The fuzzy driven neural network 

Here a back propagation ANN is used to carry out tool wear classification. The 
approaching degree calculation results are the input of the ANN. The ANN can 
recognize the patterns of the features corresponding to certain tool wear state by 
assigning each feature a proper synthesized weight. This enables the tool wear 
classification process be more reliable.  

5  Algebraic Neurofuzzy Networks 

A neural fuzzy system has both the transparent representation of a fuzzy system and the 
learning ability of neural networks. The combination of the rule based representation 
and adaptive numeric processing can lead to a robust modeling system. Various 
applications of fuzzy neural integrated systems may be cited [9][10][11]. Many 
neurofuzzy systems use B-spline (Brown et al. 1995) or Gaussian (Wang. 1994) basis 
functions [9][11]. Adaptive B-spline based neurofuzzy system uses algebraic operators 
and B-spline fuzzy membership functions to simplify the overall system, produces 
more transparent models. Signal features can be treated as fuzzy sets, which can then be 
represented by fuzzy membership functions. Here, B-spline basis functions, piecewise 
polynomials of order k, are used to represent fuzzy membership functions. The order 
and the knot vector determine the smoothness and shape of the basis functions. The 
knots partition the input space into a series of intervals on which the basis functions are 
defined. Multivariate B-spline basis functions are formed by taking tensor production 
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of n univariate basis functions, where only one univariate function is defined on each 
input axis. The multivariate basis functions are then defined on a lattice, which is 
generated from the projection of all the individual knot vectors parallel to the remaining 
input axes.  The relation between signal features and tool wear values can be 
represented by a fuzzy rule. The union (fuzzy OR) of a group of fuzzy rules is called a 
fuzzy algorithm in which the knowledge of a fuzzy system is stored. So the set of all the 

confidences ijc  (rule confidence matrix) illustrates the complex relation between the 

input space and the output of the system. To fulfill the fuzzy rule set, functions must be 
chosen to implement the fuzzy logic functions, AND, OR, IF ( ), THEN (), etc. Recent 
research shows that the algebraic operators, sum and product, can produce smoother 
output than the traditional truncation operators, min and max [9][10]. Here, B-splines 
are used to implement the fuzzy membership functions. Singleton fuzzy sets are used to 
represent the crisp input. Algebraic operators are chosen to accomplish the fuzzy logic 
functions and the diffuzzification is realized by using a centre of gravity algorithm, and 
the rule confidences are normalized. The structure of the neurofuzzy system is shown in 
Fig. 5. In the figure, the multivariate fuzzy input sets (termed as basis functions ) are 
defined on a lattice in the input space. The weight of a basis function is an estimate of 
the value of the network's output; given that the input lies within the set. The output of 
the network is linearly dependent on the weight set. This network structure allows an 
efficient linear learning strategy like Conjugate Gradient to be used to adapt the 
weights for optimal performance. The neurofuzzy system can be a powerful tool for 
cutting tool condition monitoring. In the training process, for all the signal features of 
each model (cutting tool with standard wear value ), a group of feature values are put 
into the neurofuzzy network as the training input. A fuzzy rule base is then established 
to describe the mapping between the systems input and output states. So in the practical 
condition monitoring process, it can recognize the incoming feature pattern and 
associate the pattern with different models with corresponding classification 
confidence. 

6   Fusion on Two Levels 

To make the tool condition monitoring system more reliable, fusion on two levels is 
employed in this study. The first level is sensor fusion. The monitoring system is 
equipped with four kinds of sensors and multi-sensor signal features are fused by the 
intelligent data processing process. The second fusion is on a higher level: the fusion of 
two pattern recognition algorithms. It should be noticed that the two proposed 
algorithms have different characteristics and they can describe the tool wear process 
from different view points. The former has quite reliable recognition results, but in 
some cases the confidence of the classification may not be as high as it should. The 
latter is quite accurate for most circumstances but exceptionally, where the rule base 
is not perfectly complete, the system may refuse to classify some individual objects. 
The authors of this paper argue that by combining the two algorithms to establish a 
fused pattern recognition process the tool wear classification results can be more 
reliable and this idea is supported by large amounts of experiment results. 
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Fig. 3. Algebraic neurofuzzy network 

7   Fuzzy Neural Hybrid Pattern Recognition System 

The fuzzy neural hybrid pattern recognition system is established by the integration of 
the fuzzy driven neural network and the algebraic neurofuzzy network. Both the two 
systems provide the similarities between the object and different models and classify 
the object to the most similar model with a certain confidence value. These two 
confidence values are not necessarily equal, but combining them provides a more 
reliable and accurate result. A threshold is set by considering the difference between the 
classification confidence values and tool wear values of the two classification results. 
Should the two pattern recognition processes give different results, the system averages 
the results when the difference is within threshold and refuses to do the classification if 
the threshold is exceeded. The failure of the classification shows the incoming data is 
too noisy or the networks have not been fully trained and need to be improved. By 
doing this, the reliability of the classification process is improved. 

Signal collected under 200 representative cutting conditions have been processed to 
verify the proposed fuzzy neural hybrid system (Experiments were partly carried out in 
the Advanced Manufacturing Lab. of Southampton Institute, U.K.). The system 
showed very good classification accuracy and reliability (successful recognition rate of 
higher than 97% with confidence of higher than 85%).  

8   Conclusions 

An intelligent tool condition monitoring system has been established. Tool wear 
classification is realized by applying a unique fuzzy neural hybrid pattern recognition 
system. On the basis of this investigation, the following conclusions can be made. 
Power consumption, vibration, AE and cutting force sensors are applicable for 
monitoring tool wear in metal cutting process. Many features extracted from time and 
frequency domains are found to be relevant to the changes of tool wear state. The 
developed hybrid neurofuzzy networks have a simplified structure and produces better 
and more transparent models than a general fuzzy system. Armed with the advanced 
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pattern recognition methodology, the established intelligent tool condition monitoring 
system has the advantages of being suitable for different machining conditions, robust 
to noise and tolerant to faults. 
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Abstract. Using a back-propagation neural networks algorithm and accelero-
meter sensor technique, this research developed an in-process surface roughness 
adaptive control (IPSRAC) system in turning operations. This system not only 
can predict surface roughness in real time, but can also provide an adaptive feed 
rate change in finishing turning to ensure the surface roughness can meet 
requirements. 

1   Introduction 

Surface roughness is an important indicator of quality of parts produced in turning 
operations since it may affect the aesthetic appeal of the machined part, the fatigue 
stress of the assembled part, economic costs, etc.  The complex nature of turning 
decides that surface roughness can be influenced by a number of factors, such as 
cutting parameters, workpiece characteristics, tool geometry, and tool conditions [1], 
[2], [3]. If any of these factors shift from design specifications, the end product could 
vary from the desired specification. Traditionally, standard surface roughness 
monitoring depends heavily on stylus instruments [2]. However, as an offline quality 
monitoring technique, this method is a post-process approach as turning operations 
must be paused; therefore, it does not allow users to take full advantage of the CNC 
machines’ merit.  Since the 1980s, research has shifted to online or real time surface 
roughness prediction, which involves the modeling of surface roughness by 
incorporating a variety of machining parameters and machining process signals. For 
example, Lee & Tarng [4] and Ho et al. [2] employed a computer vision system to 
estimate the surface roughness of turned parts. In applying a neural networks 
algorithm, online surface roughness recognition models have been developed by 
including vibration or cutting force signals [1], [5]. Although these systems can 
recognize surface roughness without stopping the machining operation, they cannot 
correct the error. Therefore, there is a need to move the research of online surface 
roughness recognition to the new stage of developing an in-process surface roughness 
adaptive control (ISRAC) system that is able to automatically recognize a part’s 
surface finish and further adjust process parameters while the finishing turning is in 
process to ensure the surface quality. In order to develop such an ISRAC system for 
turning operations, two important components must be considered: a real-time sensor 
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technique for collecting cutting process signals related to surface roughness and a 
decision-making mechanism algorithm. A number of studies demonstrated that 
vibration signal plays an important role in influencing surface finish in turning 
operation [1], [6], [7], [8], [9]; therefore, an accelerometer sensor was selected in this 
study to detect vibration signals. The previous reviewed research also revealed that 
neural networks are an effective strategy for dealing with the non-linear and 
multivariable turning processes.  In summary, this study attempts to develop an in-
process artificial neural network-based surface roughness adaptive control 
(INNSRAC) system by incorporating real-time 3-D vibration signals. This system 
will be able to evaluate the surface quality of the turned parts and adaptively provide 
the feed rate change in order to consistently produce parts that meet specifications, 
since feed rate is the most significant factor affecting surface finish [1], [2], [5], [9], 
[10] and [11]. 

2   Artificial Neural Networks System 

A neural network is a parallelly distributed information processing structure that 
mimics the human brain and the ability of nervous processes to learn from examples 
or mistakes [10]. Neural networks, based on their biological counterparts, attempt to 
model the parallel distributed processing nature of the human brain. In the simplest 
case, one neuron sums the weighted inputs ( iwix ), passes the result through a non-

linear transfer function, and provides an output iY    

)
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0
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−

=
−=
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i ixiwfiY θ , (1) 

where θ  is the internal threshold of a neuron and f  is the non-linear transfer 

function, which is usually defined as 
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A neural network follows a networking structure in which a set of artificial neurons 
are connected to each other through input and output. Each neuron in a layer receives 
weighted inputs from the neurons in the previous layer. The outputs of this neuron are 
the inputs to several other neurons in the following layer, which forms a network.  
Beyond the input and output layers, several other layers of neurons, called hidden 
layers, might be needed to build an effective neural network that is capable of solving 
problems. 

Among the variety of neural network algorithms, back-propagation (BP) is the 
most commonly used for pattern recognition due to its simplicity and reasonable 
speed [11]. The training procedure is iterative, usually involves trial and error for a 
BPN, and consists of the following steps [12]: 

Step 1: Initialize weights and offsets starting from a small random value. 
Step 2: Present input variables and output variables to the neural network model.  

Step 3: Calculate the actual outputs, my . 
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Step 4:  Calculate the error between the output, my  from the neural network and the 

desired output, md  by E  

−=
m n nmdnmy

m
E 2),,(

2

1 ,                                              (3) 

where m is the number of neurons in the output layer, and n is the number of 
training data set. If E is smaller than the required accuracy, then no other 
learning procedures are needed.  

Step 5:   If E is larger than the required accuracy, adjust the weights of the networks  
Step 6: Repeat steps 3-6 until the error of the entire set is less than the required 

accuracy. 

3   Structure of the INNSAC System 

The INNSAC system in Figure 1 includes two subsystems: an in-process neural-
network-based surface roughness prediction (INNSRP) subsystem and an in-process 
neural network-based adaptive parameter control (INNAPC) subsystem. As the 
turning process starts, the accelerometer sensor simultaneously records the cutting 
vibration in X, Y, and Z directions. When the turning is in process, the INNSRP 
subsystem is able to predict the workpiece’s surface roughness ( P

aR ) based on cutting 

parameters and the changing trends in cutting vibration.  If P
aR  is better than the 

desired surface roughness D
aR  ( P

aR < D
aR ), the turning process will continue. If it is 

worse ( P
aR > D

aR ), the detected surface roughness difference aR∆  will trigger the 

INNAPC subsystem to function.   

D
a

P
aa RRR −=∆  (4) 

As feed rate is the most significant cutting parameter influencing surface roughness, 
the INNAPC subsystem will provide the adaptive feed rate change ( Fr∆ ).This output 
will be sent back to the turning operation in order to create products that meet 
customer needs. 

INNSE subsystem
Accelerometer Sensor

3-D vibration 

D
a

P
a RR

N

Yes

P
aR

Continue Operation

INNAPC subsystem

Cutting 
Parameters

D
a

P
a RRaRFr

D
aR

Turnin
g machine 

 

Fig. 1. The structure of the INNSAC system 
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4   Methodology 

This section describes the experimental setup and design for the proposed in-process 
neural network-based surface roughness adaptive control (INNSRAC) system. The 
procedure employed to build up the system is also included.   

The experimental hardware setup as shown in Figure 2 for this study includes a 
Storm CNC lathe (Fanuc Series 21i-T), an aluminum workpiece, a 3-axis 
accelerometer sensor (PCB Piezotronics, Inc.), a PCB battery power supply, and a 
DaqBook 100 data acquisition system (IOtech, Inc), an A/D board for converting data 
from analog to digital, and a PC for saving data. A Stylus profiler (Federal 
PocketSurf) is used for measuring roughness offline. The surface roughness is 
measured four times at different spots around the turned surface, and the average 
value is taken as the surface roughness. Tool wear is controlled by applying a brand 
new insert (CCGT432-AF) for collecting the experimental samples and randomizing 
the experimental sequence. Software consists of the following components: 

1. An NC program that directs the CNC turning machine to cut the workpiece. 
2. DaqView 11.8 (IOtech, Inc.), which records vibration signal.  
3. JMP statistical program for correlation analysis  
4. Microsoft Excel, which prepares the data for training neural network.  
5. Neural network training software package. 

 
 

PCB Battery 
Power Unit

A/D BoardPersonal Computer  

Accelerometer
Tool holder

Workpiece  

 

Fig. 2. Experimental setup for the INNSRAC system 

A full factory design is used in the experimental design and spindle speed; feed rate 
and depth of cut (all cutting parameters) are the experimental factors. Spindle speed is 
set at three levels (2500, 3000 and 3500 revolutions per minute (RPM)), feed rate at six 
levels (0.002, 0.0034, 0.0048, 0.0062, 0.0076, 0.009, 0.0104, and 0.0118 inch per 
revolution (IPR)), and depth of cut at three levels (0.006, 0.012 and 0.018 inch). Each 
experimental combination is conducted twice. A total of 144 raw data sets were 
collected in the experiment. One turning insert will be used in the whole experiment 
process to better control the variation caused by different tools. In order to eliminate 
the systematic bias incurred by cutting sequence on surface roughness, the cutting 
sequence of the samples were randomized. The output of this subsystem is surface 
roughness. Besides the cutting parameters such as spindle speed, depth of cut, and feed 
rate, the inputs of this subsystem also include the significant vibration signals. The 
Pierson correlation analysis was carried out to determine the best representative 
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vibration factor. As seen in Table 1, all the vibration signals have significant 
correlation coefficients. An informal analysis of the trends in the data also indicated 
that vibration in all three directions is affected by depth of cut and spindle speed.  To 
avoid multi-linearity, only the vibration with the highest correlation coefficient, Vz, is 
selected as an input. The artificial neural networks structure of the INNSE subsystem is 
presented in Figure 1. After the input variables of the INNSRP subsystem were 
identified, the neural network model for surface roughness prediction subsystem was 
trained following the training procedure as described in Section 2.  The weights and 
offsets were initialized as 0.3 and 0.5 in the first training cycle, respectively. The 
acceptable accuracy of root mean square (RMS) was set at 0.05. The number of 
neurons in the hidden layers was determined through the trial-and-error method.  

Table 1. Pearson correlation analysis of cutting parameters with the response 

Variable Pearson Correlation Coefficient* 
SP -0.0213  
FR 0.9516 ** 
DC -0.0010  
Vx 0.7637 ** 
Vy 0.7369 ** 
Vz 0.8488 ** 

  *Response = Ra
. 

**Significantly different from 0, with α = 0.01. 

After establishing the surface roughness model, an additional 24 samples were 
produced to test the performance of the proposed INNSRP subsystem. All the cutting 
parameter conditions were set within the experimental range, but differed from those in 
the experimental runs. The average prediction accuracy in this study was 93.5%, with a 
0.3% standard deviation. This prediction accuracy rate suggests that the next subsystem 
should be developed for adaptive control system. The inputs of this subsystem include 
the spindle speed, feed rate, depth of cut, the Z direction vibrations and the recognized 
surface roughness difference, and the output is the adaptive degree of feed rate change. 
The structure of the INNAPC subsystem is demonstrated in Figure 1. The number of 
neurons in the hidden layers will be decided in the training process. To train this neural 
network model, two important observations were prepared. One was the detected 
surface roughness (

aR∆ ) and the other was the feed rate change ( Fr∆ ). To do so, the 

raw 72 cutting combinations were reorganized into nine data subgroups, each of which 
had the same spindle speed and depth of cut, but different feed rates. For example, 
subgroup #1 had 2500 RPM×0.006 inch, but had a feed rate from 0.002 through 0.0118. 
Within each subgroup, each sample was compared with every other sample. The larger 
measured surface roughness was assumed to be the predicted value ( P

aR ) recognized by 

the INNSRP subsystem, while the smaller, actually-measured surface roughness was 
assumed to be the desired surface specification ( D

aR ). In this way, theoretically, 28 

(= 8
2C ) observations can be formed for each subgroup, and a total of 252 (=9 6

2C ) 
observations can be used for training the INNAPC subsystem. Once the training data 
are ready, the BP training procedures are followed to train the INNAPC subsystem 
until the RMS accuracy is reached.  
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5   Testing of the Completion of the Study 

Integrating the INNSRP and INNAPC subsystems, the IPSRAC system was 
established for testing. When testing, first the workpiece was cut in half lengthwise 
and the INNSRP subsystem then provided a predicted surface roughness according to 
the surface roughness desired by customer.  The INNAPC subsystem then generated 
the adaptive feed rate change Fr∆ . By applying this Fr∆ , the remaining half of the 
workpiece was cut.  The surface roughness after applying Fr∆  was then measured to 
see if it met the requirement.  The overall success rate was then evaluated by the 
percentage of successful testing out of the total number of test runs. 
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Abstract. For design of micro spring based vertical type probe card, accurate 
micro spring tension force modeling is essential to guarantee the probe testing 
performance and reliability. In this paper, neural network based micro spring 
model was developed to find optimal spring height and shift value for appropri-
ate tension force.  Modeling results are applied to design and fabrication of ver-
tical type probe card using 80µm and 100µm tungsten wires for micro spring 
type probing on silicon substrate. Compare to conventional statistical modeling 
scheme, neural network based model showed superior modeling accuracy with 
limited a priori information. Proposed high pad density probe card can be ap-
plied to high-density multi-die testing as well as advanced bumping type chip 
test. 

1   Introduction 

As the increase of device complexity and performance, number of signal input/output 
pads is drastically increased and it leads the difficulties on wafer level chip test.  
Therefore, for wafer level chip testing, successful development of probe card for 
high-density input/output pads has been considered as one of the crucial steps.  Cur-
rently developed probe cards are mainly divided into three types, horizontal type 
probe card, MEMS (micro electro mechanical systems) type probe card, and vertical 
type probe card.  The horizontal type probe cards are the most common in probe card 
design for last few years [1], [2]. However, with the limitations of probe stacking 
capability and tension control uniformity, the horizontal type probe cards cannot be 
applied to high density ICs (integrated circuits) such as high performance microproc-
essors and SoC (system on chip) type ICs. To overcome this limitation, semiconduc-
tor fabrication technique based MEMS type probe card design is considered as an 
alternative way for future probe card technology standard [3], [4]. Although it allows 
                                                           
* Corresponding author. 
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higher probing density, most of currently developed MEMS type probe cards still 
have several technical difficulties and limitations. For example, cantilever type 
MEMS probe cards can support relatively low level of tension force and it leads 
higher contact resistance. Another problem is bonding of silicon probe and PCB 
(printed circuit board) for electrical interconnection since the via formation on silicon 
probe card to PCB requires very high-density interconnections on limited space.  
Beside these technical difficulties, manufacturing cost of MEMS type probe card is 
too high to widely used [5].  In contrast, the vertical type probe card requires compa-
rably lower fabrication cost than MEMS type probe card. However, accurate tension 
force control capability for reliable probing quality is big obstacle to fabricate. In this 
paper, new micro spring based vertical type probe card design is proposed. To fabri-
cate micro spring based vertical probe, tungsten wires are vertically connected on 
ceramic board. To control the tension force of micro spring, neural network based 
micro spring model was designed to find optimal spring height and shift value for 
appropriate tension force. Modeling results are applied to design and fabrication of 
vertical type probe card using 80µm and 100µm tungsten wires for micro spring on 
silicon substrate.  

2   Design of Vertical Type Probe Card Module 

The proposed vertical type probe card is mainly divided into four parts, ceramic 
board, stiffener, bridge, and micro-spring using tungsten wire as shown in Figure 1. 

 

Fig. 1. A cross-section of proposed micro spring based vertical type probe card 

2.1   Design of Ceramic Board 

As shown in Figure 1, tungsten wire passed through the ceramic board for electrical 
probing of test sample. For this, the ceramic board must have holes that aligned to pad 
location of tested sample. The role of the ceramic board is guide each probe located 
on exact right upside of pad location. However, to allow tension force on tungsten 
wire, hole diameter must slightly bigger than diameter of tungsten wire and it made 
misalign between probe and pad location. For example, insertion of tungsten wire 
with 80µm diameter and 1200µm diameter height on ceramic hole of 90µm diameter 
made 10.5µm of misalign on pad location as shown in Figure 2. To compensate this 
error, offset values are added to origin of ceramic hole coordinates. 
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Fig. 2. Misaligned error caused by diameter difference between ceramic hole and tungsten wire 
(unit: mm) 

2.2   Design of Micro Spring Bridge 

The micro spring bridge on the top of probe card takes a role to sustain tungsten wires 
inserted in ceramic holes. As shown in Figure 3, the shapes of tungsten wire depend 
on the thickness of bridge and bridge hole size. For example, if thick bridge has small 
bridge holes, then micro springs have shapes of  in Figure 3. To minimize contact 
resistance in probing stage, probe needle requires tension force to allow acceptable 
amount of overdrive (OD).  The amount of tension force varies on shapes of micro 
spring and they are selected by types of testing devices. 

 

Fig. 3. Shapes of micro spring after overdrive is applied 

2.3   Design of Micro Spring for Tension Control 

Proposed probe card used vertically aligned tungsten wire as a probe needle.  If OD is 
applied to tungsten wire, it acts like micro spring that has tension force and restitution 
force. The tension force is controlled by height of micro spring (H), shift (S), and the 
diameter of micro spring (D) as shown in Figure 4. For accurate probing, tension 
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force control is crucial and control of tension force uniformity is very critical since 
recently fabricated chips with higher probe density require tight testing margin.  For 
design of probe needle stage, every tension force values should be predictable for all 
the range of H, S, and D.  For this, accurate tension for model is required and it can 
not only reduce probe card design time and cost but also guarantee the probing qual-
ity.  Traditionally, statistical modeling method such as regression modeling scheme is 
widely used for tension modeling.  However, modeling accuracy is not high enough 
and also statistical methods require lots of designed experimental data which are not 
cost effective.  In this paper, neural networks are used to find relation between tension 
force and probing conditions including D, H, S, and OD. 

 

Fig. 4. Three variables of micro spring for tension control 

3   Modeling Results 

For modeling of micro spring tension force, three layered feed-forward error back-
propagation neural network (BPNN) is applied and network weights were updated 
after each training vector (by “training by vector” method).  Three micro spring pa-
rameters (H, D, and S) and OD values are used as network inputs and the network 
outputs are scaled tension force values.  Table 1 shows the ranges of modeling input 
parameters.  Based on the systemic statistical experiment, network learning parame-
ters (learning rate, momentum) and structure (number of layers, number of hidden 
neurons) were optimized. Also, to optimize transfer function of BPNN, three kinds of 
log-sigmoid, tan-sigmoid, and linear-sigmoid functions are tested and log-sigmoidal 
transfer function showed best modeling results. 

Table 1. Ranges of modeling input parameters 

Parameter Range Units

Height (H) 8~12 mm 

Shift (S) 5~7 mm 

Diameter (D) 80~100 µm 

Overdrive (OD) 10~250 µm 
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Pre-tested 300 tension force data were used for network training, and untrained ex-
tra data were used as test sample data.  To evaluate prediction capability, performance 
of conventional multiple regression modeling scheme was compared with prediction 
results of proposed neural process model.  The modeling performance was measured 
by the root mean squared error (RMSE), σ is calculated as shown in Equation (1). 

( )
=

−
−

=
n

i
ii yy

n 1

2ˆ
)1(

1σ  (1) 

In this equation, n , iy , and iŷ represent the size of the test set, the measured tension 

force, and the model prediction value, respectively. 
As shown in Table 2, the proposed neural based model showed only 1.36g of  

prediction RMSE and it shows 4.89g of improvement as compared to statistical pre-
diction model using multiple regressions.  Regardless of the RMSE improvement, the 
remarkable point is that proposed neural network model fits to entire tension force 
ranges without any bias as shown in Figure 5. In contrast, multiple regressions 
showed good modeling results only for limited ranges because of non-linearity nature 
of micro spring tension force. 

 

Fig. 5. Comparison of neural networks vs. multiple regressions model prediction results  

Table 2. Prediction RMSE comparison 

 Proposed model 
Multiple  

Regressions 
% Improvement 

RMSE 1.36g 6.25g 78.2% 

4   Conclusions 

In this paper, micro spring based vertical type probe card is designed and fabricated 
for high pad density testing.  For tension force control, neural network based micro 
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spring model was designed to find optimal spring height and shift value for appropri-
ate tension force. Modeling results are applied to design and fabrication of vertical 
type probe card using 80µm and 100µm tungsten wires for micro spring on silicon 
substrate. Compare to conventional statistical modeling scheme, neural network based 
model showed superior modeling accuracy and fits to entire tension force ranges 
without any bias with limited a priori information.  With completion of this work, 
proposed model based vertical type probe card design method can be applied to multi-
die testing scheme as well as bumping type chip test. 
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Abstract. With the characteristics of ANN’s strong capability on nonlinear 
approximation, a new method by combining an artificial neural network with 
back-propagation learning algorithm and modal analysis via finite element 
model of cracked rotor system is proposed for fast identification of crack fault 
with high accuracy in rotating machinery. First, based on fracture mechanics 
and the energy principle of Paris, the training data are generated by a set of FE-
model-based equations in different crack cases. Then the validation of the 
method is verified by several selected crack cases. The results show that the 
trained ANN models have good performance to identify the crack location and 
depth with higher accuracy and efficiency, further, can be used in fast 
identification of crack fault in rotating machinery. 

1   Introduction

Rotating machinery, such as steam turbo, compressor, aeroengine and blower etc., are 
widely used in many industrial fields. The fault identification and diagnosis of 
rotating machinery, i.e. rotor system, have become a vigorous area of work during 
past decade[1].  

Among the important rotor faults, the crack fault, which can lead to catastrophic 
failure and cause injuries and severe damage to machinery if undetected in its early 
stages, is most difficult to detect efficiently with traditional methods like waveform 
analysis, orbital analysis etc. Although the dynamic behaviors of rotor with transverse 
crack have been studied relatively enough[2], [3], [4], [5] and many methods have 
been introduced to detect crack(s) for non-rotating structures, they are not very 
suitable for fast identification of cracks in rotating machine.  

In the paper, based on the truth of the change of the mode shapes of the cracked 
structure - the most obvious effect of a structural crack, a new method, as shown in 
Fig.1, by combining accurate FE (Finite Element) model of rotor with transverse 
crack(s) and artificial neural network (ANN) is proposed to identify the location and 
depth of a crack in rotating machinery. Initially the accurate FE model of the object, a 
rotor system with a localized transverse on-edge non-propagating open crack, is built 
to produce the specific mode shape. Then a set of different mode shapes of a rotor 
system with localized crack in several different position and depth, which will be 
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treated as the input of the designed ANN model, can be obtained by repeating the 
above step. To insure the accuracy and quickness of the training process for the 
designed ANN model, a nonlinear model of a neuron is employed and a back-
propagation learning algorism with Levenberg-Marquardt method is used. At last, 
with several selected crack cases, the errors between the results obtained by using the 
trained ANN model and FEM ones are compared and illustrated at last.  

Fig. 1. Flow chart of identification scheme 

2   Modes Calculation Based on FE Model of the Rotor System with 
a Transverse Crack 

A type of rotating machinery classified to the category with high speed and light load, 
can be considered as a jeffcott rotor, as shown in Fig.2.  

Fig. 2. A single-span-single-disc (jeffcott) rotor system 

It is assumed that the crack changes only the stiffness of the structure whereas the 
mass and damping coefficients remains unchanged. Cracks occurring in structures are 
responsible for local stiffness variations, which in consequence affect the mode 
shapes of the system. The finite element model of rotor system with a transverse crack 
and a single centrally situated disc, and also the geometry of the cracked section of 
the shaft are shown in Fig 3. 
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Fig. 3. The FE model of the rotor system and the geometry of the cracked section of the shaft 

2.1   Calculation of Total Stiffness Matrix of the Crack Element 

According to the fracture mechanics and the energy principle of Paris, the additional 
strain energy due to a crack is given by the following equations: 

AAJU
A

= )d( . (1)

where )(AJ  is strain energy density function with only bending deformation taken 

into consideration and is expressed as: 

2
I'

1
)( K

E
AJ = . (2)

where )1/(' ν−= EE , ν  is the Poisson ratio and IK  is the stress intensity factors 

corresponding to the bending moment M  in plane crossing the axis of the beam 
The expression of IK  is

)/(2I hzFzK πσ= . (3)

where 422 /4 RRM ησ −= , 222 η−= Rh  is the local height of the strip, and  

)2/cos(

)]2/sin(1[199.0923.0

2
tan

2
)(

4

2 hz

hz

h

z

z

h

h

z
F

−+= .
(4)

Substituting the Eq. (2)~(4) into Eq. (1), the local flexibility due to the crack in the 
ξ -axis direction can be written as 
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where b is the crack width ( 22 )( aRRb −−= )[6], z is the local depth of crack strip. 

The similar expression of local flexibility in the η -axis direction can be written as 
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Now we can get the local flexibility matrix C1 of the element with a crack 

=
η

ξ

c

c

0

0
1C .

(7)

Here, the coupled flexibility is neglected since it is much less than the element in the 
main diagonal of the C1. Let C0 is the flexibility matrix of uncracked shaft element. 
The total flexibility matrix C is expressed as 

10 CCC += . (8)

Thus, the total stiffness matrix of the crack element is written as 

TTCTK =c . (9)

where T is the transformation matrix and given by 

−
−−
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1010
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2.2   FE Modeling of the Rotor System  

Assembling all the element mass, damping and stiffness matrices of the rotor system 
in stationary coordinate system, the equation of motion in stationary coordinate is 

FKCM =++ zzz . (11)

where M, C, K and F are total mass, damping, stiffness and external exciting force 
matrices of rotor system respectively. z is the displacement of the element node. 

2.3   Mode Shape of the Rotor System 

For the rotor system considered in the paper, each beam element has two nodes and 
each node has two degrees of freedom representing transverse and deflecting 
displacements of the corresponding cross-section. Here, only the mode shape in the 
ξ -axis direction is discussed by assuming the rotor system is rigid supported at the 

bearing position.  
The mode shape can be obtained by solving the homogeneous part of Eq.11 

without considering the effect of the damping. 

0=+ xx KM . (12)

Substituting )sin()(
ii

i
i tAx ϕω +=  into Eq.12, we get 

0)( )(2 =+− i
i AKMω . (13)

where iω  and )(iA  is the i-th nature frequency and eigenvector (mode shape). 
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3   Artificial Neural Network Design 

The architecture of a typical ANN model with back-propagation algorithm (BPA), as 
shown schematically in Fig.4, is found to be efficient and perform well in many 
practical applications [7]. During the training process, the weights moved in the 
direction of the negative gradient, and together with biases of the network are 
iteratively adjusted to minimize the network performance function - mean square 
error (MSE), which is the average squared error between the network outputs and the 
target outputs. The Levenberg-Marquardt back-propagation algorism and Nguyen-
Widrow function [8] are used in the ANN training and initialization of weights and 
biases of the hidden layer for faster convergence and accuracy.  

The rotor system discussed in the present study, consisting of a 10 mm diameter 
shaft carrying a centrally situated steel disc with 50 mm diameter and 5 mm width, is 
divided into 12 elements as shown in Fig.3. Using the method described before, the 
modes of different cases are calculated by introducing a transverse crack deliberately 
in the middle of certain element, as shown in Fig.5. For the central symmetry of the 
rotor system, only the modes with crack in first 6 elements are illustrated. 

Fig. 4. The architecture of a BP ANN model 

(a) modes of rotor system with crack in No.1 element  

Fig. 5. The 1st, 2nd and 3rd modes of rotor system when crack in different element 
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(b) modes of rotor system with crack in No.2 element 

(c) modes of rotor system with crack in No.3 element 

(d) modes of rotor system with crack in No.4 elementr

(e) modes of rotor system with crack in No.5 element 

(f) modes of rotor system with crack in No.6 element 

Fig. 5. (continued)
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In each case, the modes corresponding to a/R ratios from 0.01 to 1 at a interval of 
0.01 are the vectors consisting of 13 elements, which represent the amplitude of each 
node in the x -direction. The network architecture is built in terms of the numerals as 
NI, NH1, , NHn and NO, which denotes the number of neurons in the input layer, Hn

th

hidden layer and output layer respectively. The input and target output for training are 
expressed respectively as P=[P1 P2 Pn] and T=[T1 T2 Tn], where Pi=[p1 p2

pm]13 m (i=1, 2, n), denotes the modes matrix corresponding to crack at a certain 
position with m  kinds crack depth; Ti=[t1 t2 tm]12 m (i=1, 2, n), denotes the 
crack depth vectors corresponding with different position. That is to say, the target 
output vector is filled with values equal to 0 or a number between 0 and 1, and a value 
not equal to 0 is symbolic of the localization and depth of a crack. For example, the 

column vector T
112]05.000[ ×  indicates the presence of a crack with a a/R 

ratio equal to 0.5 in the middle of No. 3 element.  
Since the dimensions of input and output vectors have been decided, the ANN 

needs to have a 13-(NH1…NHn)-12 architecture. But how many hidden layers and 
neurons in each hidden layers should be adopted has not a routine way to decide. 
Here, a single hidden layer with 20 neurons is designed for the following training 
process and proved to perform well with proper training data. 

4   Training and Validation of the ANN 

The training process can be started with the prepared training data and ANN model. 
To evaluate the effects of training data on the success of crack identification, 
different training scheme is designed. That is to say, with total 12 shaft elements and 
100 kinds of depth in each element corresponding to any type of 3 modes, the 
training data are arranged at intervals of 0, 1, 2, … and 14 respectively. Thus, 15 
ANN models corresponding to each mode are trained. Obviously, ANN models 
trained with an interval of 0 have the best performance of almost zero error for the 
full use of the training data. To compare the performances of the other trained ANN 
models, several crack cases excluded in the training data of different schemes are 
adopted as test cases, and the errors between predicted crack parameters (location and 
depth) and actual ones under different trained ANN models and test cases are 
illustrated in Fig.6.  

It can be seen from Fig.6 that under condition of a given testing case, i.e. with a 
constant crack depth ratio (a/R), the increase of the system modes leads to 
performances of trained ANN models dropping down, and the differences between 
them are more and more remarkable with the decrease of the testing crack depth 
(a/R); under all training schemes, the performances of ANN models trained by 1st

modes training data vary little when the crack depth ranges from 0.4~1. For the little 
effect of a tiny crack on the stiffness of the rotor system, the performances of trained 
ANN models may relatively lower when the training scheme with a large interval of 
training data is adopted. And for the effects of the discs on the modes of the rotor 
system, the errors are magnified with the decrease of the quantity of training data. 
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(a) testing case with a depth ratio (a/R) 0.80

(b) testing case with a depth ratio (a/R) 0.62 

(c) testing case with a depth ratio (a/R) 0.48 

(d) testing case with a depth ratio (a/R) 0.32 

Fig. 6. Performances of different trained ANN models with several testing cases (figures from 
left to right in each case correspond to the performances of ANN models trained with 1st modes, 
2nd modes and 3rd modes of the cracked rotor system respectively)

With the method and measured 1st mode shapes of cracked rotor system as shown 
in Fig.2, the crack location and depth can be identified quantificationally to a good 
degree of accuracy with the trained ANN models. 
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5   Conclusion 

By combining FE model of the rotor system and ANN models with architecture of 3-
layer and 20 neurons in hidden layer, a novel method to non-destructively identify a 
crack location and depth in rotating machinery is presented in the paper. With the 
ANN models trained by modes, especially the 1st modes of cracked rotor system, the 
given testing crack cases are identified to a good degree of accuracy. It is proved that 
the effectiveness of identification process depends to a good extent on the number of 
training data when the crack is tiny or crack depth is shallow. But it has also been 
found that there are few effects of the quantity of training data on the performances of 
trained ANN models when the training modes are reasonably selected. 

However, for the relative simplicity of ANN models designed here and the 
complexity of 2nd and 3rd modes, the performances of ANN models trained by them 
are limited. Research to improve the crack identification method is continuing as the 
follows: First, more accurate FE model of the rotor system and efficient modes 
measuring method should be developed according to the practical rotor machinery. 
Second, the attempt to apply the method on detecting multiple cracks should be 
conducted, though the single crack case has been studied in the paper. 
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Abstract. The Conventional methods of color separation in computer-based 
machine vision offer only weak performance because of environmental factors 
such as light source, camera sensitivity, and others. In this paper, we propose an 
improved color separation method using fuzzy membership for feature imple-
mentation and a neural network for feature classification. In addition, we 
choose HLS color coordination. The HLS includes hue, light, and saturation. 
There are the most human-like color recognition elements. A proposed color 
recognition algorithm is applied to a line order detection system of harness. The 
detection system was designed and implemented as a testbed to evaluate the 
physical performance. The proposed color separation algorithm is tested with 
different kinds of harness line. 

1   Introduction 

The status of the target is recognized through a suitable digital image processing algo-
rithm or numerical solution. Many aspects of several functions in artificial vision are 
implemented and used for industrial equipment. But, the aspect of color recognition 
still has many problems to be solved. One of the underlying problems is the subjectiv-
ity of measurements that come from several values according to the strength, direc-
tion, and color temperature of light and the quality of the material of an object. We 
normally try to recognize and represent an object as one color, but an object consists 
of many color elements, which together compose natural color. Many intelligent 
methods have been developed to overcome these problems.  

In this paper, we propose a simple algorithm, with a low computational cost, for 
natural color recognition. First, we introduce the HLS color coordination system. The 
HLS color coordinate system is similar to human’s natural color recognition system. 
Second, we use a statistical idea from a fuzzy membership for handle of natural col-
ors. fuzzy memberships based on RGB and HLS information are represented. Third, 
the classification result of each color is computed and compared by neural network 
for color recognition. Finally, the proposed algorithm is applied to the harness line 
color detection system, and the performance is discussed. 
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2   HLS Color Coordination 

2.1   HLS 

HLS color coordination (hue, light and saturation) [1] is based on human color recog-
nition of an object. Hue represents the color frequency. Saturation mixing with white 
and density expresses the luminance or realized brightness of an object. If a target 
color is chromatic, we can obtain that color’s hue value. Using the hue value, we can 
determine the origin of color. The fact that more correct color recognition than RGB 
is possible has been proved by H. Palus and D. Bereska [2].  

2.2   Fuzzification of Color Distribution 

In this research, our color information was acquired from a harness image of nine 
differently colored lines each 100 color elements (pixels). The following among line 
of other colors, red line color information will R, G, B, L and S distributions of each 
line. Fig. 1 (a) is a non-convex form. It does not treat to fuzzy set. Then we connect 
out-line of these distribution plots apply concept to compensate for information that 
was lost by digitizing (It likes an anti-aliasing function) and then changed in form of 
fuzzy membership as shown in Fig. 1 (b). To make these memberships, we made the 
distribution of red, green, blue, light, saturation elements of an acquired natural color 
area. The hue element is remained for another purpose. We don’t make the hue mem-
bership information. The prepared data was used to generate membership information 
through the following calculation: 

SLBGRfori
N

n
iM ,,,,255,,1,0,)( ==µ  (1) 

where Mµ are membership values, n is the amount of membership data and N is the 

amount of whole data.  

 

Fig. 1. Distribution (a) and fuzzification (b) graphs of R, G, B, L, S (red line) - In door, LED  
light source 

2.3   Fuzzy Similarity Measure 

Because we use a statistical idea from fuzzy membership, we need comparative and 
evaluative methods for fuzzy memberships. We introduce fuzzy measures. The meas-
ure of fuzziness is an interesting topic in the fields of pattern recognition and decision 
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theory. The measure of a crisp set can be preformed by classical mathematical study, 
whereas the concepts of fuzzy measures and fuzzy integrals have been proposed by 
Sugeno[3]. Recently, Liu suggested three axiomatic definitions of fuzzy entropy, 
distance measure and similarity measure [4]. Among these definitions, we used fuzzy 
similarity’s concept of color recognition.  

Definition 2.1. [4] A real function s:F2  R+ is called a similarity measure on F(X) if 
s satisfies the following properties: 

(S1) )(,),,(),( XFBAABsBAs ∈∀=  

(S2) )(0),( XFAAAs c ∈∀=  

(S3) ),(),,(max),( , XPDBAsDDs FBA ∈∀= ∈ )(, XFBA ∈∀  

(S4) ),(,),(,, BAsthenCBAifXFCBA ⊂⊂∈∀ ),(),(),( CAsCBsandCAs <≤ . 

where, s means similarity measure, A, B, C and D are fuzzy memberships.   
We used a similarity measure that satisfies Definition 2.1. 
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3   The Color Recognition Algorithm 

In Fig. 2, our proposed algorithm has three stages. There are a fuzzification stage, a 
template matching stage, and a classification stage. The fuzzification stage was intro-
duced in sub-section 2.2. This section introduces remained two stages. 

RGB Split

Line Color Samples

HLS Conversion

R, G, B L, S

Fuzzification

SLBGR µµµµµ ,,,,

std(H)<d?

H, L, S

R, G, B, L, S

Yes

Fuzzy Similarity
Measure  

Recognition Result

End

H

…

No

mean(H)?

Trained-NN

1

More then 1

 

Fig. 2. Algorithm flow-chart for color recognition 
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3.1   Template Matching Using Similarity Measure 

The proposed algorithm uses a selective template matching method by the hue stan-
dard deviation and mean value of an object color area.  First step, we construct tem-
plates. Templates are constructed from memberships of each color’s red, green, blue, 
light, saturation elements. Each 40 sets from every color area are used to construct 
memberships through the following expression: 

)sup( iTemplate µ= ,   40~1:i  (3) 

where 
iµ are i-th membership values. 

In example, Fig. 3 shows the process of light templates from 40 light memberships 
of the red color area. As the result, each color has five templates (red, green, blue, 
light, and saturation). Then, we separate templates into 4 groups as shown in table 1. 
In this research, we have 8 color areas for color recognition from harness lines. We 
define purity-colors those color areas have low standard deviation values under 30 of 
hue. Because of sensitive characteristics of light in CCD sensors, most of dark colors 
have large standard deviation value.  
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Fig. 3. Construction of a template 

Table 1. Template separation by hue 

Hue value TEMPLATE NUMBER Colors 

std(H) 30 Impurity 1 BLACK, GRAY, PURPLE 

-30(330)~ 30  2  BROWN, RED, ORANGE 
30~90 3 YELLOW 
90~210 4 GREEN 

std(H)<30 
 

Purity 
210~270 5 BLUE 

 
If color information came from an unknown color area then the first, we find stan-

dard deviation of hue. For example, if it less then 30 and averaged hue value is 62 
then this unknown data compare with only yellow templates and the algorithm reports 
similarity measure. If, the result is admissible, the algorithm reports color recognition 
result and be completed. But, if it less then 30 and averaged hue value is 0 then this 
unknown data compare with brown, red, and orange color templates and produced 
similarity values goes to the trained neural networks to find a color of input area.  
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3.2   Neural Networks for Color Recognition 

Neural Networks are used for color judgment using reported results of similarity 
measures from several color templates. It is judged by neural networks. For example, 
if an unknown input is an impurity color, then it compared with TEMPLATE 1 in 
Table 1. It has 15 similarity results (5 similarity results for each color). The neural 
network judges color from neural network inputs that consist of these results. The 
input is showed in Table 2. 

Table 2. Inputs for neural networks 

 TEMPLATEs 1 2 
1 Average of input hues Average of input hues 
2 STD of input hues STD of input hues 

3~7 Sim of L, S, R ,G ,B  for Black Sim of L, S, R, G, B for Brown 
8~12 Sim of L, S, R ,G ,B for Gray Sim of L, S, R ,G ,B for Red 

Inputs 

13~17 Sim of L, S, R ,G ,B for Purple Sim of L, S, R ,G ,B for Orange 

 
We select a multi-layer feed forward back-propagation neural network. Network 

parameters are shows in Table 3. The network result is consists of two bit binary 
codes.   Before using the neural network, we have training work. We make 30 training 
input sets for neural network training and training parameters listed in Table 4.  

Table 3. Parameters for neural networks 

Type Feed-forward back-propagation 
Training function Levenberg-Marquardt backpropagation 

Layers 4 
Layers 

1st 2nd 3rd 4th Neurons 
17 24 10 2 

Table 4. Training parameters 

Epochs 100 
Learning rate 0.001 

Num. of training inputs 30 

4   Experimental Results 

We set color templates using these fuzzy memberships in white LED light source  
with indoor condition. The color of harness line that was used in this research includes 
the 9 colors, has blue, black, purple, green, yellow, orange, red, brown, and gray.  
After making membership functions for the 9 colors as templates, five unknown fuzzy 
membership functions that came from each unseen line color was compared with the 
stored templates. These color inputs are purity colors, purity colors (except red like 
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Table 5. Results of color recognition (gray line: NN result) 

Input data Gray line 
Compare TEMPLATE 1 L S R G B 
Black [0, 0] 0.2084 0 0.0219 0.0329 0.0635
Gray [0, 1] 0.2344 0.4468 0.4624 0.5773 0.3813
Purple [1, 0] 0.0044 0.0152 0.2181 0.5549 0.0223
NN-Result [0, 1] 

colors: brown, red, and orange) are well separated to use of hue elements distribu-
tions. The recognition results of the proposed algorithm in TEMPATE 1 case is 
shown in Table 5 for the gray line inputs. 

5   Conclusion 

Current methods of color recognition based on the color information of a pixel or the 
mean value around pixels are applied with difficulty in industrial fields because of the 
subjective measurements that come from several values according to the strength, 
direction, and color temperature of light and the quality of the material of an object. In 
this paper, the proposed algorithm could recognize harness line colors with an HLS 
color coordination system that is similar to human’s color-cognitive process. A fuzzy 
similarity measure of color distribution was employed to compare fuzzy memberships 
in the region of the area of interest.  
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Abstract. An experimental method is designed and proposed in order to 
estimate the non-linearity, test and the calibration of a thermocouple using 
artificial neural network (ANN) based algorithms integrated in a virtual 
instrument (VI). An ANN and a data acquisition board with signal conditioning 
unit designed are used for data optimization and to collect experimental data 
respectively. In both training and testing phases of the ANN, Wavetek 9100 
calibration unit is used to obtain the experimental data. After the successful 
training completion of the ANN, it is used as a neural linearizer to calculate the 
temperature from the thermocouple’s output voltage.  

1   Introduction 

Sensors are one of the most important elements used in many instrumentation circuits. 
They are used in many industrial applications [1] and take a certain form of input 
(temperature, pressure, altitude, etc.) and convert it into readings that can be 
interpreted. Many types of sensors are nonlinear in nature from which a linear output 
is desired. There are many different sensors for temperature measurement and 
thermocouples are the most commonly used [2].  They are preferred in industrial 
applications due to their low cost, wide operation range, fast response time and 
accurate when their peculiarities are understood. Thermocouples have also outputs 
nonlinearly related to temperature. Therefore, sensor modeling and linearization 
techniques are necessary.  To solve the linearization problem of a sensor, there are 
generally two methods proposed. The first one requires nonlinear analog circuit and 
the second uses numerical methods that are computed by microprocessor or computer 
[1-4]. Analog circuits are frequently used for improving the linearity of the sensor 
characteristics, which implies additional analog hardware and typical problems 
associated to analog circuits such as temperature drift, gain and offset error.  Using 
the second method, sensor nonlinearities can be compensated by means of arithmetic 
operations, if an accurate sensor model is available (direct computation of the 
polynomials), or use of a multidimensional look-up table. Direct computation of  
the polynomial method is more accurate but takes a long time for computation, while 
the look-up table method, though faster, is not very accurate [4-7].  
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In recent years, application of ANNs has emerged as a promising area of research 
in the field of instrumentation and measurement [8-12]. It provides a neurocomputing 
approach for solving complex problems especially in nonlinear system modelling 
which the network itself is a nonlinear system. This is extremely useful when the area 
of interest is absolutely nonlinear including the experimental data that is used for 
training. One of the most powerful uses of ANNs is in function approximation (curve 
fitting) [13, 14]. Interpolation based on ANN provides lower interpolation errors 
when compared with conventional numerical interpolation [10, 15].  

In the work we present here, high precision temperature measurement system 
based on ANN approach is proposed. The calibrating data is obtained by Wavetek 
9100 calibration unit that is necessary for the training and the testing phases of the 
ANN.  The hardware and software parts of the system are integrated in a VI used for 
system operation and calibration. The ANN is matched to the calibrating data by 
providing a desired final error. The mean square error between calibration and the 
ANN modeled data is minimized in terms of the structure, number of layers, and 
number of neurons by the developed software. 

2   System Hardware 

A thermocouple generates a voltage proportional to the measurement junction 
temperature at mV levels while the cold junction temperature is constant. In order to 
make an accurate measurement the cold junction temperature must be known. Figure 
1(a) shows the block diagram of the temperature measurement system designed via an 
ANN in the operation phase. It consists of a thermocouple (type E) exposed to a 
desired temperature, including signal conditioning circuit with 16-bit analog to digital 
converter (ADC) and Input/Output interface card interfacing with a computer. The 
designed signal conditioning circuit has a programmable gain instrumentation 
amplifier (PGA204BP) with the gain of 1, 10, 100 and 1000, a 16-bit ADC 
(AD976A), an AD595 monolithic thermocouple amplifier with cold junction 
compensation which is configured as a stand-alone Celsius thermometer and a 4 
channel analog multiplexer (ADG529A) which select the thermocouple or output of 
Celsius thermometer. The AD976A is a high speed, low power 16-bit A/D converter 
that operates from a single 5V supply. This part contains a successive approximation, 
switched capacitor ADC, an internal 2.5V reference and a high speed parallel 
interface. Accuracy of the system depends directly on step size of ADC. With a ±10V 
inputs, one LSB of AD976A is 305 V. When AD595 is used as a Celsius 
thermometer, the thermocouple is omitted, and the differential inputs are shunted 
together to common. In this mode, AD595 generate a voltage with a scale factor of 
10mV/°C and its output is used for cold junction temperature data that the written 
software is used. Some important characteristics of the AD595 are: operation 
temperature range -55 to 125°C; stability vs. temperature: ±0.05°C/°C and sensitivity: 
10mV/°C. Output signal of PGA204BP is digitized by AD976A which its output is 
connected to the I/O interface card and transferred to a personal computer where data 
reduction and optimization are implemented. 
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(a) 

 

(b) 

Fig. 1. Measurement system block diagram: (a) operational phase, (b) calibration phase 

To establish the ANNs weights and biases, during the calibrating phase (ANN 
training phase), Wavetek 9100 calibration unit, with the accuracy of 
±0.006%+4.16µV in the range of 000.000mV to 320.000mV, is connected to the 
terminals of analog multiplexer to generate tabled thermocouple voltages as shown in 
Figure 1 (b). This voltage is used as the input of the ANN, and thermocouple 
temperature without cold junction compensation is the output of the ANN.  In the 
operation phase (Figure 1(a)), in order to make the cold junction compensation, data 
taken from Celsius thermometer output is used. The output value of ANN is shifted 
by the environment temperature that is obtained by Celsius thermometer. Then this 
value is displayed on the VI as the thermocouple temperature. 

The developed VI is used to acquire the data for ANN training phase and to show 
the calculated temperature in the operation phase. Figure 2 shows the front panel of 
the VI. The main features associated with this instrument are: display of the measured 
temperature and corresponding output voltage from conditioning circuit for collecting 
the data in the calibrating phase and actual temperature with cold junction 
compensation in the operation phase. The system is controlled by the software written 
in both operation and calibration phases.  
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Fig. 2. Front panel of the Virtual Instrument 

3   Artificial Neural Network  

ANNs are based on the mechanism of the biologically inspired brain model. ANNs 
are feed-forward networks and universal approximators. They are trained and learned 
through experience not from programming. They are formed by interconnections of 
simple processing elements, or neurons with adjustable weights, which constitute the 
neural structure and are organized in layers. Each artificial neuron has weighted 
inputs, summation and activation functions and output. The behaviour of the overall 
ANN depends upon the operations mentioned on the artificial neurons, the learning 
rule and the architecture of the network. During the training (learning), the weights 
between the neurons are adjusted according to some criterion (The mean square error 
between the target output and the measured value for all the training set falls below a 
predetermined threshold) or the maximum allowable number of epochs is reached. 
Although the training is a time consuming process, it can be done beforehand, offline.  
The trained neural network is then tested using data was previously unseen during 
training.  

MLPs are the simplest and most commonly used neural network architectures [19]. 
They consists of input, output and one or more hidden layers with a predefined 
number of neurons. The neurons in the input layer only act as buffers for distributing 
the input signals xi to neurons in the hidden layer. Each neuron j in the hidden layer 
sums up its input signals xi, after weighting them with the strengths of the respective 
connections wji from the input layer and computes its output yj as a function f of the 
sum, namely 

= )( ijij xwfy  (1) 

where f is one of the activation functions used in ANN architecture.  
Training a neural network consists of adjusting the network weights using different 

learning algorithms. A learning algorithm gives wji(t) in the weight of a connection 
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between neurons i and j at time t. The weights are then updated according to the 
following formula: 

)1()()1( +∆+=+ twtwtw jijiji  (2) 

There are many available learning algorithms in the literature [13-21]. The 
algorithms used to train ANNs in this study are Levenberg–Marquardt (LM) [15, 16], 
Broyden–Fletcher–Goldfarb–Shanno (BFGS) [17], Bayesian Regularization (BR) 
[18,19], Conjugate gradient backpropagation with Fletcher-Reeves updates (CGF) 
[20], and Resilient back-propagation (RP) [21] algorithms.  

3.1   Neural Linearization 

In this paper, the multilayered perceptron (MLP) neural network architecture is used 
as a neural linearizer. The proposed technique involves an ANN to evaluate the 
thermocouple temperature (ANN output) when thermocouple output voltage is given 
as input. Training the ANN with the use of mentioned learning algorithm to calculate 
the temperature involves presenting it with different sets of input values and 
corresponding measured values. Differences between the target output and the actual 
output of the ANN are evaluated by the learning algorithm to adapt the weights using 
equations (1) and (2). 

The experimental data taken from thermocouple data sheets are used in this 
investigation [22]. These data sheets are prepared for a particular junction temperature 
(usually 0°C). The ANN is trained with 80 thermocouple temperatures that is 
uniformly distributed between -200 and 1000°C which is obtained in the calibration 
phase. However the performance of the final network with the training set is not an 
unbiased estimate of its performance on the universe of possible inputs, and an 
independent test set is required to evaluate the network performance after training. 
Therefore, the other data set of 20 thermocouple temperatures that is uniformly 
distributed between -200 and 1000°C, is used in the test process. 

The input and output data tuples are normalized between -1.0 and 1.0 before 
training. After several trials with different learning algorithms and with different 
network configurations, it is found that the most suitable network configuration is 1 X 
7 X 3 X 1 with the LM algorithm. This means that the number of neurons is 7 for the 
first hidden layer and 3 for the second hidden layer respectively. The input and output 
layers have the linear activation function and the hidden layers have the hyperbolic 
tangent sigmoid activation function. The number of epoch is 1000 for training. It is 
important to note that the criteria for too small and too big hidden layer neuron 
numbers depend on a large number of factors, like ANN type, training set 
characteristics and type of application. This topic is still under special attention of 
artificial intelligence researchers today.  

4   Results and Conclusion  

The developed ANN models are trained and tested with the use of different learning 
algorithms called LM, BR, CGF, RP and BFGS to obtain better performance and 
faster convergence with simpler structure. Table 1 shows the errors from the complete 
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learning algorithms used in the analysis for the same network configuration 
mentioned above. When the performances of the neural models are compared with 
each other, the best result for the training and the test are obtained from the model 
trained with the LM algorithm. The training and test errors (MSE, mean square error) 
of the network for the LM algorithm are 0.7x10-9 and 1.3x10-4 respectively. As it is 
clearly seen from Table 1, the next solution which is closer to LM is obtained from 
BR algorithm. Among neural models presented here, the worst results are obtained 
from the RP method for this particular application. It should be emphasized that the 
accuracy of learning algorithms in general depends on selecting appropriate learning 
parameters, network configurations and initializations. 

Table 1. The mean square errors (MSE) obtained from ANN models trained with different 
learning algorithms for the calculation of temperature 

ANN models trained with MSE in training (°C) MSE in test (°C) 
LM 0.7x10-9 1.3x10-4 
BR 0.8x10-9 1.9x10-4 

BFGS 0.6x10-7 1.96x10-2 
CGF 3.7x10-6 4.2 
RP 0.86x10-5 4.9 

Figure 3 represents the percentage test error of the network trained with LM for 
type E thermocouple. As it is clearly seen from Figure 3, the maximum percentage 
error becomes lower than 0.3%. The average percentage error is greater than 0.1% for 
temperatures between -200 and 200°C, the reason being that in this range the 
thermocouples are strongly nonlinear. However, it is obvious for best fit in the range -
200 to 200°C that the number of training data set must be increased. The normalized 
error convergence curves in the learning algorithms used in the analysis for 1000 
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Fig. 3. Percentage measurement error of the ANN trained with LM algorithm 
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Fig. 4. Learning (convergence) characteristics of the ANN for different learning algorithms 
used in the analysis for 1000 epoch 

epochs are graphically shown in Figure 4. For simulating the neural model, the ANN 
is trained, to minimize the MSE. As the learning proceeds, the mean square error 
progressively decreases and finally attains a steady state minimum value as shown in 
Figure 4. 

As a conclusion, a technique for high precision temperature measurement based on 
an ANN model is proposed in this paper. The training process for MLP ANNs is 
performed successfully in this study with the use of LM algorithm which gives the 
best result among other learning algorithms. Gain and offset errors of the signal 
conditioning circuit are automatically cancelled as a consequence of the usage of the 
ANN technique. The proposed method has a large area of applications in all sensor 
based measurement systems where the sensor nonlinearity is the main factor to be 
considered. The technique has a potential future in the field of instrumentation and 
measurement. 
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Abstract. In this paper, an artificial intelligent system to predict the temperature 
distribution of the semiconductor chip with multi-heat sources is presented by 
integrating the back-propagation neural network (BNN) and the computational 
fluid dynamics (CFD) techniques. Six randomly generated coordinates of three 
power sections on the chip die are the inputs and sixty-four temperature monitoring 
points on the top of the chip die are the outputs. In the present methodology, one 
hundred sets of training data obtained from the CFD simulations results were sent 
to the BNN for the intelligent training. There are other sixteen generated input sets 
to be the test data and compared the results between CFD simulation and BNN, it 
shows that the BNN model is able to accurately estimate the corresponding 
temperature distribution as well as the maximum temperature values under 
different power distribution after well trained. 

1   Introduction 

Thermal management in semiconductor electronic and packaging worlds is facing 
increasing challenges in the task of dissipating the heat from integrated circuit while 
still maintaining in the acceptable junction temperatures. The continuous 
miniaturization and intensive application of the electronic devices result in rapid 
increase in the power density on the electronic dies. International Technology 
Roadmap for Semiconductor projections [1] indicates that thermal management 
challenges will significantly increase in the future due to increasing power, decreasing 
junction temperature, and a continuous need to have cost effective solutions. The 
assemblage in small volumes yields a tremendous heat generation even if the heat 
production is low in the majority of electronic devices. The rate of heat removal for 
those components with high heat flux has become very important in order to keep the 
electronics devices at an acceptable operating temperature [2]. Kraus and Bar-Cohen 
[3] introduced the concept to apply the conventional heat transfer to the field of the 
cooling in the electronics cooling. In general, thermal management in the electronics 
includes the levels of the system, heatsink, PCB board, and package. The detailed 
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introduction and review of the basic principle, design, and analysis for the heatsinks are 
shown in the book of Kraus and Bar-Cohen [4]. Mostly in the past, thermal design and 
analysis, the chip power was mostly assumed as uniform distribution. However, in 
modern versatile-function demands and advanced semiconductor chip packaging 
technologies, the chips tend to non-uniform power distribution which increases the 
possibility of damage due to local hot spots. Therefore, a good prediction on the 
maximum temperature of a chip die is important to avoid the thermal damage.   

The computational fluid dynamics (CFD) has been tremendously applied to the 
heatsink design and the heat transfer in the electronic systems [5-7]. But very few 
literatures discussed a chip with non-uniform or multi-hest sources. Goh et al. [8] made 
the Lagrangian interpolation to predict the temperature distribution of a chip die 
divided by 25 heat sources through the one hundred CFD simulations by ANSYS. 
Moreover, they made another 150 simulation data to derive a nonlinear equation and 
optimal estimation via genetic algorithm [9]. However, the coordinate of how sources 
were fixed and not randomly located. Chen et al. [10] integrated the finite element 
method (FEA) and response surface methods to make highly-nonlinear mathematical 
relationships between two and three heat source locations and junction temperatures of 
the chip. However, the mathematic relationships were too complicated to derive in 
many of real problems. 

Even the CFD simulation could reduce the cost and time of the design cycle, but the 
thermal designers still need to make several trial and errors to reach an acceptable result 
in each case. Therefore, a more efficient methodology is desired to conform the 
diversified requirements. BNN (back-propagation neural network) has been 
successfully applied to many fields such as efficiently resolving problems with 
classification and prediction studies [11-15].  

However, very limit literatures could be found to apply neural network to the field 
electronics cooling. Kos [16] tried to use BNN to make the better placement of the 
cooling components of an electronic power system, none applied to the heatsink design 
in the literature. Kuan and Lien [17] developed an intelligent system to make the 
heatsink designs under the combination of the parameters of heatsink length, heatsink 
width, fin thickness, fin gap, fin height, and heatsink base height. In this paper, the 
methodology of integrating BNN and CFD is further applied to make the temperature 
distribution on the chip die with multi-heat sources. 

2   Problem Description 

In this paper, the design on the locations of three dies in a FP-PBGA package type of 
semiconductor chip is presented by predicting temperature distribution via integrating 
BNN and CFD techniques. Figure 1 illustrates the structure, dimensions, and related 
thermal properties of the FP-PBGA package chip. The chip is 42.5mm x 42.5mm x 
3.04mm, with three planar heat sources at the bottom of die. Each heat source is 6.4mm x 
3.6mm and generates 25W heat. The coordinates at the left-bottom vertex of the three 
heat sources, (X1, Y1), (X2, Y2), and (X3, Y3), are the 6 inputs of the intelligent BNN 
system as shown in the Figure 2. In addition, there are 64 outputs of the BNN, which are 
the CFD simulation results on the top surface temperature values of the chip die  
(Figure 3). 
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Fig. 1. The illustration of the structure/dimensions and related thermal properties of the FP-PBGA 
package chip 

 

Fig. 2. The description of six inputs in the intelligent system 

 

temperature monitoring points 
at top die surface (64 points)  

Fig. 3. The 64 temperature monitoring points at the top die surface of the chip 

heat sources 
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3   Basic Theories 

3.1   Backpropagation Neural Network (BNN) 

The neural network has three layers, the input, the hidden, and the output layer. The 
BNN forward learning process optimizes the connection weighting iju  from the input 

layer node ix  to the hidden layer nodes jh  and jkw  from the hidden layer node jh  to 

the output layer node ky  based on the input properties ix . This is shown in equation 2 

and 3: 

( )( )

1
( )

1 input jj input j h
h f h

e
−= =

+
 (1) 

( )( )

1
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1 input kk input k y
y f y
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where ( ) ( )input j ij i j
i

h u x θ= −  and ( ) ( )input k jk j k
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y w h θ= −  represent all inputs to the 

hidden layer node j and all inputs to the output layer node k, respectively; and θ  is the 

bias. The difference between the theoretical output ky  and the actual output kt  is the 

error of the output node k. That is, the neural network error function is ( )k k ke t y= −  

and the cost function is 21
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2 k k
k

E t y= − . The BNN backward learning process 

calculates backpropagation error functions, ( ) (1 )k k k kt y y yδ = − −w
k  and 
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w h hδ δ
=
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3.2   Computation Fluid Dynamics (CFD) 

The CFD is to use numerical process and make the iterative calculation to solve the heat 
and fluid related governing equations. Through the numerical simulation, the fluid 
flow, heat transfer, mass transfer, chemical reactions, and related phenomena could be 
predicted. Fluid flow and heat transfer could be solved simultaneously in the CFD 
process. One of the CFD scheme, finite volume method (FVM) is widely used in the 
computational fluid dynamics field. In the FVM, the domain is discredited into a finite 
set of control volumes or cells. The general conservation (transport) equation for mass, 
momentum, energy, etc., are discredited into algebraic equations. The general 
conversation equation is shown in the Equation 3. The CFD simulation is done by 
Icepak, a finite-volume based CFD software [18]. 

 

V A A V

dV V dA dA S dV
t φρφ ρφ φ∂ + ⋅ = Γ∇ ⋅ +

∂

Unsteady Convection Diffusion Generation 

Eqn.       φ

Continuity    1 

x-mom.      u 

y-mom.      v 

energy       h  
 

 
(3) 
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3.3   The Integration of BNN and CFD 

The present methodology is adopting CFD to run 116 trials under the limitation of 
parameter (geometry) inputs and those input values are random generated. In the 124 
sets of data, 100 are taken as the training data, and the rest 16 are taken as the validation 
data. The accuracy of the BNN model could be estimated after comparison with the 
CFD results. 

4   Results and Discussion 

4.1   CFD Simulation 

In this research, the chip was mounted on a 100.2mm x 114.2mm x1.6mm PCB and 
assumed the thermal conductivity of the PCB is 13W/m-K under 35OC ambient 
temperature. In order to accelerate the calculation speed, the average convection heater 
transfer coefficients were given to surfaces of the heat-spreader and PCB to simulate 
the heat removal to the heatsink from the heat spreader and heat exchange between the 
PCB surface and environment. Figure 4 (a) shows the model boundary conditions of the 
CFD simulation and Figure 4(b) is the temperature contour plot at the top die surface of 
the first training data. 

PCB k=13w/m-K 

hdie= 40420W/m2-K htop_PCB= 11.7/m2-K 

hbottom_PCB= 4.33/m2-K 

(a) CFD Model (b) Temperature Distribution  

Fig. 4. The CFD model and temperature distribution of the die at the first training data 

4.2   BNN Training Results 

Figure 5 is the convergent plot of the BNN training process. After 49951 epochs, the 
BNN model tends to convergent, and MAX error is about 11.73 %, and the RMS is 
about 4.52%. On the other hand, the BNN training module shows a pretty high 
estimated accuracy of 95.48%. Figure 6(a) and (b) are the 3D temperature distribution 
contour plots at top die surface by Icepak and BNN calculations and both are very close 
to each other in shape and values, moreover, Figure 7 illustrates the 3D error 
distribution contour plot at that surface for the first training data, the maximum error is 
5% and RMS error is 2%. In semiconductor chip thermal design, the most important 
thing is to keep the maximum die temperature below the acceptable range. Therefore, to 
make an accurate maximum die surface temperature prediction would significantly 
help the chip inner layout design. Figure 8 is the comparison of the maximum die 
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Fig. 5. The convergent plot of the model under BNN training based on 100 training data, the 
RMS falls into 4.52% and the maximum error is about 11.73% 

 
 

(a) Icepak Results (b) BNN Results 

Fig. 6. The 3D contour plots of the temperature distribution at the top die surface by Icepak and 
BNN results for the first training data 

 

Fig. 7. The 3D contour plots of the error percentage distribution at top die surface by Icepak and 
BNN results for the first training data 
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Fig. 8. The comparison of the maximum die surface temperature between BNN and Icepak 
results for the 100 training data 

surface temperature between BNN and Icepak simulations. The results show the 
average error is 2.93% and maximum error is 9.24% which implies over 97% accuracy 
in the maximum temperature prediction. 

4.3   Validation 

The validation of the intelligent was done by 16 randomly generated training data. 
Figure 9 is the comparison of the maximum die surface temperature between BNN and 

 

BNN vs. Icepak Maximum Die Surface Temperature for 16 Testing Data

 

Fig. 9. The comparison of the maximum die surface temperature between BNN and Icepak 
results for the 100 testing data 



1012 Y.-D. Kuan et al. 

 

Fig. 10. The 3D contour plots of the error percentage distribution at top die surface by Icepak and 
BNN results for the first training data 

Icepak simulations. The results show the average error is 2.96% and maximum error is 
5.31%, which implies over 97% accuracy in the maximum temperature prediction on 
the prediction of maximum die surface temperature based on those 16 testing data. 
Figure 10 is the 3D error percentage distribution at the top surface of the chip die for the 
first training data, the maximum error is 7% and RMS error is 3%. 

5   Conclusions 

In this paper, the integration of BNN and computational fluid dynamics (CFD) has been 
successfully applied to the extrude heatsink design. The CFD simulations makes 116 
sets of data, 100 of them are taken as the training samples, and other are taken to be the 
validation ones. According to the comparison between the BNN and CFD results, the 
maximum error is about 16.43% and the RMS is about 7.63%, and the BNN model 
could make a very fast estimation under acceptable accuracy. So after well trained 
under the training and testing data taken from the CFD, the BNN model could give 
quick temperature distribution as well as maximum die surface temperature under three 
heat sources at different locations; moreover, the BNN model could even help to make 
a better design of the heat locations on the chip die during the layout. Following the 
BNN designs, the CFD could help to make the final adjustments and this will save a lot 
of design cycle and cost.  
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Abstract. In semiconductor manufacturing, complex and nonlinear fabrication 
processes are ubiquitous. Plasma processing such as plasma enhanced chemical 
vapor deposition (PECVD) and reactive ion etching (RIE) are workhorses in 
semiconductor fabrication, but also play as yield limiters due the nature of 
complexity of plasma process. In this paper, modular neural network (MNN) is 
applied for the purpose of plasma process modeling and characterization in the 
area of semiconductor manufacturing. MNN consists of a number of local ex-
pert networks (LENs) and one gating network. LENs compete using supervised 
learning to learn different regions of the data space under the supervision of gat-
ing network. Once proper MNNs for various responses of interest are estab-
lished, response surfaces are generated to visually assist the characterization of 
the processes. As either an alternative or an augmentation to existing methods, 
this can provide more reliable and flexible flat form of process modeling and 
characterization in semiconductor manufacturing environment.  

1   Introduction 

The semiconductor manufacturing trend towards smaller geometry can provide elec-
tronic product customers possessing more capable items within their budgets, but this 
trend also allows no more margins for chip manufacturer in terms of fabrication. To 
ensure a successful integration of fabrication processes, complete understanding of 
unit process cannot be over emphasized. Therefore, characterization of unit processes 
has to be performed in advance to integration.  

In semiconductor manufacturing, complex and nonlinear fabrication processes are 
ubiquitous, and plasma processes, such as plasma enhanced chemical vapor deposi-
tion (PECVD) and reactive ion etching (RIE) are typical examples. Both PECVD and 
RIE are workhorses in semiconductor fabrication, but also play as yield limiter as 
well, due the nature of complexity and non-linearity of plasma process itself. PECVD 
and RIE are good candidates for the demonstration of modeling and characterization 
examples. 

Previous studies employed back-propagation algorithm, but modular neural net-
works (MNNs) have been constructed and evaluated in this study. The advantages of 
modular neural networks are: 1) learning speed, 2) generalization, and 3) representa-
tion [1]. In addition, automated surface response generation routine was augmented 
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for the purpose of process characterization as well. Once an acceptable process model 
is established, 3-D response surface associated with any two selected process parame-
ters can be generated. As either an alternative or an augmentation to statistical ap-
proach, this will provide more reliable and flexible platform of process modeling and 
characterization. This paper is organized as follows. Section 2 suggests modular neu-
ral networks with gradient based Fuzzy C-means. Section 3 illustrates modeling and 
characterization results of the two applications for semiconductor fabrication process. 

2   Modular Neural Network 

A neural network is said to be modular if the computation performed by the network 
can be decomposed into two or more modules (subsystems) that operate on distinct 
inputs without communicating with each other. The outputs of the modules are medi-
ated by an integrating unit, which is not permitted to feed information back to the 
modules. Recently, modular neural networks (MNNs) have been used for fault diag-
nosis [2], and for microelectronic circuit yield optimization [3]. The MNNs consists 
of a number of local expert networks (LENs) and a gating network. LENs compete 
using supervised learning to learn different regions of the data space under the super-
vision of gating network, while the same inputs are provided. The gating network, 
which is unsupervised, has as many outputs as the number of LENs, and its outputs 
are normalized to sum to unity. The normalized output values are used to weight the 
output vector from the corresponding LEN. The combination of the supervised and 
unsupervised learning paradigms takes place in a seamless fashion during training. 

Among many competitive learning procedures that have been developed for unsu-
pervised learning in artificial neural networks, the fuzzy C-means (FCM) clustering 
algorithm is commonly used competitive clustering algorithm for general classifica-
tion tasks [4].  

The goal of the learning algorithm is to model the probability distribution of the set 
of training patterns {x and d}. Based on the multivariate Gaussian distribution of the 
desired response vector d with given input vector x, the conditional probability den-
sity function is defined as:  
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where •  is the Euclidean norm of the enclosed vector, q is the dimension of input 

vector x, g is activation generated from the gating network, and i denotes the ith local 
expert network. Taking natural logarithm of )|( xdf  for a monotonically increasing 

function of its argument and ignoring the constant term, a log-likelihood function can 
be defined as: 
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By employing the membership grade of the FCM, a prior probability i and poste-
rior probability hi are defined as: 
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where i is the distance from the center of the ith cluster and K is the number of local 
expert networks. Apply the chain rule for ∆w:  
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Therefore, the weight adapting equation for the local expert networks is 

( )xydwwww iiLENiiii hnnnn −+=∆+=+ η)()()()1( , (6) 

where LENη  is learning rate of a local expert network. 

In the similar manner, the learning algorithm for the gating network can be derived 
by applying chain rule: 
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where Ki ,,2,1=  and iv  denotes the weight vector of the gating network associ-

ated with ith local expert network. 
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Finally, 
il v∂∂  for ∆vi becomes: 
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Therefore, updating the gating network can be defined by:  
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where ηGN denotes the learning rate of the gating network. 

3   Modeling and Characterization of the Plasma Processes 

3.1   Plasma Enhanced Chemical Vapor Deposition (PECVD) 

Employing Plasma Term 700 series dual chamber PECVD, SiO2 thin film deposition 
was performed followed by a 25-1 factorial design to increase the efficiency of ex-
periment. The parameters are RF power, Pressure, Temperature, and gas flow rates of 
O2 and SiN4. Once the film quality was measured, the data set was randomly separated 
3:1 ratio for training and testing, respectively.  

  

Fig. 1. Model verification with data set Fig. 2. Surface response plot of PECVD 

  

Fig. 3(a). Learning curve for RIE Etch rate Fig. 3(b). Model verification for Etch rate 
 



1018 S.S. Han, D.S. Seo, and S.J. Hong 

Once the model was tested, response surface with respect to the process variables 
was continuously generated to illustrate the relationships between any two parameters 
and the deposition rate in Fig. 2. From the response surface, in order to acquire ade-
quate deposition rate, more than 100 watts of RF power is desired. It also can be in-
ferred that too low pressure (below 1 Torr) slows down the deposition rate even with 
large amount of RF power. This can be interpreted that fewer molecules to be depos-
ited may reside in the chamber at lower pressure environment, so deposition may 
slow down. 

3.2   Reactive Ion Etching (RIE) 

To reduce the number of experiments, a 24 factorial design with three center points 
was initially considered and further augmented with central composite circumscribed 
design [5, 6]. After the responses of interest were measured, the MNN was trained 
and tested with data set separated in the similar manner to the PECVD exercise.  

Once the modular neural networks (MNNs) were trained, they were tested with the 
data that never introduced during training. The established models of etch rate and 
uniformity were graphically evaluated in Fig. 4 (a) and (b). Then, response surfaces 
were continuously generated to illustrate the relationships between any two parame-
ters and response of interest, which are etch rate of BCB and uniformity in this exer-
cise. Any two selected variables of three were simultaneously varied within their 
ranges while the rest parameter was set to be its center level, then the prediction of the 
neural process model was plotted in 3-D (see Fig. 2 and 4). The figures illustrate how 
two process parameters are related to each other with respect to a etch response of 
interest. As illustrated in the figures, Maximum amount of gases, O2=80 sccm and 
SF6=10 sccm, may provide highest etch rate, but to improve the Uniformity, 60 sccm 
of oxygen is desired. We can infer that SF6 has strong correlation with both responses 
in the etching of BCB, and this is true for BCB etching because it contains silicon 
component and fluorinated gas species can break Si bond in BCB chemistry. 

  

Fig. 4(a). Response surface for Etch rate Fig. 4(b). Response surface for Uniformity 

4   Conclusions and Future Work 

Modular neural network, as a semiconductor manufacturing process modeling and 
characterization, is introduced as a mean of constructing accurate and robust process 
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models in the area of semiconductor manufacturing. Process characterization is highly 
desirable for semiconductor manufacturing in order to maximize the productivity and 
confront any undesired process change. Considering high volume manufacturing 
environment, process characterization becomes more valuable. It is possible to per-
form as many experiment to collect all combinations of process conditions associated 
with multiple process parameters as possible, but this is obviously time consuming 
and extremely expensive.  

To alleviate these concerns, modular neural networks were employed to increase 
the efficiency as well as accuracy of process characterization. Generated surface re-
sponse plot based on the established modular neural networks assisted identifying the 
relationship between parameters with respect to important process responses. Deposi-
tion rate of PECVD and etch rate and uniformity of RIE process was successfully 
visualized to provide process engineers better understanding of microscopic plasma 
processes. In this paper, process characterization is limited to plasma process, but it 
can be further applied to almost all other processes in semiconductor manufacturing 
process. In addition, suggested MNN can add its value for fault detection and classifi-
cation (FDC) problems by augmenting time series modeling. 
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Abstract. A genetic algorithm (GA)-based optimization of generalized regres-
sion neural network (GRNN) was presented and evaluated with statistically 
characterized plasma deposition data. The film characteristics to model were 
deposition rate and positive charge density. Model performance was evaluated 
as a function of two training factors, the spread range and a factor employed for 
balancing training and prediction errors. For comparison, GRNN models were 
constructed as well as four types of statistical regression models. Compared to 
conventional GRNN models, GA-GRNN models improved the prediction accu-
racy considerably by about 50% for either film characteristic. The improve-
ments over statistical regression models were more pronounced and they were 
more than 60%. There results clearly reveal that the presented technique can 
significantly improve conventional GRNN predictions. 

1   Introduction 

Plasma enhanced chemical vapor deposition (PECVD) plays a critical role in deposit-
ing thin films for integrated circuit manufacturing. Many process parameters are in-
volved in PECVD process, including a radio frequency power, pressure, or gases. Due 
to complex relationships between the process parameters and plasma dynamics, it is 
extremely difficult to predict deposition characteristics such as the deposition rate or 
refractive index. To manufacture PECVD in a cost effective way, a computer predic-
tion model is highly in demand. A viable approach to PECVD modeling is to use a 
neural network technique in conjunction with a statistical experimental design. This is 
mainly attributed to the fact that the neural network can learn any complex relation-
ships between the process parameters and film characteristics without any assump-
tions, which are typically required in constructing physical models. Among neural 
network paradigms, a backpropagation neural network (BPNN) [1] is the most widely 
adopted in modeling plasma-driven etching or deposition processes [2-3]. Despite the 
popularity, constructing a BPNN model is complicated since many training parame-
ters are involved in the training process [4]. Another alternative is the generalized 
regression neural network (GRNN) [5]. Compared to BPNN, adopting GRNN is ad-
vantageous in that it contains only one single training factor called spread. Unfortu-
nately, the prediction performance of GRNN was much smaller than BPNN as  
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illustrated in predicting pure plasma discharges [6]. Low prediction of GRNN can 
mainly be ascribed to the fact that all gaussian functions in the pattern layer have the 
same spread. It is expected that by adopting multi-parameterized training factors the 
GRNN performance could be considerably improved. 

In this study, a technique to construct a GRNN model of PECVD is presented. The 
drawback stated earlier is circumvented by applying a genetic algorithm (GA) [7] to 
optimize multi-parameterized spreads. The performance of GA-GRNN model was 
evaluated with the PECVD data, collected during the deposition of silicon nitride 
films in a SiH4-NH3-N2 plasma [8]. Previously, the PECVD process has been mod-
eled by BPNN [3, 8] or fuzzy logic [9]. The film characteristics to model are the 
deposition rate and positive charge density. For comparison, conventional GRNN and 
statistical regression models were constructed. 

Table 1. Experimental Parameters and Ranges 

Parameters Range Unit 
Substrate Temperature 200-400 oC 
Pressure 0.6-1.2  Torr 
RF Power 20-40 W 
NH3 Flow 1-1.4 sccm 
SiH4 Flow 180-260 sccm 
N2 Flow 0-1000 sccm 

2   Experimental Data and GRNN 

2.1   Data Acquisition 

The SiN films were deposited by using a Plasma-Therm 700 series batch reactor  
operating at 13.56 MHz. The distance between the electrodes was 2.29 cm and the 
electrode diameter is 11 inches. The PECVD process was characterized by the Box-
Wilson experimental design, consisted of 26-1 fractional factorial experiment and 12 
axial points [10]. The resulting 32 experiments plus one experiment corresponding to 
one center point were used to train GRNN. Prediction performance of the trained 
GRNN was tested with additional 12 experiments not pertaining to the training data. 
The experimental parameters that were varied in the design are included in Table 1. 
Four-inch, float zone p-type silicon wafers of (100) orientation with a resistivity of 
2.0 Ω-cm, were used as the substrate. During the deposition, SiH4 was diluted to 2% 
in nitrogen. Approximately 0.05 m silicon nitride was deposited. The deposition rate 
was measured using a Metricon 2010 prism coupler. Five measurements for each 
experiment were collected to calculate the average of deposition rates. The charge 
density was measured by using C-V measurements. 

2.2   Generalized Regression Neural Network 

GRNN was used to construct a prediction model of PECVD data. The GRNN consists 
of four layers, including the input layer, pattern layer, summation layer, and output 
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layer. The first layer is fully connected to the second, pattern layer, where each unit 
represents a training pattern and its output is a measure of the distance of the input 
from the stored patterns. Each pattern layer unit is connected to the two neurons in the 
summation layer: S-summation neuron and D-summation neuron. The S-summation 
neuron computes the sum of the weighted outputs of the pattern layer while the D-
summation neuron calculates the unweighted outputs of the pattern neurons. In the 
output layer, a prediction to an unknown input vector x is computed as 
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where p indicates the number of elements of an input vector. The jx  and 
jix repre-

sent the jth element of x and ix , respectively. The ζ  is generally referred to as the 

spread, whose optimal value is often determined experimentally. 

3   Results 

3.1   GA-Optimization 

Rather than one singe spread, multi-parameterized spreads were adopted for the D 
function defined in (2). Their complex effects on model performance were optimized 
by applying GA. Model performance was evaluated in terms of training and predic-
tion error, represented as T-RMSE and P-RMSE, respectively. In GA optimization, a 
random generator was employed to assign random values to the spreads for all gaus-
sian functions in the pattern layer. The random values were generated within a spread 
range varying between 0.3 and 1.0. Meanwhile, both errors were balanced in terms of 
the performance index (PI) defined as 

PI = ×(P-RMSE) + (1- )×(T-RMSE)   (3) 

where θ is the factor to control certain trade-offs between the two errors. In this study, 
θ was varied from 0.2 to 0.8 with an increment of 0.2 for a given spread range. 

As an illustration, a deposition rate model was constructed at the spread range [0, 
0.5] with set at 0.5. The initial population was set at 100 potential solutions. Each 
chromosome was coded in the real value. The roulette wheel selection was employed  
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for the reproduction. The probabilities of crossover and mutation were set at 0.95 and 
0.05, respectively. A particular input setting generated by GA meets a given fitness 
function expressed as 

PI1

1
F

+
=  (4) 

The search process was terminated as the generation number reaches a predefined 
value of 100. The resulting P-RMSE and fitness are plotted in Fig. 1 as a function of 
the generation number. 
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Fig. 1. Performance of GA-GRNN as a function of generation number 
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Fig. 2. Prediction performance of GA-GRNN as a function of spread range and balancing factor 
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In Fig. 1, the symbols of triangle and circle represent the P-RMSE and fitness, re-
spectively. Each P-RMSE determined at each spread corresponds to the smallest pre 
diction error selected among 100 candidates. From Fig. 1, one best model occurs at a 
generation number of 37 and the corresponding P-RMSE is about 6.84 Å/min. The 
corresponding fitness is about 0.128. In this way, GRNN models were constructed 
with the variations in other spread ranges and . The resulting variations in the P-
RMSE are plotted in Fig. 2. As shown in Fig. 2, the P-RMSE initially decreases and 
then increases with increasing the spread range. Another observation noticeable is that 
the effect is quite complex depending on the spread range. Table 2 contains the 
performances of best GA-GRNN models determined for the deposition rate and 
charge density. Table 2 reveals that one optimized model of the deposition rate is 
obtained at the spread range and of 0.4 and 0.8, respectively. The corresponding P-
RMSE is about 4.53 Å /min. For the charge density, the optimized model is obtained 
at the spread range and of 0.5 and 0.8, respectively. The corresponding P-RMSE is 
about 0.677×1012/cm3. 

Table 2. Performance of optimized GA-GRNN models with variations in the range and  

  Deposition Rate 
(Å /min) 

 Charge Density 
(1012/cm3) 

Range  T-RMSE P-RMSE  T-RMSE P-RMSE 
0.3 0.2 0.04 5.99 0.4 0.001 0.747 
0.4 0.8 0.29 4.53 0.6 0.036 0.702 
0.5 0.4 1.31 5.31 0.8 0.048 0.677 
0.6 0.4 3.00 5.70 0.2 0.281 0.860 
0.7 0.2 5.06 6.90 0.8 0.215 0.977 
0.8 0.2 8.31 8.02 0.6 0.904 0.985 
0.9 0.2 9.74 11.07 0.2 0.736 0.913 

3.2   Comparison with Conventional GRNN Model 

For comparison, GRNN model was constructed in conventional way. In other words, 
the spread was incrementally increased from 0.3 to 1.4 with an increment of 0.1. The 
GRNN performance is shown in Fig. 3 as a function of spread. In Fig. 3, both P-
RMSE and T-RMSE are represented in the circle and triangle, respectively. As shown 
in Fig. 3, the P-RMSE variation is considerably different from that for the best models 
shown in Fig. 2. In Fig. 3, the best P-RMSE is obtained at 1.2 and is about 15.7 
Å/min. Compared to this error, the smallest P-RMSE (4.5 Å/min) for the GA-GRNN 
model demonstrates an improvement of about 71.3%. For the T-RMSE, the improve-
ment is more drastic. In other words, the T-RMSE (0.29 Å/min) for GA-GRNN model 
yields an improvement of about 97% compared to that (9.4 Å/min) for conventional 
GRNN model. In the same way, GRNN model for the charge density was constructed 
in the same range of spreads. In the range between 0.3 and 0.6, the P-RMSEs for the 
GRNN models were comparable and they were about 1.74 Å/min. Compared to this 
model, the GA-GRNN model therefore demonstrates an improvement of about 61%. 
In consequence, the GA-GRNN models significantly improved the prediction per-
formances of conventional GRNN models for the two film characteristics. 
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Fig. 3. Performance of conventional GRNN model as a function of spread 

3.3   Comparison with Statistical Regression Model 

The GA-GRNN model is further compared to statistical regression models. A typical 
formula for a regression model is represented as 

β+β+β+β=
= i j

jiij
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2
iiii

k
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io xxxxy  
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where y  is one of the deposition characteristics, iβ  and ijβ  are the regression coeffi-
cients, and ix  is the regressor variable corresponding to a process parameter. An 
index k  denotes the total number of the process parameters, here six. Four types of 
regression models were constructed. Type I model consists of only single regressor 
variables in (5). Type III and IV models are the extended versions of type I. In other 
words, type III and IV models correspond to type I model with only either interaction 
or quadratic terms included, respectively. The remaining type II model is exactly 
identical to the present form of (5). The performances of regression models calculated 
with the test data are shown in Table 3. For the deposition rate, Table 3 reveals that 
both prediction errors for type I and III models are identical. Of them, type III model 
is selected for comparison since it attained a much smaller T-RMSE compared to that 
for type I model. This is true for the charge density model. In other words, the same 
type III model is determined to be the best model. Compared to the P-RMSEs for the 
optimized type III regression models, the GA-GRNN models demonstrate an im-
provement of about 55% and 65% for the deposition rate and charge density, respec-
tively. For the T-RMSE, the improvements were about 95% and 96.5%. Similar to 
earlier comparison with conventional GRNN models, the GA-GRNN models exhib-
ited much improved training and prediction performance over statistical regression 
models. 
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Table 3. Performance of statistical regression models 

 Deposition Rate 
(Å /min) 

Charge Density 
(1012/cm3) 

Types T-RMSE P-RMSE T-RMSE P-RMSE 
I 12.0 10.0 1.408 1.942 
II 6.2 145.8 0.756 23.991 
III 6.2 10.0 0.759 1.942 
IV 12.0 36.9 1.407 1.791 

4   Conclusion 

A technique to improve the prediction performance of GRNN was presented. This 
was accomplished by a multi-parameterization of training factors and GA optimiza-
tion. Model performance was examined in terms of the training and prediction errors. 
The technique was evaluated with the deposition rate and charge density data, col-
lected during a plasma enhanced chemical vapor deposition of silicon nitride films. 
For comparison, statistical regression and GRNN models were constructed. Compari-
sons revealed that GA-GRNN models yielded significantly improved prediction and 
training errors. The presented technique is general in that it can be applied to any 
plasma or complex process data. 
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Abstract. Optimizing a plasma impedance match process requires construction 
of prediction model. In this study, generalized regression neural network 
(GRNN) combined with genetic algorithm (GA) was used to build a match pre-
diction model. A real-time match monitor system was used to collect steady 
match positions according to a statistical experimental design. GA-GRNN mod-
els were compared to GRNN and statistical regression models. Compared to 
GRNN models, GA-GRNN models demonstrated improved predictions of 
about 81% and 77% for the impedance and phase positions, respectively. With 
respect to statistical regression models, GA-GRNN models yielded an im-
provement of about 80% and 78%, respectively. Moreover, for either model 
type, the improvements for the training errors were more than about 90% for 
both positions. 

1   Introduction 

Plasma plays a crucial role in depositing or etching fine patterns in manufacturing 
integrated circuits. As an important component in plasma etch equipment, a radio 
frequency (RF) match network plays a role of balancing impedances between the 
equipment plasma and RF generator. The match process is typically conducted by 
controlling two mechanical motors. Their steady positions can vary considerably with 
the variations in process parameters or in circuit components comprising the match 
network. To achieve a fast matching and less reflected power, a technique to model 
the relationship between the process or match network parameters and match posi-
tions is demanded.  

In this study, a RF match process was modeled using generalized regression neural 
network (GRNN) [1]. GRNN has been applied to build prediction models of various 
plasma processes [2-5]. A real-time match monitor system was utilized to collected 
matching data [6]. For a systematic modeling, the match process was characterized by 
a statistical experimental design. The presented technique was evaluated with the 
match data collected from an inductively coupled plasma. The match variations mod-
eled are the impedance and phase positions. The model performance was optimized 
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by applying genetic algorithm (GA) [7] to search for multi-parameterized GRNN 
training factors. For comparison, conventional GRNN and statistical regression mod-
els were also constructed. 

2   Match Data and GRNN 

2.1   Match Monitor System 

Schematic diagram of a real-time monitor system is shown in Fig. 1 [6]. A low pres-
sure planar plasma is generated by an array of six magnetic cores, mounted on the top 
of vacuum chamber Al anodized. Each ferrite core was equally spaced by 40 mm and 
has three turns of coils. The rf power to the coils was delivered by an RF generator 
(RF 30S). Due to the time-varying magnetic fields between poles of opposite polarity, 
free electrons in the gas are accelerated in the direction parallel to the fields and, sub-
sequently, the plasma is produced. A ceramic plate was employed to separate the 
plasma source from the chamber, with an area of 430 mm by 430 mm and a height of 
290 mm. An electrostatic chuck has a diameter of 200 mm and is driven by another 
RF power generator (RF 5S) at the same 13.56 MHz. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Schematic of radio frequency impedance matching monitor system 

As depicted in Fig. 1, the match network consists of three fixed capacitors (C1, C2, 
and C3), a variable vacuum capacitor (C4), and a variable transformer denoted as a 
mutual inductance (M). The values for those fixed capacitors are 94.0 pF, 62.6 pF and 
31.3 pF for C1, C2 and C3, respectively. The variable transformer comprises a primary 
coil with four turns and a secondary coil with three turns. Its action is achieved by 
varying the coupling of mutual inductance between the two coils. As the primary coil 
is rotated inside the secondary by an impedance motor, its inductance is varied from a 
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maximum (140 ) for zero coupling and to a minimum (100 ) for maximum cou-
pling. Since the inductive reactance of the primary coil with more than four turns 
usually exceeds the output impedance of generator, C1 is connected in series with the 
coil to balance it. The coil is rotated until the secondary circuit load coupled via M 
leads to a 50  impedance at the rf source. At the same time, the secondary coil is 
rotated using another phase motor to make the impedance purely resistive. 
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Fig. 2. Matching characteristics at 1000 W source power, 75 sccm O2, and 15 mTorr 

To collect real-time matching data under various plasma conditions, a multifunc-
tion board (PCI-20428W-1) equipped to a PC was interfaced to a signal control panel 
(EASYDAS-5BP), where I/Os are communicated with board’s programming and data 
registers via a I3 BusTM. Upon running a flow diagram coded using Visual Designer, 
monitored variables are then displayed on the PC. Using the match monitor system, 
steady data for the two matching positions, impedance and phase, were collected. The 
positions in each experiment were initially set at 5.94 and 6.80 volts, for impedance 
and phase motors, respectively. As an illustration, the position data are shown in Fig. 
2. The data were collected during the matching at 1000 W source power, 75 sccm O2, 
and 15 mTorr pressure. As shown in Fig. 2, the positions appear to reach their steady 
values after experiencing a transient period. 

Table 1. Process parameters and ranges 

Parameters Ranges Units 
RF Source Power 500-1000 W 
O2 Flow Rate 50-100 sccm 
Pressure 10-20 mTorr 

To construct a prediction model, the experiments were conducted according to 23 
full factorial experiment [8]. The three process parameters and their ranges are shown 
in Table 1. The resulting 8 experiments including one center point were used to train 
GRNN. The appropriateness of the trained model was tested with another 8 experi-
ments, not belonging to the training data. 
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2.2   Generalized Regression Neural Network 

GRNN was used to construct a prediction model of impedance matching. The GRNN 
consists of four layers, including the input layer, pattern layer, summation layer, and 
output layer. The first layer is fully connected to the second, pattern layer, where each 
unit represents a training input pattern and its output is a measure of the distance of 
the input from the stored patterns. Each pattern layer unit is connected to the two 
neurons in the summation layer: S-summation neuron and D-summation neuron. The 
S-summation neuron computes the sum of the weighted outputs of the pattern layer 
while the D-summation neuron calculates the unweighted outputs of the pattern neu-
rons. In the output layer, a prediction to an unknown input vector x is computed as 

=
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where n indicates the number of training patterns and the Gaussian D function in (1) 
is defined as 
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where p indicates the number of elements of an input vector. The jx  and 
jix repre-

sent the jth element of x and ix , respectively. The ζ  is generally referred to as the 

spread, whose optimal value is often determined experimentally. 

3   Results 

3.1   GA-Optimization 

The impedance and phase positions were modeled separately. In other words, the 
GRNN structure consisted of three inputs and one output. Rather than one singe 
spread, multi-parameterized spreads were adopted for the D function defined in (2). 
Their complex effects on model performance were optimized by applying GA. Model 
performance was evaluated in terms of training and prediction error, represented as T-
RMSE and P-RMSE, respectively. In GA optimization, a random generator was em-
ployed to assign random values to the spreads for all gaussian functions in the pattern 
layer. The random values were generated within a spread range given between 0.3 and 
0.9. As an illustration, an impedance match position model was constructed at the 
spread range [0, 1.0]. The initial population was set at 100 potential solutions. Each 
chromosome was coded in the real value. The roulette wheel selection was employed 
for the reproduction. The probabilities of crossover and mutation were set to 0.95 and 
0.05, respectively. A particular input setting generated by the GA meets a given fitness 
function expressed as 
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The search process was completed as the generation number reaches a predefined 
value of 100. The resulting two errors are plotted in Fig. 3 as a function of the genera-
tion number. 
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Fig. 3. Performance of GA-GRNN model of impedance position 

In Fig. 3, the symbols of triangle and circle represent the T-RMSE and P-RMSE, 
respectively. The P-RMSE at each spread represents the smallest prediction error 
determined among 100 candidates. The T-RMSE is the corresponding training error. 
From Fig. 3, the smallest P-RMSE starts to occur at 86th generation and is equal to 
about 0.020 V. The corresponding T-RMSE is about 0.00138 V. In this way, GA-
GRNN models were constructed with the variations in other spread ranges. This was 
conducted for either position and the results are shown in Table 2. As shown in Table 
2, the smallest P-RMSE for the impedance position model is obtained at the spared 
range of 0.3. The corresponding P-RMSE is about 0.0103 V. For the phase position 
model, meanwhile, the smallest P-RMSE obtained at the spread range of 0.6 is about 
0.0235 V. 

Table 2. Performance of optimized GA-GRNN models with variations in the spread range 

 Impedance Position (V) Phase Position (V) 
Range T-RMSE P-RMSE T-RMSE P-RMSE 

0.3 2.05E-05 0.0103 0.00150 0.0255 
0.4 0.00088 0.0156 0.00289 0.0249 
0.5 0.00030 0.0136 0.00013 0.0294 
0.6 0.00967 0.0185 0.00233 0.0235 
0.7 0.01064 0.0214 0.00518 0.0299 
0.8 5.42E-05 0.0167 0.00230 0.0377 
0.9 0.00499 0.0166 0.00079 0.0609 



 Prediction of Radio Frequency Impedance Matching in Plasma Equipment 1033 

3.2   Comparison with Conventional GRNN Model 

For comparison, GRNN model was constructed in conventional way. In other words, 
the spread was incrementally increased from 0.3 to 0.9 with an increment of 0.1. The 
GRNN performance is shown in Table 3 as a function of spread. As shown in Table 3, 
the T-RMSE and P-RMSE are seen to increase and decrease with increasing the 
spread value. 

Table 3. Performance of optimized GRNN models with variations in the spread 

 Impedance Position (V) Phase Position (V) 
Spread T-RMSE P-RMSE T-RMSE P-RMSE 

0.3 1.54E-11 0.0921 4.09E-11 0.2187 
0.4 3.90E-07 0.0796 1.03E-06 0.1863 
0.5 4.72E-05 0.0673 0.00012 0.1541 
0.6 0.00071 0.0598 0.00185 0.1342 
0.7 0.00385 0.0562 0.00997 0.1247 
0.8 0.01153 0.0553 0.02977 0.1222 
0.9 0.02384 0.0559 0.06139 0.1244 

For the impedance position model, as shown in Table 3, the smallest P-RMSE is 
obtained at the spread of 0.8 and is about 0.0553 V. Compared to this error, the opti-
mized P-RMSE for the GA-GRNN model yields an improvement of about 81%. 
Meanwhile, the smallest P-RMSE for the phase position obtained at the same 0.8 is 
about 0.1222 V as shown in Table 3. In this case, the improvement of the GA-GRNN 
model over the GRNN model is about 80%. From the standpoint of T-RMSE, the GA-
GRNN models demonstrate an improvement of about 99 and 92% for the impedance 
and phase positions, respectively. These comparisons reveal that GA-GRNN model 
can significantly improve conventional GRNN model performance. 

3.3   Comparison with Statistical Regression Model 

The GA-GRNN models are further compared to statistical regression models. A typi-
cal formula for a regression model is represented as 

β+β+β+β=
= i j

jiij

k

i

2
iiii

k

1i
io xxxxy                          (4) 

where y  is the deposition rate, iβ  and ijβ  are the regression coefficients, and ix  is 

the regressor variable corresponding to a process parameter. An index k  denotes the 
total number of the process parameters, here three. Four types of regression models 
were constructed. Type I model consists of only single regressor variables in (4). 
Type III and IV models are the extended versions of type I. In other words, type III 
and IV models correspond to type I model with only either interaction or quadratic  
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Table 4. Performance of statistical regression models 

 Impedance Position (V) Phase Position (V) 
Types T-RMSE P-RMSE T-RMSE P-RMSE 

I 0.0808 0.0464 0.2177 0.1168 
II 0.0391 0.0982 0.1174 0.2941 
III 0.0391 0.0464 0.1187 0.1168 
IV 0.0808 0.1737 0.2169 0.8520 

terms included, respectively. The remaining type II model is exactly identical to the 
present form of (4). The performances of regression models calculated are shown in 
Table 4. 

For the impedance position data, Table 4 reveals that both P-RMSEs for type I and 
III models are identical. Of them, type III model is selected for comparison since it 
attained a much smaller T-RMSE. This is true for the phase position model. In other 
words, the same type III model is determined to be the best model. Compared to the 
P-RMSEs for the optimized type III regression models, the GA-GRNN models dem-
onstrate an improvement of about 77% and 78% for the impedance and phase posi-
tions, respectively. From the standpoint of T-RMSE, the improvements were about 
99% and 98%, respectively. Similar to earlier comparisons with conventional GRNN 
models, the GA-GRNN models exhibited much improved training and prediction 
performance over statistical regression models. 

4   Conclusion 

A prediction model of radio frequency plasma impedance matching was constructed 
by using GRNN. The GRNN prediction performance was optimized by using GA to 
search for one optimized set of training factors. A match monitor system was used to 
collect two electrical position data for mechanical match motors. The comparisons 
revealed that GA-GRNN models were superior to conventional GRNN or statistical 
regression models in both training and prediction accuracies. This indicates that GA-
GRNN models can be used to construct accurate match models in optimizing match 
characteristics such as the matching time or reflected power. Moreover, match models 
can be utilized to detect plasma faults on a run-to-run basis as in-situ diagnostic data 
such as optical emission spectroscopy is used as a network input pattern. The pre-
sented technique can also be extended to optimize match network itself by building a 
model between the match network circuits and positions.  
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Abstract. To improve device yield and throughput, faults in plasma processing 
equipment should be quickly and accurately diagnosed. Despite many useful in-
formation of ex-situ sensor measurements, their applications to recognize 
plasma faults have not been investigated. In this study, a new technique to iden-
tify fault causes by recognizing X-ray photoelectron spectroscopy (XPS) using 
neural network and continuous wavelet transformation (CWT). The presented 
technique was evaluated with the plasma etch data. A total of 17 experiments 
were conducted for model construction. Model performance was investigated 
from the perspectives of training error, testing error, and recognition accuracy 
with respect to various thresholds. CWT-based BPNN models demonstrated a 
higher prediction accuracy of about 26%. Their advantages over pure XPS-
based models were conspicuous in all three measures at small networks. 

1   Introduction 

Plasma is a key means to deposit thin films or to etch fine patterns in manufacturing 
integrated circuits. To maintain process quality, equipment throughput, and device 
yield, plasma processes should be tightly monitored and diagnosed. The diagnosis is 
conducted in two fashions. One is to detect a new fault. The other is to recognize a 
previously encountered fault. For fault detection, in-situ sensors such as optical emis-
sion spectroscopy [1], radio frequency (RF) impedance sensor [2], or RF matching 
monitor [3] has been utilized to monitor plasma states. The OES [4-5] or matching [6] 
data were also combined with neural network to predict film characteristics. During 
the in-line diagnosis, ex-situ wafer measurements such as the etch rate, meanwhile, 
have been used to identify process faults [7]. Recognition of previous fault patterns is 
of importance since it can save time and efforts needed for fault detection as the cur-
rent fault pertains to one of the recognized faults. Moreover, the recognition process 
facilitates detecting a new, unrecognized fault. During the on-line diagnosis, in-situ 
sensor data were used to recognize plasma fault by constructing a neural network 
time-series model [4]. However, fault recognition with conventional film measure-
ments is limited in that their number is not large enough to form a fault symptom. 

In this study, a new technique to construct a recognizer of plasma faults is pre-
sented. This is accomplished by combining neural network, wavelet, and X-ray  
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photoelectron spectroscopy (XPS). As the fault recognizer, the backpropagation  
neural network [8] (BPNN) was adopted. The use of XPS as a fault symptom is ad-
vantageous in that it provides detailed variations of chemical states on film surface. 
Moreover, XPS data consist of a large number of kinetic energy levels, thereby facili-
tating training neural network. Filtering XPS data through wavelet may improve the 
network prediction by providing less noisy data to neural network. The proposed 
technique was evaluated with the data collected during the etching of silicon carbide 
(SiC) in a NF4-CH4 inductively coupled plasma [9]. 

2   Experimental Data 

A schematic of an ICP etch system is shown in Fig. 1. A plasma is generated inside a 
chamber and isolated from planar-coupled coils by a dielectric quartz window. The 
cylindrical chamber has a radius and height of 80 mm and 40 mm, respectively. Prior 
to feeding etching gases, the chamber was evacuated using turbo (TUROVAC 
3430MC) and rotary (Edward High Vacuum E2M40) pumps, thereby maintaining the 
base pressure at about 10-6 Torr. Flow rates of gases were precisely controlled through 
mass flow controllers, and the process pressure, measured by a baratron gauge, was 
controlled with a throttle valve. A coolant was fed to the chuck holder to minimize 
damage to the equipment from a surge in temperature during the etching. 

Test patterns were fabricated on n-type, 2 inch 4H-SiC wafers of <0001> orienta-
tion. The “4” and “H” indicate a stacking sequence and a hexagonal type of crystal 
structure, respectively. Using a Cr negative mask, photo resist (PR) patterns were first  
 

 

 

Fig. 1. Schematic of plasma etch system 
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formed. A magnetron sputtering method was used to subsequently deposit Ni film of 
about 0.18 mµ  on the patterned photoresist. By removing the photoresist with ace-
tone, Ni mask layer was formed. The SiC films were then etched in NF3/CH4 plasma. 
In all experiments, the etching was conducted for the same 5 min. The process pa-
rameters examined include the rf source power, bias power, pressure, and NF3 per-
centage. The percentage was defined as a ratio of the NF3 flow rate to the total flow 
rate, i.e., the sum of NF3 and CH4 flow rates. The total flow rate was set to 30 sccm in 
every experiment. Chemical states on the etched surface were measured by XPS. The 
XPS measurement was performed by using a EscaLab 250. Over the entire range of 
kinetic energy, 686.1-1486.6 eV, the XPS measurement was collected with an incre-
ment of 0.9996 eV. A total of 80l values could therefore be collected. To construct a 
neural network recognizer, plasma faults were simulated with the variations in the 
process parameters. For each process parameter, four faults were generated. The re-
sulting 16 experiments plus one experiment corresponding to the center point in the 
design were used to train BPNN. It should be noted that the center experiment repre-
sents a normal condition. The trained BPNN was tested with 16 generated faults. The 
input of BPNN consisted of 801 XPS elements and the output was composed of four 
fault causes corresponding to one of the four process parameters. Fault severity was 
varied from -1.0 to 1.0 depending on the magnitude of parameter variations. For ex-
ample, the output fault pattern for the center point (i.e., normal condition) was ex-
pressed as (0, 0, 0, 0). 

3   Results 

3.1   CWT of XPS Data 

As an illustration, XPS data are shown in Fig. 2 as a function of source power. As 
shown in Fig. 2, the source power was varied from 700 to 900 W with an increment of 
50 W.  As shown in Fig. 2, the XPS patterns are unique to each power variation. This 
feature is advantageous to detect a plasma fault. The XPS data were then transformed 
by applying the CWT. The results are shown in Fig. 3. 

 
Fig. 2. XPS data collected with the variations in source power 
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Fig. 3. Patterns of CWT of XPS shown in Fig. 2 as a function of source power 

3.2   Recognition of XPS Fault Patterns 

First, BPNN was trained with 17 XPS patterns and the trained BPNN was subse-
quently tested with 16 experiments. This was evaluated with the variations in the 
number of hidden neurons (NHN) from 3 to 9. The other training tolerance, initial 
weight distribution, gradient of activation functions were set at 0.1, 1.0, and 1.0, 
respectively. The physical meanings of each training factor were described in detail 
[10]. The training and testing errors for the BPNN models constructed with XPS data 
are shown in Table 1. The errors were measured by the typical root mean-squared 
error. As shown in Table 1, the testing error is smallest at 8 or 9 hidden neurons, 
which is numerically equal to about 0.038. Then, the recognition accuracy was meas-
ured by comparing model prediction (MP) and actual fault severity (FS) with respect 
to the fault threshold. This is expressed as 

                                                   thresholdFSMP <−                                      (1) 

Table 1. Training and testing errors of BPNN models constructed with XPS patterns 

NHN Training Error Testing Error 
3 0.357 0.367 
4 0.258 0.264 
5 0.262 0.269 
6 0.187 0.193 
7 0.038 0.039 
8 0.038 0.038 
9 0.038 0.038 
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Table 2. Recognition accuracy of faults with respect to fault threshold 

NHN 0.5 0.4 0.3 0.2 0.1 
3 3 2 2 2 2 
4 9 9 9 8 3 
5 8 7 6 6 4 
6 12 12 11 11 11 
7 16 16 16 16 16 
8 16 16 16 16 16 
9 16 16 16 16 15 

The fault severity was varied from 0.1 to 0.5 with an increment of 0.1. The resulting 
recognition accuracy is shown in Table 2. As shown in Table 2, a prefect recognition 
is obtained at NHN of 7 or 8 at all thresholds. Of the two models, the latter model is 
determined to be the optimal recognizer due to its smaller testing error than the 
former model. 

3.3   Recognition of CWT-XPS Fault Patterns 

Next, BPNN was applied to recognize CWT-XPS data. The performances of con-
structed models are shown in Table 3. As shown in Table 3, the smallest testing error is 
achieved at a NHN of 7, and the corresponding error is about 0.028. This shows an 
improvement of about 26.3% compared to that for the optimized model with pure XPS 
data. This clearly demonstrates the advantage of CWT in recognizing complex  
XPS data. Meanwhile, the recognition accuracy of models constructed with  
CWT-XPS patterns is shown in Table 4. As shown in Table 4, almost perfect fault 
recognition is obtained at several NHNs ranging between 6 and 9. Therefore, it is 
observed that at relatively large NHNs the recognition accuracies of both XPS and 
CWT-XPS models are comparable. 

Another difference can be identified by calculating the total recognition accuracy 
(TRA). The TRA is simply the sum of the recognition accuracies determined at all 
thresholds for a given NHN. The TRAs computed for the recognition accuracies 
shown in Table 2 and 4 are compared in the bar graph in Fig. 4. 

Table 3. Training and testing errors of BPNN models constructed with CWT-XPS patterns 

NHN Training Error Testing Error 
3 0.242 0.249 
4 0.169 0.169 
5 0.078 0.079 
6 0.038 0.039 
7 0.038 0.028 
8 0.038 0.037 
9 0.038 0.039 
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Table 4. Recognition  accuracy of faults with respect to fault threshold 

NHN 0.5 0.4 0.3 0.2 0.1 
3 8 8 8 7 4 
4 13 12 11 10 8 
5 16 16 16 15 12 
6 16 16 16 16 15 
7 16 16 16 16 15 
8 16 16 16 16 16 
9 16 16 16 16 15 

 
Fig. 4. Comparison of TRAs as a function of NHN 

For the NHNs between 7 and 9, both models exhibit comparable TRAs regardless 
of NHNs. However, at relatively smaller NHNs less than 6, the CWT-XPS models 
yield a significant improvement in TRA over XPS models. Moreover, as certified 
from Table 1 and 3, the CWT-XPS model is superior to XPS model in the corre-
sponding training and prediction accuracies. This indicates that preprocessing XPS 
with CWT is effective in constructing a BPNN recognizer particularly at smaller 
NHNs. 

4   Conclusion 

A new technique for recognizing complex ex-situ measurements of film surface was 
presented. This was accomplished by combining neural network, continuous wavelet 
transformation (CWT), and X-ray photoelectron spectroscopy (XPS). The wavelet 
was used to preprocess XPS patterns. The experimental XPS patterns were collected 
during the plasma etching of silicon carbide films. Both XPS and CWT-XPS  
models were compared in terms of training error, prediction error, and recognition 
accuracy. Depending on the number of hidden neurons, the contributions of XPS to 
the network recognition performance were quite different. Preprocessing XPS with 
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CWT considerably improved the model prediction accuracy. The advantages of CWT 
preprocessing became pronounced at smaller networks. 
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Abstract. The construction of models for prediction and control of initially un-
known, potentially nonlinear system is a difficult, fundamental problem in ma-
chine learning and engineering control. Since the neural network as a tool for 
machine learning was introduced, significant progress has been made on data 
handling and learning algorithms. Currently, the most popular learning algo-
rithm in neural network training is feed forward error back-propagation 
(FFEBP) algorithm. Aside from the success of the FFEBP algorithm, a polyno-
mial neural networks (PNN) learning has been proposed as a new learning 
method. The PNN learning is a self-organizing process designed to determine 
an appropriate set of Ivakhnenko polynomials that allow the activation of many 
neurons to achieve a desired state of activation that mimics a given set of sam-
pled patterns. These neurons are interconnected in such a way that the knowl-
edge is stored in Ivakhnenko coefficients. In this paper, PNN model has been 
developed using the nonlinear reactive ion etching (RIE) experimental data util-
izing Group Method of Data Handling (GMDH). To characterize the RIE proc-
ess using PNN, a low-k dielectric polymer benzocyclobutene (BCB) is etched 
in an SF6 and O2 plasma in parallel plate system. Data from 24 factorial experi-
mental design to characterize etch process variation with controllable input fac-
tors consisting of the two gas flows, RF power and chamber pressure are used 
to build PNN models of etch rate, uniformity, selectivity and anisotropy. The 
modeling and prediction performance of PNN is compared with those of 
FFEBP. The results show that the prediction capability of the PNN models is at 
least 16.9% better than that of the conventional neural network models. 

1   Introduction 

In the age of industry, the process engineer must often rely on his/her own experience 
or on books containing recommended operating parameters for given conditions to 
operate the highly complex equipments. In order to facilitate more reliable results, 
robust process modeling methodologies are highly desirable. Accurate process models 
can enable prediction of process variations over a wide range of input conditions. 
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Efficient and tighter process model often offers a competitive edge in today's complex 
and competitive semiconductor manufacturing. 

The neural network based models have recently been shown by several researchers 
to exhibit superior performance in both accuracy and prediction capability [1-4]. The 
basic components of a neural network are processing elements (neurons) and weights 
(connections). The adjustable weights correspond to biological synapses. The 
weighted inputs to a neuron are accumulated and then passed through an activation 
function which determines the neuron's response. How to adjust these weights, called 
learning or training, is the most important in neural network modeling. Since the 
neural network was introduced, significant process has been made on learning 
algorithms. Currently, the most popular learning algorithm in neural network training 
is feed forward error back-propagation (FFEBP) algorithm.  

Aside from the success of the FFEBP algorithm, a polynomial neural network 
(PNN) learning has been proposed as a new learning method. The PNN learning is a 
self-organizing process designed to determine an appropriate set of Ivakhnenko 
polynomials that allow the activation of many neurons to achieve a desired state of 
activation that mimics a given set of sampled patterns. These neurons are intercon 
nected in such a way that the knowledge is stored in Ivakhnenko coefficients [5-7]. 
The activation level of a node is determined by a nonlinear activation function with 
optimal complexity called a Ivakhnenko polynomial. The PNN utilizes the Group 
Method of Data Handling (GMDH) for data management, which is introduced by 
Ivakhnenko [5]. 

In this paper, the PNN model has been developed using the reactive ion etching 
(RIE) experimental data. For semiconductor manufacturing in this era of sub-micron 
technology, the importance of reactive ion etching (RIE) cannot be over-emphasized. 
Due to its capability of producing extremely minute features, RIE is a critical process 
for the fabrication of both current and next-generation integrated circuits. Much 
research has been performed to understand this complex process in various ways. 
Fundamental physical methods, the statistical approaches involving experimental 
design and response surface modeling have been used to gain a better understanding 
of process dynamics [8]. More recently, empirical RIE models derived from neural 
networks have been shown to provide advantages in both accuracy and robustness 
over traditional statistical approaches [1]. The etching properties of Benzocyclobutene 
(BCB), a low-k inter-level dielectric material (k=2.65) are determined by the nature 
and composition of the plasma, which in turn controlled by the deposition variables 
involved in the RIE process. However, due to the complex nature of particle dynamics 
within plasma, it is difficult to qualify the exact causal relationship between 
controllable input factors (such as chamber pressure, RF power, and gas flow rates) 
and critical output parameters. 

To characterize the RIE process, BCB etched under varying conditions were 
analyzed using 24 factorial experimental design [9]. Parameters varied in these 
experiments included pressure, RF power, CHF3 flow and oxide flow. 20 data from 
these experiments were used to train polynomial neural networks to model the 
following properties: etch rate, selectivity, anisotropy, and non-uniformity. 
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2   Experiment 

The etching tool being used in this study was a Plasma Therm 700 series dual chamber 
reactive ion etch (RIE). A schematic diagram of this etching tool is shown in Fig. 1.  

 
Fig. 1. A schematic of reactive ion etching system operating 13.56 MHz RF power 

 
Fig. 2. Optical emission sensors configuration 

A Chromex 3020 OES system was used for monitoring the RIE chamber during 
etching. The OES system consists of three fiber-optic cables connected to three 
sensors. Two fiber-optic cables were used to collect the plasma emission intensity 
readings independently through a small quartz window in the front of the RIE 
chamber. The data collected from a more sensitive sensor (the top sensor) was used 
for the acquisition of the actual neural network training data, and the other sensor (the 
bottom sensor) was to check the validity of the top sensor. The top sensor was aimed 
at the middle of the sample, and the bottom sensor pointed toward the middle of the 
etch chamber to achieve overall intensity monitoring. Fig. 2. shows etch chamber 
sensor configuration, and Fig. 3. depicts a typical OES signal in this experiment. 
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Fig. 3. A typical OES signal in this experiment (upper wavelength) 

The material being etched was benzocyclobutene (BCB), marketed under the 
commercial name of Cyclotene 3022-46, with a thick photoresist (AZP 4620) mask. 
BCB has been proposed as a low dielectric constant (low-k) inter-level dielectric 
(ILD) material. Low-k materials allow faster signal propagation speeds through IC 
interconnect by reducing the capacitance between lines. BCB is a silicon-containing 
spin-on polymer formed from the divinylsiloxane-bisbenzocyclobutene (DVS-BCB) 
monomer. Due to the silicon content, it retains many of adhesive and patterning 
advantages of SiO2. BCB also offers other advantages, such as excellent planarization, 
low moisture absorption properties, good compatibility with copper and the ability to 
be cured by rapid thermal techniques. Metal or organic masks have been used for 
BCB patterning, but the soft mask patterning technique proposed by Garrow [10] 
greatly simplifies processing. The patterns to be etched were fabricated on 4-inch 
<100> silicon wafers. Approximately 5 microns of BCB film was deposited by spin 
coating and cured at 250 ºC for 1 hour. Twelve microns of AZP 4620 photoresist was 
subsequently coated on each wafer. This thick photoresist layer was used as a soft 
mask for 10 to 40 m on-a-side square patterns with approximately 15% open area. 

Four process conditions were selected as input factors in the RIE characterization 
experiment. The experiment consisted of a 24 factorial design with three center points. 
This design was initially performed to ascertain the statistical significance of the input 
factors. The initial design was further augmented by a central composite 
circumscribes (CCC) design. The input factors and their respective ranges are shown 
in the Table 1. 

Table 1. Input factors and their ranges of 24 factorial designed experiment 

INPUT RANGE UNITS 
SF6 2 - 6 Sccm 
O2 20 - 60 Sccm 
Pressure 100 - 300 Mtorr 
RF Power 200 - 400 Watts 



 Polynomial Neural Network Modeling of RIE Process Using GMDH Method 1047 

BCB film thickness was measured by ellipsometry, and photoresist thickness was 
measured by a profilometer after pattern transfer. Vertical etch rates were calculated 
by dividing the difference between pre-etch and post-etch depth by etch time. Lateral 
etch rates for BCB were calculated by dividing the half of difference between pre-etch 
and post-etch width by etch time. For the measurement of lateral etch rate, 
profilometer measurements were linearly scaled after six samples were measured and 
calibrated by scanning electron microscope (SEM) photos. SEM calibration of the 
profilometer measurements was less time-consuming and tedious than multiple SEM 
measurements. A sample SEM photo is shown in Fig. 4.   

 
 

Fig. 4. A sample SEM photo for a 40 um of square pattern 

Expressions of interest for responses such as lateral etch-rate (LBCB), selectivity 
(SPR), percent uniformity (U) and percent anisotropy (A) are as follows: 
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where LBCB is the lateral etch rate, Top is the top-width of etched pattern, Bottom is 
the bottom-width of etched pattern, SPR is the selectivity of BCB against photoresist, 
RBCB is the etch rate of BCB, RPR is the etch rate of photoresist, RBCB,C is the etch rate 
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of BCB measured in the center of a wafer, and  RBCB,E is the etch rate of BCB 
averaged from the edge of a wafer. 

3   Polynomial Neural Network Process Modeling 

The PNN is a network transformation of Rn  R, as shown in Fig. 5. The PNN 
learning is a self-organizing process designed to determine an appropriate set of 
Ivakhnenko polynomials that allow the activation of many neurons to achieve a 
desired state of activation that mimics a given set of sampled patterns [5]. These 
neurons are interconnected in such a way that the knowledge is stored in Ivakhnenko 
coefficients. The activation level of a node is determined by a nonlinear activation 
function with optimal complexity called a Ivakhnenko polynomial. This function 
usually has a form such as; 
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where xi, xj and xk are nodal input variables, and y is the output of an individual 
neuron. A, Bi, Cij and Dijk are the coefficients of the Ivakhnenko polynomial. This 
activation function endows the PNN the ability to generalize with an added degree of 
freedom not available in statistical regression techniques. 

 

 

Fig. 5. The basic PNN configuration 

The PNN utilizes the Group Method of Data Handling (GMDH) for data 
management. GMDH was first introduced by the Russian cyberneticist Ivakhnenko 
[5], and has been used to synthesize the building blocks of modeling methodology [7]. 
In GMDH, the data sample is divided into training set and validation set. The PNN 
methodology is implemented on the random input-output sets of measured training 
and validation data obtained from the experiments. An input matrix, consisted of 
measured (first layer) or calculated (second layer and more) input data, is presented to 
the each layer, and the output at each node is calculated by combining the inputs of 
each layer as pairs (or singles or triples) and filtering this, using the least square 
method. At each layer, new generations of complex equations are constructed which 
is evolved from simple form. Survival of the fittest principle (appropriate thresholds) 
determines the equations that can be passed to the next layer. 

x1 

xn 
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The calculated output vector is then compared to the measured output data vector, 
and the mean squared difference between these two vectors determines the error of 
this model. The number of layers is increased until the newer model begins to have 
poorer performance than their predecessors. This provides the self-organizing feature 
of the algorithm, leading to models of optimal complexity. 

4   PNN Modeling of RIE Characteristics and Results 

A PNN structure may be effectively employed to model the input-output behavior of 
the RIE experiments. Since there were four controllable input parameters and four 
measured output characteristics in this RIE experiments, four different models were 
constructed. Output of each model represents one characteristic of the RIE process. 
The number of inputs of each model was set to four; one controllable RIE parameter 
per one input node. The Predicted Squared Error (PSE), an estimate of the Mean 
Squared Error (MSE) of unseen data, is used as the performance metric. Initially, 
PNN RIE models were obtained using a set of input pairs and default structures. Since 
these rough models include all the polynomial type regression functions of input 
variables generated on the PNN structure, they were refined by varying the number of 
hidden nodes (neurons) and layers by analyzing all the PSEs at each layer, and select 
the polynomial coefficients to minimize the error. In evaluating learning (training) 
error, 20 RIE experimental data were used to build the models. The prediction error of 
this model was determined using 7 other experimental data which were not used 
during training process. 

To search for the PNN architecture and coefficients of polynomial that minimized 
both the training error and prediction error, the following PSE was defined as a 
performance index: 

KPMSEPSE +=  (6) 

where MSE is the training mean squared error and KP is the complexity penalty (over 
fit penalty). The KP is defined by: 

22
pS

N

K
PFKP ××=  (7) 

where K, N, and Sp
2 are determined by the data used to synthesize the network and PF 

is the penalty factor which is set to 1 in this model. N is the number of training data, 
Sp

2 is a prior estimate of the true error variance, and K denotes the total number of 
coefficients. The penalty factor allows the designer to accommodate the 
computational complexity in the calculation of the error term. 

The PSE takes into account the complexity of the RIE system, and it attempts to 
reduce the predicted squared error. Initially, the MSE had a significant effect, but as 
the model increases in the size of training data, KP becomes more important. A 
minimum value of PSE will always exist, because MSE decreases with each 
additional trial but always remains nonnegative, whereas KP linearly increases as the 
number of trials increases. Therefore, PSE is minimized in the point of compromise of 
both KP and MSE. The smallest values of PSEs are used to determine the PNN 
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architecture and coefficient set that simultaneously minimize both training and 
prediction errors. Hence, the presence of both MSE and KP ensures that PSE favors 
simple models with low error. 

In performing this analysis, it has been assumed that the optimal polynomials fitted 
by linear regression equations were sufficient to capture the dependence of PNN 
performance on the optimal coefficients. The fitted final polynomials were 
subsequently used to generate a PNN that optimized the training and prediction errors. 
Figures 6-9 show the synthesized PNN structure for the four output characteristics. 
Fig. 6 is a synthesized optimal PNN models for the anisotropy. The optimal model 
was determined to find input nodes from the satisfied node, after iteratively 
calculating the PSE until the PSE was smaller than the previous value. The equation 
shown in the figure represents the "Triple" in the network structure (shown in thick 
black square). The x1, x2, x3 in the equation represent the first input, the second input, 
and the third input respectively. 

        

     Fig. 6. Synthesized PNN for anisotropy        Fig. 7. Synthesized PNN for etch rate 

       

     Fig. 8. Synthesized PNN for selectivity       Fig. 9. Synthesized PNN for uniformity 

The outputs obtained from each of these nodes are used to construct a high-degree 
polynomial model with automatic elimination of undesirable variable interactions. We 
can see the automatic elimination result of the synthesized network in the Figures 6-8. 
Although all the four inputs are used to synthesize network for the uniformity (Fig. 9), 
only three inputs are used to synthesize network for anisotropy (Fig. 6), etch rate  
(Fig. 7), and selectivity (Fig. 8). We can also see the self-organizing capability in the 
uniformity model (Fig. 9). Fig. 9 shows that the pressure was used as an input both for 
the first layer and for the second layer. 

In order to establish the model prediction accuracy, the usual root-mean-squared 
(RMS) error (ε) metric was used: 
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where n is the size of the data set, y  is the measured value of the etch response and 

ŷ is the response predicted response by the neural network model. 
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To compare the performance of prediction capability of the PNN with feed forward 
error back-propagation (FFEBP) neural network, FFEBP neural network models were 
trained using the same 20 experimental data. The remaining 7 runs were used to 
measure the prediction error of the FFEBP neural network models. Various FFEBP 
neural networks with different numbers of hidden layer neurons were trained until the 
RMS error was minimized. For all four responses, the neural networks with two 
hidden layers converged much more readily than those with a single hidden layer. 
Table 2 contains the structure and parameters of the FFEBP neural networks 
modeling four responses of interest.  The RMS error of PNN models and FFEBP 
neural network models are compared and summarized in Table 3. The result shows 
that the prediction error for etch rate is remarkably improved. Although the prediction 
error for the uniformity is not so much as etch rate, the prediction error improvement 
is at least 16.9% compared to traditional FFEBP neural network modeling. 

Table 2. FFEBP neural network training parameters 

 Hidden 1 Hidden 2  Momentum 
Etch Rate 4 3 0.03 0.03 
Selectivity 4 5 0.05 0 
Uniformity (%) 4 6 0.05 0 
Anisotropy (%) 8 10 0.03 0.04 

Table 3. Prediction RMS error comparison between FFEBP neural networks and PNNs 

 FFEBP (RMS) PNN (RMS) % Improvement 
Etch Rate 0.288 0.121 138.02 
Selectivity 0.465 0.298 56.04 
Uniformity (%) 25.899 22.154 16.90 
Anisotropy (%) 15.950 8.185 94.87 

5   Conclusions 

Polynomial neural network modeling using GMDH method has been applied to the 
highly complex and nonlinear reactive ion etching (RIE) process. In contrast to the 
conventional regression technique, PNN has several distinct advantages: a smaller 
number of data set is required, less computational time, and the final structure of the 
PNN does not need to be specified. Although, high-order regression often leads to 
severely ill-conditioned system equations, the PNN avoids this by constantly 
eliminating variables and variable interactions at each layer, and helps to reduce linear 
dependencies. Therefore, complex systems can be modeled without specific 
knowledge of the system or massive amounts of data. This optimal network synthesis 
capability was shown in this paper using RIE experimental data. The prediction 
performance of the PNN models is superior to conventional FFEBP neural network 
models. The results show that at least 16.9% of prediction error is reduced using PNN 
models. This excellent PNN models can be used not only in analyzing the impact of 
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each input conditions on the output characteristics, but also in synthesizing the recipes 
for the etching with special characteristics. 
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Abstract. Wafer yield estimation is a very complicated nonlinear problem due 
to many variations in fabrication processes at different silicon foundries.  The 
purpose of this paper is to use Support Vector Machines (SVMs) to analyze and 
predict electrical test data, which are traditionally captured by probing each 
chip on the wafer.  The predicted data produced by the support vector machines 
is then compared with the known measured data to determine the accuracy.  
Once the SVM has captured nonlinear relationship between fabrication 
processes and wafer yields, it can be used to predict wafer yield in other lots 
fabricated by the same silicon foundry.  The advantage of using this approach is 
to save time due to probing hardware constraints, predict wafer yield across the 
same fabrication process and give an alternative method of device simulation.  
Our experiments show that the SVMs predict more accurate than classical 
device physics equations and in some cases SPICE simulation software in 
comparison with the actual measured electrical data. Electrical data used for 
this research include threshold voltages, saturation currents, and leakage 
currents. 

1   Introduction 

Traditional methods of testing wafers can be very time consuming and costly. This is 
due to the fact that each wafer and every die on the wafer must be thoroughly tested 
using a lot of hardware and man resources.  It is not uncommon to take more than one 
working day to measure electrical test (e-test) data from a single wafer. A wafer lot 
usually contains up to 25 wafers. The time required to measure all wafers in a lot 
exceeds two weeks easily even with modern testing equipments.  These individual 
wafers may be tested in parallel, but additional hardware is needed. Measured results 
may also vary depending on variations within different testing hardware. For 
example, testing the same die on two different wafer probe stations with identical 
hardware may show slightly different results.  Although it is very time consuming to 
fully characterize wafers, it is a necessity for process flow development, model 
extraction, and design.  In this paper, we explore the possibility of reducing the wafer 
testing time by using the support vector machine learning algorithm. A Support 
Vector Machine (SVM) can be trained on a database and later used to predict new 
outputs based on the training data and new inputs [1 – 6]. Instead of measuring all 
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wafers using probing stations, the SVM could predict the same desired electrical data 
in a much reduced amount of time. 

2   Wafer Yield and Electrical Test Data 

Electrical test data commonly refer to characterized devices taken from wafers after 
completion of fabrication processes. The characteristics of a device are measured and 
used to determine the pass or fail of a device. The more the dices on a wafer pass the 
specifications and the higher the yield the wafer has. In general, several 
characteristics from multiple dies are analyzed to determine the wafer yield.  Device 
characterization refers to measuring an electrical device (transistor, capacitor, diode, 
resistor, etc.) to determine its current-voltage characteristics. 

It is important in determining whether a fabrication process meets specifications 
and design rules.  If requirements are not met, physical parameters can be extracted 
from the measured data to provide possible solutions for failure issues.  If all 
specifications and design rules pass, then the characterized data will be used to extract 
device models for designers.  In most cases, a device is characterized by using manual 
or automated probe stations in which specific voltage conditions are applied to 
measure the desired current.  

3   Regression SVM for Wafer Yield Prediction 

A Support Vector Machine was first developed by Vladimir Vapnik and others at 
AT&T Bell Laboratories in the early to mid 1990s.  Support Vector Machines can 
map the input space into a very high dimensional feature space to find an optimal 
solution in a high dimensional space. The major functions of SVM can be classified 
into two areas: classification and regression. Two SVM kernel functions i.e., radial 
base function (RBF) and dot product are used in this work. In our application we use 
SVM for regression applications. In this paper measured data was taken from wafers 
processed by the 0.18µm technology with the operating voltage = 1.8 Volts.  Three 
measurement parameters such as linear threshold voltage, saturation current, and 
leakage current are the focus of all the experiments.   

3.1   Wafer Yield (Threshold Voltage, Saturation Current and Leakage Current) 

In general, threshold voltages, saturation currents, and leakage currents are the most 
important parameters in determining yield and passing/failing specification limits for 
transistors. The following measurement conditions are used for threshold voltages, 
saturation currents and leakage currents. 

Linear Threshold Voltage: VD = 0.1V, VS = VWELL = 0.0V, VG is swept from 
0V to 1.8V to calculate maximum slope of ID, or maximum GmMax. The threshold 
voltage is calculated using the following equation. 

VT = - (Intercept/Slope) - VD/2 (1) 

Saturation Current: Drain Current at VD = VG = 1.8V, VS = VWELL = 0.0V 
Leakage Current: Drain Current at VD = 1.8V, VG = VS = VWELL = 0.0V 



 Wafer Yield Estimation Using Support Vector Machines 1055 

3.2   Wafer Experiments 

In our experiments, each tested wafer has 149 dies and each die has about 40 CMOS 
transistors with different channel widths and lengths. Table 1, Figure 1 and  Figure 2 
present results obtained by SVM, SPICE simulations, and analytical calculations [7] 
for threshold voltages, saturation currents, and leakage currents. The radial basis 
function (FBF) is selected as the kernel function for the SVM. For the first 
experiment, the SVM is essentially used for interpolation because the training data set 
covers the most part of the wafer and the testing data is selected from part of the same 
wafer even though the testing data set is different from the training data set.  

Table 1. Threshold Voltage Using RBF Kernel SVM, SPICE, and Calculation 
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Fig. 1. Saturation Current Length Scaling (RBF SVM, SPICE, & Calculation) 
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Fig. 2. Leakage Current Length Scaling (RBF SVM, SPICE, & Calculation) 

For all three parameters, SVMs produce more accurate results than SPICE and 
analytical equations calculations in comparison with the measured data.  The SPICE 
model has limitations in capturing exact accuracies across numerous widths and 
lengths.  Classical analytical equations do not capture the varying effects across 
dimensions i.e. short-channel effect, narrow-channel effect).  

For the second experiment, a single die with varying channel widths and lengths 
was used to predict threshold voltages, leakage currents and saturation currents.  The 
importance of prediction across varying widths and lengths would be useful for 
device model extraction.  It is extremely time consuming to measure all the dimen-
sions needed for model extraction, and even more difficult to fit them during the 
model development process.  It would be ideal if only half the measurements were 
needed and use SVM to fit the other dimensions through prediction. The measured 
data used in this experiment was identical to that used for interpolation. Each training 
file was identical to what was used for interpolation, with the exception of a few 
dimensions that were intentionally left out.  The idea behind this was to have SVM 
predict the correct values for those missing dimensions during test.   

Figure 3 and Figure 4 represent length scaling curves for constant width of 10 
showing the SVM prediction vs. measured values. As seen from the prediction tables 
and plots, SVM predicts accurately for threshold voltage and saturation current.  This 
is most likely due to values not having much variation across the varying dimensions.   

The next sets of experiments focus on wafer prediction using SVM.  The first 
wafer experiment focused on measured threshold voltage and saturation current from 
149 die for a W/L = 10/10 device.  The SVM predicts threshold voltages and 
saturation currents with 97% accuracy comparing to the actual measured data. Due to 
page limitation, the detail results are not presented in this paper about this set of 
experiments. 
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Fig. 3. Threshold Voltage Length Scaling (SVM Prediction vs. Measured) 
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Fig. 4. Saturation Current Length Scaling (SVM Prediction vs. Measured) 

The final set of wafer experiments was based on the idea of using one wafer as 
training data to predict data for another wafer.  Because it is unrealistic to completely 
predict electrical data for an unknown wafer, training data was taken from one entire 
wafer and 30% of the second wafer.  The goal now is to predict the other 70% of the 
second wafer.  Again, threshold voltage and saturation current were used as the key 
test parameters, while leakage current data were limited.  The input values for the 
training files now contain a column for wafer number as well as channel width and 
channel length.  In this experiment, it was decided to use dimensions of W/L = 10/10, 
10/0.18, 0.22/10, and 0.22/0.18 to understand how SVM would handle prediction 
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across different dimensions.  Multiple training data files were needed for each 
dimension. In all cases, the SVM predicts values within 10% of the actual measured 
data. Due to page limitation, the detail results are not able to be presented in this 
paper about this set of experiments.   

4   Discussions 

From all experiments in this work, it has been observed that the SVM can predict 
electrical data very accurately within a single die. Within a wafer, the SVM can 
produce electrical data with 90% accuracy. Using all data from the first wafer and 
30% data of the second wafer, the SVM can predict the electrical data, i.e., threshold 
voltages and saturation currents of the remaining 70% of the second wafer with 90% 
accuracy. This means that there is a potential to reduce the wafer testing time by 35%. 
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Abstract. Dynamic soft-sensing model of diesel oil solidifying point (DOSP) in 
crude distillation unit (CDU) is proposed based on diagonal recurrent neural 
network (DRNN). Because of long time-delay of the DOSP measurements, 
multi-step-ahead predictions are obtained recursively by Levinson predictor and 
then used as input of DRNN. Simulation results on the actual industrial process 
data show that the proposed dynamic soft-sensing model took good effects 
practically and significantly diminished the time-delay of output value. 

1   Introduction 

In recent years, soft-sensing models are developed and implemented widely in the 
control of product quality in industrial processes. For most industrial processes, there 
exists the lack of suitable on-line quality measurements. Most laboratory analyzers 
suffer from large measurement delays and high investment and maintenance cost. 
Even in some cases, online analysis devices, e.g. near-infrared instrument, are used to 
measure the product quality, but time-delay of such online device always exists. 
However, soft-sensing model utilizes the on-line measurable variables (secondary 
variable) to predict the product quality variable (primary variable) through certain 
modeling approaches, such as mechanistic model, statistical model, and artificial 
intelligent model, etc [1]. Due to the uncertainty, complexity and nonlinearity of 
industrial processes, mechanistic models are often unavailable. Therefore, data-driven 
empirical models, such as neural network, are useful alternatives. Neural networks 
(NN) have been shown to be able to approximate any continuous nonlinear functions 
and have been applied to nonlinear process modeling and control [2][3]. 

Most researches in the soft-sensing modeling have been essentially concentrated on 
static soft-sensing models. Since in practical industrial applications, soft sensors 
based on static models often lead to low accuracy and poor robustness, dynamic soft-
sensing model should be developed. Feed-forward neural network (FNN) is usually 
used to build the soft sensor. However, the FNN is a static mapping and can only 
represent a dynamic system mapping by combining tapped delays of network inputs 
and the back-propagation (BP) training algorithm. On the other hand, recurrent neural 
networks (RNN) [4][5] have important capabilities not found in FNN, such as 
attractor dynamics and the ability to store information for later use. Of particular 
interest is their ability to deal with time-varying input or output through their own 
natural temporal operation [5]. Thus RNN is a dynamic mapping and is better suited 
for dynamical systems than the feed-forward network. 
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In this study, the focus is on coping with the time-delay of product quality measure-
ment and building a dynamic soft-sensing model for product quality (DOSP) in a 
crude distillation unit. The model is based on diagonal recurrent neural network 
(DRNN) and combined with Levinson predictor. Multi-step-ahead estimation of its 
measurement is given by Levinson predictor and then used as input of DRNN. 

2   Dynamic Soft-Sensing Model of DOSP 

In this study, a crude distillation unit (CDU) in an industrial petroleum refining 
enterprise is considered. Diesel oil is one of the main products in the CDU and the 
diesel oil solidifying point (DOSP) is the most important index to scale the grade of 
the product. Of particular interest is the control of consistent product quality. 
However, due to unknown disturbances during the operation of CDU, the DOSP is 
affected by many operation conditions, such as the property of the refining crude oil, 
oil feed rate, distillation pressure, and so on. In practice, an on-line analysis device is 
implemented to measure the DOSP and it can provide the value every 4 minutes, but 
the measurement of the DOSP is delayed by almost 20 minutes. So it is difficult to 
use the measured value to control the product quality on-line.  

The aim of the soft-sensing model is to predict the DOSP at the current time, and 
then it is possible to control the product quality on-line. Fig. 1 shows the whole 
structure of the novel dynamic soft-sensing model. 

yL(t|t-d)

ym(t)

CDU Z-dy(t)x(t-1) y(t-d)

Levinson 
Predictor

Z-1
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      Fig. 1. The whole structure of dynamic soft-                 Fig. 2. A structure of DRNN 
 sensing model of DOSP in CDU 

2.1   Multi-step-ahead Prediction by Levinson Predictor 

Levinson predictor [6] is used here to provide the product estimation at current time 
based on the delayed measurement of product quality. In the Levinson predictor, the 
output historical operation data is only used, and the prediction is obtained by 
computing the moving average value of output, which can be described as [6] 

=
−−=

q

i
iL ikyaky

1

)()(ˆ  (1) 

where k represents the current sampling time, )(ˆ kyL
is the predicted output, ai(i=1,…,q) 

are the model parameters, and q is the model order of the Levinson predictor, 
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respectively. It can be observed that )(ˆ kyL
 is calculated only using the former outputs 

y(t-1) to y(t-q). On the assumption that the future output be replaced by the predicted 
output )|(ˆ dkkyL − , the d-step-ahead output can be obtained at current time k by using 

Eq(1) recursively, which can be written as 

)()()|1(ˆ)|1(ˆ)|(ˆ 11 qkyadkyadkdkyadkkyadkky qdLdLL −−−−−−+−−−−−−=− −  (2) 

The parameters {ai} can be identified by least squares method using the historical 
operation data set. The model order q can be determined by examining sum of 
squared errors (SSE) of output prediction. After the Levinson predictor is developed, 
its prediction can be considered as the “measurement” of product quality at the 
current time and then used as the input of the DRNN, as shown in Fig. 1. 

2.2   Diagonal Recurrent Neural Network 

A structure of DRNN is shown in Fig. 2. It consists of three layers, but particularly it 
has one hidden layer with sigmoid-type recurrent neurons. Unlike the fully-connected 
recurrent neural network (FRNN), DRNN has no interlinks among neurons in the 
hidden layer [5]. Since a recurrent neuron already has an internal feedback loop in the 
hidden layer, it can capture the dynamic behavior of a system without external 
feedback through tapped delays in the input layer. Considering the DRNN shown in 
Fig. 2, it consists of m inputs, n recurrent neurons in the hidden layer, and one linear 
output. The mathematical model of DRNN can be expressed as [5] 
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where wI(n×m), wO(1×n) and wD(1×n) are weight vectors of the input, output, and 
hidden layers, xj(k) is the jth input of the network, si(k) is the sum of inputs to the ith 
recurrent neuron, hi(k) is the output of the ith recurrent neuron, f(⋅) is a usual sigmoid 
function of the recurrent neuron, and ym(k) is the output of the network, respectively. 
From Eq(3), we can obtain 
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where F(⋅) is a nonlinear function. It can be seen that for each discrete time k, the 
output of DRNN is not only the function of the current input X(k), but also the 
function of all inputs X(l) up to time k. That is, DRNN is a dynamic mapping which is 
very useful for associative memory purpose, and can be utilized in simulating 
dynamic systems. DRNN can only be trained by dynamic back-propagation (DBP) 
algorithm, because the output of DRNN is related to all inputs before current time, so 
during the training the output error of DRNN is also related all output errors before. 
The error function for DRNN can be defined as 
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where T is the desired output, and N is the amount of training sample.  
Let W be the weight vector composed of wI, wO and wD. From Eq(3) and (5), we 

can obtain the gradients of the output ym(k) with respect to W, and then the weights of 
DRNN can be adjusted as follows 
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According to above dynamic training algorithm Eq(6)-Eq(9), the weights W are 
usually updated each time for each training sample. When the number of training data 
set is large, the procedure of training is very time-consuming. In this study, we 
applied a batch training scheme to compute the errors of all training samples at each 
iteration and then update the weights. This scheme can avoid overmuch weight 
revision and lead to great decrease of training time. 

In the above dynamic soft-sensing model based on DRNN, both the prediction 
)|(ˆ dkkyL −  obtained by Levinson predictor and other on-line measured variables are 

used as inputs of the DRNN, and the output of DRNN is the prediction )(ˆ kym
 of DOSP 

at the current time k.  

3   Application to Actual Process Data 

From the industrial crude distillation unit, over 5000 data sets of samples, including 
the delayed analyzed product values DOSP, were collected from the plant and used to 
build and test the dynamic soft-sensing model. These samples almost covered all 
normal operation conditions of CDU. To pre-process data set, any outliers or bad 
samples were first verified and deleted, and then all data were scaled to zero mean 
and unit variance.  

The measurement of the DOSP is delayed by almost 20 minutes, the sampling time 
of the model is set to be 6 minutes, and therefore the multi-step-ahead prediction of 
the Levinson predictor is set to be d=3. After examining sum of squared errors (SSE) 
of predictions with different model order q, it was found that the value of q=7 
obtained the best performance. Then the parameters {ai} were identified by least 
squares method, and the Levinson predictor was described as follows: 
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where )3|1(ˆ −− tty  and )3|2(ˆ −− tty  are calculated recursively by Eq(2), and y(t-3),…, 

y(t-7) are the historical values by the analysis device. 
As well known in the soft-sensing model, the model accuracy is affected strongly 

by the input variables or secondary variables. From the historical operation data, the 
product quality DOSP is very complicated with over 20 correlated variables that can 
be measured on-line. After the statistical correlation analysis of all data sets, 7 related 
variables were selected, including the oil feed rate, the distillation pressure, the 
temperature of top distillation, the temperature and flow rate of the third outlet, the 
reflux rate of the second inlet, and the flow rate of the second outlet. The prediction 

)3|(ˆ −tty  is also used as another input of the DRNN. Almost 4000 sets of data were 

used to train the DRNN model, 1200 sets of data were used as testing data and 100 
sets of data were used as unseen data to assess the generalization performance. As 
described above, the number of input nodes was set to 8, but the number of hidden 
layer neurons of DRNN was determined through cross-validation. Networks were 
trained using the batch dynamic training algorithm. Networks were trained on the 
training data, and the network with the least sum of squared prediction errors on the 
validation data was chosen and 15 hidden neurons were utilized.  

Fig. 3 shows the predictions of the trained DRNN models on the testing data set. It 
is clear that the DRNN model has captured the dynamic trends of the product quaility 
in the data quite well. The prediction errors are also shown in Fig. 4, and the root-
mean-square-error (RMSE) is 0.25 and almost 95% prediction errors are less than 0.5. 
Fig. 5 shows the comparison between model predictions and actual values in the 
unseen data set. It can be seen that the model predictions almost lead 3 sampling 
interval than the actual DOSP value. The time-delay of the analyzed DOSP was 
diminished quite well. Thus it is possible to implement this dynamic soft-sensing 
model for the closed-loop control of the product quality. 

 

Fig. 3. Predictions of dynamic soft-sensing model on the testing data 
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Fig. 4. Prediction errors on the testing data          Fig. 5. Predictions on the unseen data 

4   Conclusions 

A novel dynamic soft-sensing model of DOSP in CDU based on the DRNN and 
Levinson predictor is proposed in this paper. Levinson predictor gives an optimal 
estimation of the DOSP measurement and then it is used as the input signal of DRNN. 
By the multi-step-ahead predictions, the effect of long time-delay is degraded. 
Simulation results on the actual industrial process data show that the predictions of the 
dynamic model are accurate and make it possible to implement the product control. 
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Abstract. It’s very time-consuming to evaluate thermal properties by
rigorous methods in process real-time simulation, especially when the
simulated project relates to multi-units and multi-components, which
takes about 70 to 80 percent of the total simulation time. We developed
a new reduced method for thermal properties evaluation based on the
artificial neural net(ANN), in which we established several reduced eval-
uation models using ANN, such as models of vapor-liquid equilibrium,
models of vapor-liquid enthalpy and models of temperature calculated
from given enthalpy. We used the reduced models in a dynamic distilla-
tion simulation. Compared with rigorous thermal properties models, the
ANN-reduced models could save 10 to 20 times simulation time with a
satisfied accuracy. The results show it’s an efficient and effective method.

1 Introduction

Process simulation has been a major tool for chemical engineer,there have been
developed several general commercial simulation softwares. Thermal properties
evaluation models is very important for it determines the accuracy and efficiency
of the simulation. We cannot imagine an inaccurate vapor-liquid equilibrium
could give an accurate distillation simulation results. While thermal properties
evaluation is very tedious and time-consuming for amounts of iterations and
test-and-errors, it will be calculated for thousands times in a simulation and
take more than 70 to 80 percents in the total simulation time[1]. So rigorous
models of thermal properties evaluation are hard to satisfy dynamic simulation
which needs real-time.

To meet the need of real-time, several local thermodynamic models are
proposed[2]. The basic theory of local thermal properties models is to substitute
a simple function for the rigorous models in local range , the simple function
could describe the complex thermodynamic behavior of temperature, pressure
or composition. However, the local models have limits, firstly these methods are
local, which are hard to adapt to a large range. secondly, the parameters in these
model must be updated, so there must have an update-strategy, and which must
call the rigorous model to calculate the updated parameters.

With the development of the computer and calculation technique, artificial in-
telligence (AI) has made a great progress, artificial neural network (ANN) as one
of the important branch is used widely. ANN has a great advantage in dealing with

J. Wang et al. (Eds.): ISNN 2006, LNCS 3973, pp. 1065–1070, 2006.
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complex system model establishment, it combines simple nonlinear functions to-
gether to describe complex system and has a remarkable ability to derive meaning
from complicated or imprecise data. In addition, ANN has the other advantages
including adaptive learning, self-organization,and auto-associative. ANN only
needs the input and output data to find the relations between them, and because
its information is stored distributed, it has great stability.

The use of feed forward neural networks for process modeling has proven
very successful for steady-state applications[3], Qu et al.[4]predict vapor-liquid
equilibrium constant by three layer BP neural network, and the results show
the predicted data are in good agreement with the experimental data. Wei et
al[5]predicted the density of saturated liquid. So, ANN has the advantage of
dealing with huge amounts of data in chemical engineering.

Based on the advantages of ANN, we established several reduced models of
thermal properties evaluation in process real-time simulation.

2 Structure of ANN Used in Thermal Properties Models

We select the feed forward artificial neural networks with back propagation algo-
rithm, the structure we used is as Fig.1, it has one input layer, one hidden layer
and one output layer[6].So we use the number of every layer nodes to describe
the structure of ANN used in thermal properties models, for example if we say
the ANN structure is 8:10:6, that means input layer nodes are 8, hidden layer
nodes are 10,output layer nodes are 6.

Fig. 1. the structure of ANN used in thermal properties reduced models

3 Steps to Establish ANN-Reduced Model

The steps to establish ANN-reduced thermal properties models are as followed.

1. Analyze the thermal property rigorous model and define the input and out-
put layer of ANN model;
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2. Select the rigorous method to calculate enough data as training sample and
test sample;

3. Define the hidden layer and parameters of ANN, such as the training rate
and training times and so on;

4. Test the training data using the test sample, if the allowance is satisfied,
goto step 5; else goto 3;

5. Pick the weights of the network, the ANN-reduced thermal properties model
is established;

4 Characters of ANN Used in Thermal Properties
Models

Before we establish ANN-reduced thermal properties model used in process real-
time simulation, we study some relative characters of ANN used in thermal
properties models, including how they affect the accuracy and efficiency of the
reduced models,such as the number of ANN nodes, the learning rate, the training
times. We select y=tanh(x) as the transfer function.

4.1 The Effect of ANN Nodes Number

We take a three-component non-ideal mixture to study how the number of the
ANN nodes affect the accuracy of the reduced models.

Vapor-liquid enthalpy is determined by the pressure (P), temperature (T)
and compositions (X) of the mixture, that means giving the P,T,X of a mixture,
the vapor-liquid enthalpy can be calculated. So we establish the vapor-liquid en-
thalpy ANN-reduced model, for this three-component mixture, the input layer
has 5 nodes(P,T,X1,X2,X3) and the output layer has 2 nodes (vapor enthalpy,
liquid enthalpy), the learning rate is 0.3, and the training times set as 100,000
times. we change the number nodes of the hidden layer to see its effect. The
results show that the number of hidden layer nodes affect the accuracy of ANN-
reduced model greatly. If nodes is few ( fewer than 4),the calculation error com-
pared with rigorous models is very big, but increasing the number of hidden
layer nodes, the accuracy is not always improved, it has an optimum number.
The optimum number of hidden layer nodes are usually 2 5 more than input
layer nodes.

4.2 The Effect of ANN Learning Rate

We also take the above example to study how the learning rate of the ANN affect
the accuracy of the reduced models, just set the nodes of the hidden layer as 8,
and change the learning rate to see its effect. The results show that the learning
rate also affect the accuracy of ANN-reduced model greatly, and it also has an
optimum value, too lower(lower than 1.0) or too higher(higher than 5.0) learning
rate may decreased the accuracy of ANN-models,generally we set it between 1.5
to 3.0.
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4.3 The Effect of ANN Training Times

We take a six-component ideal mixture to study how training times of the ANN
affect the accuracy of the reduced models. The mixture includes 1-3-butadiene,
1-butylene, n-pentane, 1-amylene, 1-butylethylene and benzene.

We establish a Vapor-liquid equilibrium (VLE) reduced model by ANN. VLE
is also determined by the pressure (P), temperature (T) and compositions (X) of
the mixture. So we establish VLE ANN-reduced model, for this six-component
mixture, the input layer has 8 nodes(P,T,X1,...,X6) and the output layer has 6
nodes (six equilibrium constants), the nodes of the hidden layer are set as 10,
and the learning rate is 2.3. we change the training times to see its effect. The
results show that the accuracy of ANN-reduced model is improved by increasing
the training times, but when the training times are increased to 50,000, the
improvement accuracy becomes little. Usually 100000 training times are enough
to get the satisfied accuracy for most mixture and thermal properties ANN-
reduced model.

5 Example

5.1 Establish Ann-Reduced Thermal Properties Models

We take the above six-component mixture as example and establish thermal
properties models as shown in Table 1. That the structure is 8:10:6 means the
number of nodes of input, hidden and output layer. The learning rate is 2.3
and the training times is 100000. Compared with rigorous thermal models, the
average relative error of the established ANN-models are no more than 0.5%.

Table 1. The thermal properties ANN-reduced models

No. Thermal Properties Model Structure of ANN
1 Given T, P and X, calculate K 8:10:6
2 Given T, P and X, calculate liquid enthalpy 8:10:1
3 Given T, P and Y, calculate vapor enthalpy 8:10:1

5.2 Application in Process Real-Time Simulation

We use these models above to evaluate vapor-liquid equilibrium and vapor-liquid
enthalpy in a dynamic distillation, which has 40 theory stages, a condenser
and a reboiler, one feed and no side-stream. We compared the simulation time
and accuracy of the dynamic distillation by rigorous thermal properties model
(Peng-Bob method) with by ANN-reduced models, Table 2 lists the simulation
time(unit: second) compared between rigorous and reduced models, and Fig.2
illustrates the accuracy compared between rigorous and reduced models.

From Table 2 we see that the simulation time can be greatly saved by ANN-
reduced models, the efficiency (rigorous model/ANN-reduced models) can be



Thermal Properties Reduced Models by ANN in Process Simulation 1069

Table 2. Simulation time comparison(unit:second)

integral time rigorous models ANN-reduced models Rigorous/ANN-reduced
50.0 447.97 22.46 19.94
80.0 726.99 35.75 20.31
100.0 913.46 44.65 20.46
120.0 1099.99 53.60 20.52
150.0 1379.67 66.79 20.66
180.0 1659.35 80.13 20.71
200.0 1845.88 88.98 20.74
250.0 2312.03 111.17 20.80
300.0 2778.18 133.30 20.84

Fig. 2. the accuracy comparison between ANN-reduced and rigorous thermal proper-
ties models:(a)six stage temperature of the column (b)feed stage temperature of the
column

raised by more than 20 times,which can meet the real-time demand. From Fig.2
we can see the simulation error of ANN-reduced models below 2%, this accuracy
can be meet the practical demand.

6 Conclusion

We take the advantage of artificial neural network to establish reduced thermal
properties models in this work. And studied the structure of ANN deeply to make
the reduced models have the best performances like efficiency and accuracy. We
use a three-layer structure of ANN, and study the effect of the structure to the
reduced models. We find 10 nodes of the hidden layer is generally enough for
the accuracy of most reduced models, the learning rate sets between 1.5 to 3.0
preferably, and 100,000 training times are enough.
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From the example used in process real-time simulation, we can see the ANN-
reduced thermal properties models avoid lots of iterations and test-and-errors
compared with rigorous models, so which can save huge simulation time with
allowable accuracy, and can be used in the practice.
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Abstract. Humidification is a key factor influencing the performance of a Pro-
ton Exchange Membrane (PEM) Fuel Cell system. It is important to obtain an 
accurate temperature model of the humidifier to achieve the optimal humidity 
by means of some control strategy. Analysis shows that humidification process 
is nonlinear. To avoid the curse-of-dimensionality problem, a class of wavelet 
networks proposed by Billings was employed for the identification in this work. 
An efficient model term selection approach was applied to solve the high di-
mensional problem. The model was identified based on the experimental data 
acquired from our test bench. The one-step-ahead predictions and the five-step-
ahead predictions were compared with the real measurements respectively. It 
shows that the identified model can effectively describe the real system. 

1   Introduction 

Proton Exchange Membrane fuel Cells, which convert chemical energy into electric-
ity directly, have drawn much attention in the past decades. They offer a highly effi-
cient and environmentally friendly option for energy conversion [1]. They are actively 
studied by scientists around the world. Recently, great progress has been made in 
developing PEM Fuel Cells technology. But many challenges affecting the perform-
ance of PEM Fuel Cells still exist. Humidification is one of the key issues to be exten-
sively studied. 

The polymer membranes of PEM fuel cells need to be properly hydrated in order to 
achieve maximum performance and extend life. Partial dehydration of the membrane 
decreases the net power and caused some local hot spots to emerge, which may dra-
matically reduce the life of the membrane. On the other hand, the performance of fuel 
cells will also be adversely affected by excessive water in the membranes due to the 
water blockage of the flow channels. In addition, the membrane humidity has to be 
properly controlled during transient process [2].  

A great deal of effort has been taken in developing models of the humidification 
system. Some mathematical models have been proposed to optimize the fuel cell 
design to maintain high humidity [3-5]. However, the main purpose of most of these 
works is either to understand the system or to size the components. Few dynamic 
models are suitable for control purposes. Ref. [2, 6] analyzed a humidifier system and 
developed a theoretical model under some assumptions for simplification. This model 
aims to be used in humidification control and is proved effective in simulation. Yet, 
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no experiment result has been presented to demonstrate the effectiveness of the model 
in real test bench. 

In this paper, a nonlinear MISO model using a class of wavelet networks was iden-
tified based on the experimental measurements of our fuel cell test bench. The paper 
begins with the description of the humidification system of a PEM Fuel Cell in  
Section 2. In Section 3, an overview of a class of Wavelet Networks is presented. The 
identification result is shown in Section 4 and a conclusion is given in Section 5. 

2   PEM Fuel Cell Humidification System Description 

A simplified description of a PEM Fuel Cell membrane humidifier is shown in Fig. 1. 
The deionized water passes on one side of a membrane. The fuel and oxidant gases 
are humidified by passing on the other side prior to introduction to the fuel cell stack, 
where the proton exchange membranes of the fuel cells will be humidified by the 
gases. In such arrangements, water transfers across the membrane to the fuel and 
oxidant gases.  

 

Fig. 1. The humidifier of a PEMFC 

The water uptake by the gases from the humidifier is affected by the flow rates of 
the gases and the temperature of the humidifier. It was found that the humidity of the 
gas streams increases with the temperature at a constant flow rate. On the other hand, 
on increasing the gas flow rates at constant temperature, the absolute quantity of wa-
ter picked up by the gas per hour increases [7].  

The inputs of the humidifier system are chosen to be 

 u1: the mass flow rate of the inlet air, l/min 
 u2: the mass flow rate of the inlet Hydrogen, l/min 
 u3: the temperature of the inlet water,  

The output of the system is chosen to be 

 y: the temperature of the outlet water,  

A nonlinear autoregressive with exogenous inputs (NARX) model [8] can be used  
to describe the humidification process, which has strong nonlinearity. The identification 
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of it is a high dimensional problem and could lead to the curse-of-dimensionality. 
Therefore, a class of wavelet networks was employed to bypass the difficulty of 
curse-of-dimensionality. 

3   A Class of Wavelet Networks [8] 

Wavelet networks are inspired by both feedforward neural networks and wavelet 
decompositions. In recent years, they have been introduced for the identification of 
nonlinear static systems and nonlinear dynamical systems [9]. 

Let ψ be a mother wavelet, any function )(2 RLg ∈  can be expanded as: 

                  
∈ ∈∈

−===
Γ ΓΓ t t t
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a
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tt
)(

1
)()()( ),( ψψψ                    (1) 

where at and bt are the scale and translation parameters, and ct are the decomposition 
coefficients or weights. Equation (1) is called the wavelet frame decomposition. 

The decomposition (1) is often discretized by restricting the dilation and translation 
parameters to a dyadic lattice as at = 2-j and bt = k2-j with Zkj ∈,  (Z is the set of all 

integers). For the dyadic lattice case, (1) becomes 

                                               =
j k

kjkj xcxg )()( ,, ψ                                   (2) 

where )2(2)( 2/
, kxx jj
kj −= ψψ  and Zkj ∈, . 

The decompositions (1) and (2) are often truncated at an appropriate accuracy for 
either static function learning or dynamical system modeling. Taking the decomposi-

tion (2) as an example, an approximation to a function )(2 RLg ∈  using the truncated 

wavelet decomposition with the coarsest resolution j0 and the finest resolution jmax can 
be expressed in the following: 

                                               
= ∈

=
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0

)()( ,,

j

jj Kk
kjkj

j

xcxg ψ                                           (3) 

where Kj ( j = j0, j0+1, ..., jmax) are subsets of Z. The truncated wavelet decomposition 
(3) is referred to as fixed grid wavelet networks. 

Consider a nonlinear single-input-single-output (SISO) system expressed by a 
NARX model: 

)())(,),1(),(,),1(()( tentutuntytyfty uy +−−−−=
 (4) 

where f is an unknown nonlinear mapping, u(t) and y(t) are the sampled input and 
output sequences, nu and ny are the maximum input and output lags, respectively. The 
noise variable e(t) is immeasurable but is assumed to be bounded and uncorrelated 
with the inputs. 

The nonlinear function f in the model (4) can be decomposed into a number of 
functional components via the well-known functional ANOVA expansions [10]. 
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The first functional component f0 is a constant to indicate the intrinsic varying trend; 
fi, fij,..., are univariate, bivariate, etc., functional components. 

From (1), )(,),(),((
2121

txtxtxf
mm iiiiii  in the ANOVA expansion (5) can be ex-

pressed using an m-dimensional Wavelet Networks as 
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where the m-dimensional wavelet function ))(,),((
11

][
,,: txtx

mm ii
m

kkjψ  can be gener-

ated from a scalar wavelet. 
Expanding each functional component in (5) by using a radial wavelet networks, a 

nonlinear wavelet networks can be obtained. Assume that M candidate wavelet terms 
are involved in a wavelet networks. The wavelet networks can then be converted into 
a linear-in-the parameters form 

=
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mm tetpty
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)()()( θ                                              (8) 

where pm(t) ( m = 1, 2, ..., M) are regressors (model terms) produced by the dilated 
and translated versions of some mother wavelets. For a High-dimensional system, the 
model (8) may involve a great number of model terms. Experience shows that often 
many of the model terms are redundant and can be removed from the model with a 
given accuracy. Therefore, there exists an integer M0 (generally M0 << M), such that 
the model  
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ii tetpty
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provides a satisfactory representation over the range considered for the measured 
input-output data. A fast and efficient model structure determination approach has 
been implemented using the forward OLS algorithm [8, 11]. 
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4   Identification Result 

The identification scheme is demonstrated in Fig. 2, where U(t) = [u1(t), u2(t), u3(t)]’ 
is an input vector; y(t) is the output of the system; ye(t) is the output of the wavelet 
networks model. 

 

Fig. 2. The Identification scheme using wavelet networks 

The data used for identification were obtained from our test bench. The sample 
time is 0.1s, and 2500 samples were acquired. They were divided into two parts. The 
first 1000 data points were used for wavelet networks training and the remaining 1500 
data points were used for model testing. 

The model order was determined first. Then, significant variables were selected 
from all candidate lagged output and input variables. Mexican hat radial wavelet net-
works were used for identification. The coarsest resolution was set to be j0 = 0 and 
finest resolution was set to be jmax = 3. 

The one-step-ahead predictions and five-step-ahead predictions of the identified 
wavelet networks model were compared with the measurements respectively. The 
comparisons are shown in Fig. 3 and Fig. 4. 

The following index, the mean-square-error on the test set, was used to measure 
the performance of the identified wavelet networks 
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where Ntest is the length of the test set, xk and kx̂  are the measurements over the  

data set and associated predictions, and 
=

= testN

k ktest xNx
1

)/1( . In one-step-ahead  

predictions, it was calculated that 0.0019039=E . In five-step-ahead predictions, it 
was calculated that 0.0072915=E . 
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Fig. 3. Comparison between one-step-ahead predictions and the real measurements 

 

Fig. 4. Comparison between five-step-ahead predictions and the real measurements 

5   Conclusion 

In this paper, a nonlinear MISO model of a PEM Fuel Cell humidifier was identified 
by using a class of Wavelet Networks, which can bypass the difficulty of the curse-of-
dimensionality. The identification is based on the experimental measurements ob-
tained from our fuel cell test bench. One-step-ahead predictions and five-step-ahead 
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predictions were compared with the real measurements respectively. The comparisons 
demonstrate the effectiveness of the identified model. 
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Abstract. An inferential estimation strategy of quality indexes of flotation 
process based on principal component analysis (PCA) and radial basis function 
neural network (RBFNN) is proposed. Firstly, the process prior knowledge and 
PCA method are used to simplify the networks’ input dimension and to choose 
the secondary variables. Then a new hybrid optimization algorithm of RBFNN 
is developed. The algorithm includes simplified rival penalized competitive 
learning method (SRPCL) to make an adaptive clustering of networks’ input 
pattern and recursive least squares method (LSM) with forgetting factor to up-
date networks’ weights. The simulation results show that this inference estima-
tion strategy has high predictive accuracy in flotation process. 

1   Introduction 

Flotation is a method to choose and separate minerals by the buoyancy of bubble from 
mine slurry according to different surface characters of minerals [1]. The quality in-
dexes (extractive ore grade and flotation callback ratio) are important in flotation 
process. But they can only be controlled based on the off-line analysis results in real-
ity. Its long delay and low precision make it difficult to realize direct quality closed-
loop control of flotation process. In addition, to build up the soft-sensing model of 
flotation process based on mechanism analysis or experimental method isn’t feasible 
in industry. The inferential estimation of extractive ore grade and flotation callback 
ratio in flotation process is in urgent demand and actual research in this field is few. 

Therefore the paper proposes an inferential estimation strategy of flotation quality 
indexes based on PCA method and RBFNN. Firstly, primary process variables are 
obtained by technique mechanism and experience knowledge. Then the algorithm 
selects secondary variables to reduce the input dimension of RBFNN using PCA 
method. At the same time, in order to enhance precision and real-time characteristic 
of RBFNN recursive training, the paper proposes a new hybrid recursive algorithm, 
which includes SRPCL to make an adaptive clustering of networks’ input pattern and 
the recursive LSM with forgetting factor to update the networks’ weights. Finally, the 
simulation results obtained from the actual prediction demonstrate that the perform-
ance and capability of the proposed strategy are superior. 

The paper is organized as follows. In section 2, the PCA of flotation process is in-
troduced. The new hybrid algorithm of RBFNN is presented in section 3. In section 4, 
simulation outcomes are summarized. The conclusion illustrates the last part. 
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2   Dimensionality Reduction Using PCA 

PCA method was originally developed in the 1900s and has now re-emerged as an 
important technique in data analysis [2]. Multiple regression and discrimination analy-
sis using variable selection procedures to reduce the dimension result in the loss of 
one or more important dimensions. The PCA approach uses all of the original vari-
ables to obtain a smaller set of new variables (principal components-PCs), which can 
be used to approximate the original variables. PCs are uncorrelated and are ordered so 
that the first few retain most of the variation present in the original set. 

A data matrix X  represents n  observations of each of m  variables. PCA is scale 
dependent, and so the data matrix X  must be scaled in some meaningful way before 
PCA analysis in order to avoid the influence caused by different dimensions of proc-
ess variables to predictive outcome. The mean vector and standard difference vector 
of X  are µ  andσ , receptively. Then the scaling of process variable X

~
 is given as: 

m),1,jn,,,1(i    /)( ==−= jjijij xx σµ  . (1) 

The covariance matrix of X
~

 is . The PCA procedure is: 

1. Calculate the m  eigenvalues )( 21 mj λλλλ ≥≥≥  and corresponding unit or-
thogonal eigenvector jP  of covariance matrix . 

2. Calculate the j th principal component jt : 

jj PXt
~=  . (2) 

3. Calculate principal component model: 

T
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where n
j Rt ∈  is scoring vector or principal component, m

j RP ∈  is loading vector.  
The first few eigenvectors are the PCs that can capture most of the variance of the 

original data while the remaining PCs mainly represent noise in the data. 
],,[ 1 mttT =  is scoring matrix and ],,[ 1 mPPP =  is loading matrix. Then the for-

mula 3 may be described as matrix form: 

TTPX =ˆ  . (4) 

4. Calculate variance contributed ratio kη  of the forward )1( mkk ≤≤  PCs: 
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Extractive ore grade and callback ratio of flotation process is directly influenced by 
mineral slurry thickness, mineral properties and additive medicament. Based on tech-
nique mechanism and experience knowledge the paper selects five process variables 
as the input of PCA model, which are feed grade, feed thickness, feed granularity, 
medicament flow rate and mineral slurry PH value. Using these variables for RBFNN 
modeling will make network topology and training complex. Therefore, the paper 
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uses PCA method to analysis input historical data matrix. The variance represented by 
each PC is given in Table 1. Three principal components can express data change 
above 85%. After the PCA disposal, the PCs variables as the RBFNN model input not 
only retain the original system characteristic information, but also simplify the 
RBFNN structure. Therefore many merits of the RBFNN can be fully displayed. 

Table 1. Summary of the PCs 

PCs Eigenvalues Percentage of eigenvalues (%) Cumulated percentage (%) 
1 1.1109 37.73 37.73 
2 1.0430 35.42 73015 
3 0.4108 13.95 87.10 
4 0.2480 8.42 95.53 
5 0.1318 4.47 100 

3   New Hybrid Recursive Algorithm of RBFNN 

In Fig.1. a three-layer RBFNN structure is illustrated: 

 

Fig. 1. Architecture of RBFNN 

Structurally, RBFNN is composed of receptive units (neurons) which act as the op-
erators providing the information about the class to which the input signal belongs to 
[3]. Each neuron in the hidden layer provides a degree of membership value for the 
input pattern with respect to the basis vector of the receptive unit itself. The output 
layer is comprised of linear combiners. Suppose there are m  input nodes, n  hidden 
nodes and one output node. Then RBFNN may be represented as: 

( )
Bi

n

i
i cxgwxy −⋅=

=
 )(

1

 . (6) 
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)()(2
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iBi cxBBcxcx −−=−  . (7) 

where mRx ∈  is network input, )(g ⋅ is a radial basis function, )1( niRc m
i ≤≤∈  is 

the RBF center of, iw  is the network connective value and B  is the distance addition 
matrix of the Euclidean norm. The common RBF is Gauss function: 
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The new hybrid recursive algorithm of RBFNN proposed in the paper includes: 

1. Revise network center using a new self-tuning clustering algorithm-SRPCL. 
2. Revise network connective values using the recursion LSM with forgetting factor. 

3.1   Simplified Rival Penalized Competitive Learning Method (SRPCL) 

The K-means clustering is a classical algorithm that determines the RBF centers. The 
main drawback is that network performance may be seriously reduced when the num-
ber of hidden nodes doesn’t match with the number of input patterns. Therefore, the 
paper adopts SRPCL to train the RBFNN centers [4]. For each input vector, SRPCL 
adjusts the center of the winner node to make it near the input vector and carries out 
counter-study with small learning rate at the center of inferior winner node to make it 
deviate from the input vector. The algorithm is showed as follows: 

1. Given the stochastic initial center )1)(0( nici ≤≤ , initial forward learning rate α  
and reverse learning rate )10( <≤< ααα rr . 

2.  Calculate the distance of the step k : 

nikckxkd
Bii ≤≤−−= 1,)1()()(  . (9) 

where )(kdi  is the Euclidean norm. 
3. Calculate the minimum distance and the inferior small distance of the step k: 
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4. Adjust the center: 

vikckxkckc vvv =−−+−= )],1()([)1()( α  . (11) 

likckxkckc lrll =−−−−= )],1()([)1()( α  . (12) 

livinikckc ii ≠≠≤≤−= ,,1),1()(  . (13) 

5. Calculate the distance between the node v  and node l  over again: 

Bvv kckxkd )()()( −=  . (14) 
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Bll kckxkd )()()( −=  . (15) 

6. 1k k= + Return 2. 

3.2   Recursive Least Squares Method with Forgetting Factor 

Transitional recursion least squares method will appear the phenomenon of losing the 
revision ability gradually with the increase of data quantity. Therefore, the paper 
adopts the recursion LSM with forgetting factor to train the network connective 
weights. The method can effectively overcome this drawback and has quicker training 
speed and stronger time-vary tracking capacity. Given the relation from the hidden 
layer to the output level can be expressed as follows: 

( )ky = )()(
1

kZkw i

n

i
i ×

=
 . (16) 

where ( )kZi  is the i th node output of hidden level and )(kwi  is the connective 
weight of the i th node of hidden level and output layer. The algorithm procedure can 
be represented as: 

1. Given the initial weight vector )0(w , the initial training sample converse correla-
tion matrix )0(P  and forgetting factor. 

2. Calculate the gain matrix )(kK and )(kP  

1])()1()()[()1()( −+−−= µkZkPkZkZkPkK T  . (17) 

)1()]()([
1

)( −−= kpkZkKIkP T

µ
 . (18) 

3. Adjust the weight vector )(kw : 

)]1()()()[()1()( −−+−= kwkZkYkKkwkw T
d  . (19) 

 where )(kYd  is the k th output target of RBFNN. 

4   Simulations 

We collect 700 representative historical data of flotation process in 2004. Partial data 
is selected stochastically as training data to optimize RBFNN centers and weights 
utilizing the proposed algorithm. The rest data are used for testing the performance of 
soft-sensor model. Simulation parameters are initialized as follows: The node number 
of input level, hidden level and output level are 3, 8 and 2, respectively. Distance 
weighted matrix )0.1,1.1,0.1(diagB = . Learning speed α  is 0.1 and τα  is 0.01. Initial 
center )0(ic  and vector )0(w  are chosen as random numbers in range [0, 1]. 

IP 10)0( = ( I is 9×9 unit matrix). Forgetting factor µ  is 0.75. Fig. 2-5 is the predic-
tive output and error of extractive ore grade and  callback ratio, receptively.  
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Fig. 2. Prediction output of extractive ore grade (%) 

 

Fig. 3. Prediction output of flotation callback ratio (%) 

 

Fig. 4. Prediction error of extractive ore grade  (%) 

From upper figures, the predictive error of extractive ore grade and flotation call-
back ratio is in the range [-0.3% 0.3%] and [-0.1% 0.1%], respectively. Simulation 
result indicates that the predictive precision of the model is high. The medicament 
additive system based on the predictive model can effectively stabilize flotation proc-
ess and enhance flotation callback ratio. 
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Fig. 5. Prediction error of flotation callback ratio (%) 

5   Conclusions 

This paper proposes an inferential estimation strategy of quality indexes of flotation 
process based on the principal component analysis method and the RBF neural net-
work. A new hybrid optimization algorithm combining SRPCL method and the recur-
sion least squares method with forgetting factor is described in this paper. The simula-
tion indicates that this method has a high estimation precision and completely satisfies 
the request of the optimized control of flotation process. This conclusion is not only 
suitable for this system, but also suitable for other production processes, such as 
chemical reaction process, petroleum refinement process and papermaking process. 
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Abstract. For the on-line estimation of some directly immeasurable crucial 
variables in erythromycin fermentation process, this paper presents an Artificial 
Neural Network (ANN) left-inversion based on the “assumed inherent sensor” 
and its left-inversion concepts. The ANN left-inversion is composed of two 
relatively independent parts  a static ANN used to approximate the complex 
nonlinear function and several differentiators used to represent its dynamic be-
haviors, so that the ANN left-inversion is a special kind of dynamic ANN in es-
sence. Different from common dynamic ANNs, such a separate structure makes 
the ANN left-inversion easier to use, hence facilitating its application. The 
ANN left-inversion has been used to estimate such immeasurable variables as 
mycelia concentration, sugar concentration and chemical potency in erythromy-
cin fermentation process. The experimental results show its validity.   

1   Introduction 

The use of artificial neural network (ANN) as a soft sensor to estimate immeasurable 
variables in biochemical process has received a great deal of attention [1],[2],[3] ow-
ing to its excellent ability to approximate a nonlinear function with satisfactory accu-
racy. However, most of the existing ANN soft sensors are empirical models [2],[3], 
which are generally obtained by using a static or dynamic ANN to approximate the 
relation between the inputs and outputs on the basis of empirical rules rather than 
strict theory. In general, it remains difficult to obtain a satisfactory ANN soft sensor 
only using empirical methods.   

Motivated by this, this paper proposes a strict ANN soft sensor with the help of in-
version theory to estimate the crucial immeasurable variables in erythromycin fer-
mentation process. To achieve this, we first present the “assumed inherent sensor” 
and its left-inversion concepts for the erythromycin fermentation process, and then a 
static ANN is used to overcome the difficulty in constructing the left-inversion in an 
analytic manner, thus leading to an ANN left-inversion (i.e. the desired ANN soft 
sensor). Besides a static ANN, the ANN left-inversion also feathers a set of differenti-
ators that describe its dynamic behaviors so that it is a special kind of dynamic ANN 
in essence.  

Compared with the common dynamic ANN like Hopfield Neural Network, the 
ANN left-inversion has a simpler structure and its dynamic characteristics are easy to 
capture. In addition, owing to the fact that the research object under consideration in 
this paper is a partially known system rather than a complete black-box, the ANN left-
inversion is a preferred option to implement the desired ANN soft sensor.   
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2   Erythromycin Fermentation Process and Estimating Principle 
Based on Left-Inversion  

For such a complex biochemical process as erythromycin fermentation, it is very 
difficult to establish its accurate mathematical model. As a compromise, the following 
gray-box model based on its partial knowledge [4], [5] is considered in this paper.   
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 , (1) 

where ( )1 2 3 4 5, , , ,
T

u u u u u=u are inputs (oil 1u , dextrin 2u , propanol 3u , aqua ammo-

nia 4u , and water 5u ), and ( )1 2 3 4 5 6, , , , ,
T

x x x x x x=x are states which can be divided 

into two groups: the measurable group (dissolved oxygen concentration 

4x , pH value 5x and zymotic fluid volume 6x ) and the immeasurable group (mycelia 

concentration 1x , sugar concentration 2x and chemical potency 3x ). In addition, 

( ) ( ) ( ) ( ) ( ), , , ,µ σ π η ψx x x x x are all analytic functions and , 1, ,8is i = are all non-

zero constants, which imply that all the functions ( ), , 1, ,6if i =x u are still analytic.  

For the erythromycin fermentation process (1), to estimate 1 2 3, ,x x x , one may  

     first, assume that in the erythromycin fermentation process (1), there exists a 
subsystem whose inputs just are the to-be-estimated 1 2 3, ,x x x while whose out-

puts are the measurable variables 4 5 6, ,x x x . Such a subsystem would be viewed 

as an “assumed inherent sensor” (see Fig. 1), with the 1 5~u u as parameter  

variables;  
     then, under the condition that the left-inversion of the “assumed inherent sensor” 

exists, cascading the left-inversion with the “assumed inherent sensor” can lead 
to a composite identity system (see Fig. 2). Thus, the outputs of the left-
inversion can completely reproduce the inputs to the “assumed inherent sensor” 
so that the problem of estimating the to-be-estimated variables 1 2 3, ,x x x can be 

solved.  
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      Fig. 1. The “assumed inherent sensor” in 
      erythromycin fermentation process 

    Fig. 2.  Estimating principle based on left-  
    inversion of “assumed inherent sensor”    

3   The “Assumed Inherent Sensor” and Its ANN Left-Inversion  

Denote the to-be-estimated variables as ( )1 2 3
ˆ , ,

T
x x x=x and the measurable ones as 

( ) ( )1 2 3 4 5 6, , , ,
T T

z z z x x x= =z . Then, the “assumed inherent sensor” can be achieved 

by coupling the second order derivative of 1z  with the forth, fifth equations in (1), i.e.   
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According to the inversion theory [6],[7],[8], if ( ) ( )( )1 1 2 1 2 3, , , , 0
T

det z z z x x x∂ ∂ ≠  

holds in the operating range, the “assumed inherent sensor” (2) will be left-invertible 
and its left-inversion  can be expressed by the following inverse function of (2)   

( )1 2 3 1 1 2
ˆ , , , , , , ,z z z z z z=x u uϕ  (3) 

In general, it is very difficult to verify such a left invertibility condition. As an al-
ternative, in the practical use we can first suppose the “assumed inherent sensor” is 
left-invertible in its operating range, and then examine its validity and credibility via 
the experimental results. In section 5, we will find that the field experimental results 
show that such a supposition is reasonable and credible.    

Obviously, it is hard to implement the left-inversion (3) by analytic means due to 
high inaccuracy and nonlinearity of the erythromycin fermentation process. To over-
come this problem, a static ANN is adopted to approximate the static nonlinear func-

tion ( )ϕ appearing in (3) by taking advantage of its strong potential to approximate a 

nonlinear function, thus resulting in an ANN left-inversion.  
The static ANN adopts Back Propagation (BP) network due to its simple structure. 

It has a structure of 16-22-15-1 with “tan sigmoid” transfer function on the nodes of 
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hidden layers, and “linear” transfer function on that of output layer. Besides a static 
ANN, the ANN left-inversion also feathers a set of differentiators that describe its 
dynamic behaviors (see Fig.3) so that it is a kind of dynamic ANN in essence.  

As opposed to the common dynamic ANNs like the well-know Hopfield Neural 
Network which is composed of dynamic neurons, the ANN left-inversion features two 
relatively independent parts  a set of differentiators and a static ANN. This separate 
structure makes the ANN left-inversion easy to use and enables it to approximate a 
complex dynamic system with satisfactory accuracy [9].  

4x

5x

51 ~ uu

4x

1x

2x

3x

5x

6x

4x

2x

3x
51 ~ uu

1x

51 ~ uu

s

s
s

s

 

Fig. 3. ANN left-inversion of the “assumed inherent sensor” ( s denotes a differentiator)   

4   ANN’s Training  

Before training the ANN left-inversion, we first need to collect the raw data to form 
the training data sets. For the erythromycin fermentation process, the raw data 4x , 5x , 

6x , 1 5~u u  are acquired by using actual chemical and physical sensors every 5 minutes 

while the 1 2 3, ,x x x  are obtained by using off-line analyzers every 6 hours. The first- 

and second-order derivatives of 4x , 5x , 6x appearing in ANN left-inversion are ob-

tained by using 5-point derivative method that can guarantee high accuracy. Thus, we 
obtain the ultimate ANN training data sets.   

The ANN was trained with Levenberg-Marquardt training algorithm due to its 
faster convergence than common BP algorithms. In addition, the trained ANN left-
inversion was tested with the data not used for training. The test results showed that 
the generalization of the ANN left-inversion is appropriate for actual application.  

5   Experimental Results  

A typical batch of estimating results are shown in Fig. 4 where the real lines represent 
the real-time on-line estimating values denoted by 1 2 3, ,s s sx x x and the broken lines rep-

resent the fitted off-line analyzing values denoted by 1 2 3, ,a a ax x x . For making a clear 
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comparison, view the off-line analyzing values as the true ones and then define the 
relative errors as ( ) , 1,2,3s a a

r i i i ix x x x i∆ = − = that are shown in Fig. 4.   
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(b) 2x (Sugar concentration)           (b) 2r x∆  
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(c) 3x (Chemical potency)                       (c) 3r x∆  

Fig. 4. The estimating results           Fig. 5.  The relative errors   

Fig. 5 shows that the relative errors 1 2 3, ,r r rx x x∆ ∆ ∆  are all less than 12% during 

the main stage of the fermentation process (from 50th to 160th hour).  To be precise, 
the maximum relative error of mycelia concentration is 8% and those of sugar con-
centration and chemical potency are 10% and 12% respectively.   

6   Conclusion  

In this paper, an ANN left-inversion of the so-called “assumed inherent sensor” is 
presented for on-line estimation of some crucial immeasurable variables in erythro-
mycin fermentation process. The proposed ANN left-inversion has been used to  
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estimate such immeasurable variables as the mycelia concentration, sugar concentra-
tion, and chemical potency and the field experimental results show its validity.   

Compared with the off-line laboratory analyses every 6 hours, the ANN left-
inversion is capable of providing more information timely, hence making it possible 
to achieve the real-time control of the erythromycin fermentation process. This is an 
open topic for further research.   

Acknowledgments 

This work is supported by both the National Natural Science Foundation of China 
(60574097, 60174004) and the Specialized Research Fund for the Doctoral Program 
of Higher Education (20050286029).    

References 

1. Shi, D., Zhang, H., Yang, L.: Time-Delay Neural Network for the Prediction of Carbona-
tion Tower’s Temperature. IEEE Trans. Instrumentation and Measurement 52(4) (2003) 
1125-1128  

2. Wang, W., Ren, M.: Soft-Sensing Method for Wastewater Treatment Based on BP Neural 
Network. In: Xi, Y., Cao, X., Guo, L. (eds.): Proceedings of the World Congress on Intelli-
gent Control and Automation, Vol. 3. Shanghai, P.R. China (2002) 2330-2332  

3. Su, H., Fan, L., Schlup, J.R.: Monitoring the Process of Curing of Epoxy/Graphite Fiber 
Composites with a Recurrent Neural Network as a Soft Sensor. Engineering Applications of 
Artificial Intelligence 11(2) (1998) 293-306   

4. Paul, G.C., Syddall, M.T., Kent, C.A., Thomas, C.R.: A Structured Model for Penicillin 
Production on Mixed Substrates. Biochemical Engineering Journal 2(1) (1998) 11-21   

5. Birol, G., Undey, C., Cinar, A.: A Modular Simulation Package for Fed-Batch Fermenta-
tion: Penicillin Production. Computers and Chemical Engineering 26(11) (2002) 1553-1565   

6. Singh, S.N.: A Modified Algorithm for Invertibility in Nonlinear Systems. IEEE Trans. 
Automatic Control 26(2) (1981) 595-598   

7. Dai, X., He, D., Zhang, X.: MIMO System Invertibility and Decoupling Control Strategies 
Based on ANN α th-Order Inversion. IEE Proceedings-Control Theory and Applications 
148(2) (2001) 125-136   

8. Benedetto, M.D.D., Glumineau, A., Moog, C.H.: The Nonlinear Interactor and Its Applica-
tion to Input-Output Decoupling. IEEE Trans. Automatic Control 39(6) (1994) 1246-1250   

9. Dai, X., Liu, J., Feng, C., He, D.: Neural Network α -th Order Inverse System Method for 
the Control of Nonlinear Continuous Systems. IEE Proceedings-Control Theory and Appli-
cations 145(6) (1998) 519-522     



J. Wang et al. (Eds.): ISNN 2006, LNCS 3973, pp. 1091 – 1098, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

The Control of Membrane Thickness in PECVD  
Process Utilizing a Rule Extraction Technique  

of Neural Networks 

Ming Chang1, Jen-Cheng Chen2, and Jia-Sheng Heh3 

1 Department of Mechanical Engineering, Chung Yuan Christian University 
ming@cycu.edu.tw 

2 Department of Electronic Engineering, Chung Yuan Christian University 
clement1972@gmail.comw 

3 Department of Information and Computer Engineering, Chung Yuan Christian University 
jsheh@ice.cycu.edu.tw 

Abstract. The principal object of this paper is to develop a neural network 
model, which can simulate the plasma enhanced chemical vapor deposition 
(PECVD) process in TFT-Array procedure. Then the Boolean logic rules are 
extracted from the trained neural network in order to establish a knowledge 
base of expert system. The input data of neural network was collected form the 
process parameters of PECVD machines in the TFT-Array department, in-
cluded the flow rate of all gases, pressure and temperature of the chamber, etc. 
After checking, explaining and integrating the extraction rules into knowledge 
base, the rules can be the basics of membrane thickness prediction and alarm 
diagnosis in PECVD system. 

1   Introduction 

The semi-conductor and TFT-LCD are the two most important high-technology in-
dustrials currently. The manufacturing process in the array stage of TFT-LCD and the 
front end of semi-conductor are similar, with only the substrate material different.  
The major process includes deposition, lithography, etching, stripping and inspection. 
The R&D results in these two products are compatible and can be applied each other. 
Because these processes are usually operated with complex and nonlinear reactions, 
and the process parameters always drifting and variating [1], advance process control 
(APC) of parameters is becoming increasingly important in these two industrials.  

In TFT array process, film deposition caused by CVD is very fundamental and im-
portant. A hybrid intelligence system for the purpose of APC of CVD system by 
combining the expert system with neural network [2, 3] techniques is presented. The 
main structure is the expert system, but the expert knowledge library and the initiative 
learning mechanism is achieved by a neural network system with the on-line manu-
facturing process data. An artificial neural network (ANN) has excellent learning 
ability via grouping input data into clusters. The knowledge of ANN is stored as the 
weights between the neurons [2, 3]. Unlike an expert system needs a human to build 
its knowledge base, ANN can learn itself from training data. But it’s hard to explain 
the decision process of a trained neural network [2-9]. And at some applications, like 
credit approval and medical diagnosis, explaining the reasoning is important. If the 
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merits of these two systems can be combined, a powerful and efficient system is then 
established. Rule extraction is just a technique to combine expert systems with neural 
networks. It can extract logic rules from neural networks and these rules can be used 
into the knowledge base of expert systems. Besides, it can learn itself from the proc-
ess parameters just as a neural network system. Experimental results show that the 
prediction accuracy of film deposition caused by CVD with this technique is the same 
as using a technique of neural network. Therefore, an intelligent decision making tool 
for any production process can be expected in the future with this hybrid system.  

2   Rule Extraction Method 

In the section, a rule extraction algorithm (bound decomposition tree algorithm, BDT 
algorithm) [10-12] is presented as following:  
Assume a Boolean neural network is a network with N binary inputs, i.e. 

},......,,{ 21 Nxxx=x   }1,0{∈ix  (1) 

It is constituted of a series of neurons of the form as 
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where },......,,{ 21 Nwww=w  is the weight vector and w0 is bias. The threshold 

function f( · ) possesses the properties is 
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With the above representation, to extract rules from the neuron, it means to design an 
effective algorithm to search all xs which satisfy 0)( ≥xu . 

Definition 1 (cube) 
A cube(w*) is a set of all input vectors x of a neuron. 

Definition 2 (bound of cube) 
Because the input term xi of neuron is Boolean logic type (either 0 or 1), u(x) can be 
just simply showed as the sum of wi when xi = 1 

01,
)( wwu

ixi i +=
=

x  (5) 

Only when xi is 1, the corresponding wi would give contribution to u(x). The maximal 
u(x) will be constructed when all xi with positive wi are 1 and others are 0. On the 
other hand, The minimal u(x) will be constructed when all xi with negative wi are 1 
and others are 0. Each input vector x of cube satisfies difference u(x). The bound of a 
cube is the maximal and minimal u(x) which be constructed by input vector x of the 
cube. It is showed as 

bound(cube(w*)) = [lbound , ubound] (6) 

where the lower bound (lbound) and the upper bound (ubound) are 

lbound = 
00,

ww
iwi i +
<

  and  ubound =   
00,

ww
iwi i +
>

 (7) 
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In order to find out the rules of a neuron, it needs to find the subsets of cube (input 
vectors) which can make the neuron activated ( 0)( ≥xu ). Therefore, it needs to 

divide the cube into smaller subsets of input vectors. At first, it can assign x1 to be 0 
and 1 separately, and then the original cube can be divided into two parts. One sub-
cube is the set of input vectors which x1 is 0; and the other is the set of input vectors 
which x1 is 1. With the same method, each sub-cube can be divided into smaller sub-
cubes with x2 be assigned again. Then with more xi terms are assigned in a sub-cube, 
the sub-cube could be smaller subset of input vectors. 

Definition 3(sub-cube) 
A sub-cube of a cube is a set of input vectors x of a neuron which first m xi terms  
(x1 ~ xm) be assigned and is showed as:     

cube(w*, x1x2 ... xm)     
where w* is weights and bias of the neuron   
and x1x2 ... xm is the value of first xi terms which be assigned 

Definition 4 (bound of sub-cube) 
Each sub-cube is a sub-set of input vectors. Input vectors in each sub-cube provide 
different u(x). Thus, we can find out the extreme value of a sub-cube. Just like defini-
tion 2, the bound of a sub-cube is the maximal and minimal u(x) which can be con-
structed by input vectors of the sub-cube and is showed as 

bound(cube(w*, x1x2 ... xm) ) = [lbound , ubound] (8) 

lbound(cube(w*, x1x2 ... xm))  =  min{u(x)  |  x ∈  cube(w*, x1x2 ... xm)} 

= 
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ubound(cube(w*, x1x2 ... xm))  =  max{u(x) |  x ∈  cube(w*, x1x2 ... xm) } 
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Definition 5 (positive cube) 
If the lower bound of a sub-cube is positive, it means all the input vectors of the sub-
cube would activate the neuron. Such a sub-cube is called positive cube. 

Definition 6 (negative cube) 
If the upper bound of a sub-cube is negative, it means all the input vectors of the sub-
cube would not activate the neuron anymore. Such a sub-cube is called negative cube. 

Definition 7 (uncertain cube) 
If the ubound of a sub-cube is positive and the lbound is negative, it means only some 
input vectors would activate the neuron. Thus it needs to be decomposed again. Such 
a sub-cube is called uncertain cube. 

 

If a cube(w*, x1x2 ... xm) is a positive cube, then the corresponding rule is 

=
=

=∏
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To extract rules from a neuron is finding the all sub-sets of input vectors which 
could make the neuron activated. And the positive cubes are such kinds of sub-sets 
that all input vectors in them would make neuron activated. Therefore the principle of 
the Bound Decomposition Tree algorithm (BDT) is to divide the cube of all input 
vectors of a neuron into sub-cubes again and again until all positive cubes had been 
found. The process of the algorithm can be seen as a hierarchical search. 

Algorithm 1. Bound Decomposition Tree (BDT) 

Input: A neuron’s weights and bias 
Output: Extract rules of the neuron 

Step 1.  Set positive cube set, negative cube set, positive rule set, and negative rule 
set as empty 
Set uncertain cube set as cube(w*) 

Step 2. Select a cube x form uncertain cube set 
Step 3. Divide cube x into two sub-cubes:  cube m, cube n 
Step 4. Compute the bound of cube m and n with Eqs.(9)&(10) 
Step 5. Check cube m and cube n separately, 

If the cube is positive cube, add it to positive cube set 
Else if the cube is negative cube, add it to negative cube set 
Else add it to uncertain cube set 

Step 6. If the uncertain cube set is not empty go to Step 2. 
Step 7. Transform each cube in the positive cube set into a rule with Eq.(11) into 

positive rule set.  
Step 8. Then, positive rule set contains the rules which make the neuron active; and 

negative rule set contains the rules which make the neuron inactive.       
(end) 

In order to reduce the extracted rule, the BDT Algorithm has a pruning option. It’s 
just need to redefine Definition 5&6 as the follow: 

Definition 8(positive cube and negative cube with threshold ) 

A sub-cube is a positive cube if lbound  - . 

A sub-cube is a negative cube if ubound  . 

3   Results and Discussion 

3.1   Training Data 

The neural network's training data (process parameters and membrane thickness) were 
collected from the CVDs' Quality control (QC) data of Chungwa Picture Tubes, LTD. 
(CPT). The training data has 122 sets of records from several CVD machines. The 
raw records contains 34 kinds of parameters, include pressures of Loadlock In (Out) 
Chamber (LL\IN and LL\OUT) and Transfer Chamber(TC), pressures and flow rates 
of 11 gases in Process Chamber(PC), cavity pressure, RF output power, etc. Because 
the time interval of each record in CPT is not fixed, therefore it is hard to be seen as a 
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time sequence data. As the result, we choice 4 values of maximum, minimum, aver-
age, and standard deviation for each parameter to be feature values. With above 136 
parameter’s feature values, we also choice working time and pre-mix pressure of gas 
to be the inputs of the training data. Five values of membrane thickness including U 
value (Uniformity), average, maximum, minimum and standard deviation are chosen 
to be the outputs of the training data.  

The training data has 138 inputs, and it may be too large for neural network and 
rule extraction. Thus, the correlation values between these inputs and outputs are 
determined, and only the inputs which have high correlation (> 0.5) with outputs are 
finally chosen as the neural network's inputs.  

From the above correlation analysis, we find that almost all inputs have lower cor-
relation with U value and standard deviation of membrane thickness. For this reason, 
U value and standard deviation were also removed from the outputs.  
And the chosen inputs are: 

 
− x1. Average flow rate of GAS02 
− x2. Average flow rate of GAS04 
− x3. Minimum flow rate of GAS04 
− x4. Average flow rate of GAS05 
− x5. Minimum flow rate of GAS05 
− x6. Maximum flow rate of GAS05 
− x7. Maximum flow rate of GAS09 
− x8. Average flow rate of GAS10 
 

− x9. Average flow rate of GAS12 
− x10. Minimum flow rate of GAS12 
− x11. Average pressure of PC 
− x12. Minimum pressure of PC 
− x13. Maximum pressure of PC 
− x14. Standard deviation of  PC pressure 
− x15. Minimum pressure of LL2\out 
− x16. Average power of RF 
 

3.2   Training with the Neural Network 

From the above analysis, a neural network with 16 inputs and 3 outputs is built to 
learn from the training data. With 122 sets of collected records, 92 sets are used to be 
the training data of the neural network and the other 30 sets are used to be test data. 

Data Sequence

Membrane
Thickness

 
Fig. 1. The prediction results of the trained neural network with the test data 
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After training with training data, we use test data to test the trained neural network. 
As shown in Fig.1, the obtained average errors of predicted maximum, average, and 
minimum of membrane thickness are ±1.92%, ±1.34%, and ±1.61%, respectively. 
Corresponding to the membrane thickness are ±39.19 Å, ±25.83 Å, and ±29.06 Å. 
Since the prediction accuracy is roughly 98%, it is possible to develop a control tool 
of membrane thickness in the deposition process by using these 16 inputs. 

3.3   Extracted Rules from the Trained Network 

After training and extracting the rules from the trained network, 962, 1258, 1107 rules 
for these outputs of maximum, average, and minimum of membrane thickness were 
obtained, respectively. When all of the rules are used to control the deposition proc-
ess, the precision will be equivalent to the prediction precision obtained from the 
trained neural network [12]. Since these rules are too complex and not easy to be 
surveyed with human, the extracted rules can be simplified and reduced by using the 
pruning method via a choice of suitable threshold value. For example, after a pruning, 
the numbers of the extracted rules for maximum, average, and minimum of membrane 
thickness are reduced to 24, 37, and 28, respectively. The extracted rules with pruning 
of maximum membrane thickness are shown in Table 1. 

The rule 1 means if inputs x14 and x16 are all true and x13 is false, then outputs is 
true. But in this research, the inputs and outputs are both continues values, so that it 
should be explained as: when the input values of x14 and x16 get rise and input value 
of x13 is lower, then the output value will be larger, i.e., the maximum thickness of 
membrane will be thicker. Similarly, the rule 11 shows if input values of x3 and x13 
get lower and input values of x9 and x10 get rise, the output value also will be larger. 
As a result, the rules on the above table can be integrated and shown as: 

Rule = x13’x14x16 + x3’x14x16 + x3’x13’x16 + x9x14x16 + x9x13’ x16 + x3’ x9x16 +  
x3’ x9x13’x14 + x9x10x16 + x9x10x13’x14 + x3’x9x10x14 + x3’x9x10x13’ + 
x10x14x16 + x10x13’ x16 + x3’x10’ x16 + x3’x10x13’x14 + x8’x9x10x14 + 

x8’x9x10x13’ + x8’x10x13’x14 + x3’x8’x10x14 + x3’x8’x10 x13’ + x8’x9x13’x14 + 
x3’x8’x9x14 + x3’x8’x9x13’ + x3’x8’ x13’x14 

(12) 

From Table 1, it can find that input x14 and the maximum membrane thickness are 
in direct proportion. The input x14 is the standard deviation of PC pressure during the 
depositing process. Large value of x14 means the pressure is unstable, the uniformity 
of the membrane thickness will be bad, and the distance between maximum and mini-
mum of membrane will be large. Therefore, it’s a reasonable inference that if x14  gets 
rise then the maximum membrane thickness will be thicker; And input x16 is the 
average power of RF. For the experience, lager power of RF will get thicker mem-
brane. 

Approximately, these extracted rules fit the experience. The 92 sets of records of 
training data are used to be the standard, and are compared to 30 sets of testing data. 
The obtained accuracies of maximum, minimum and average of membrane thickness 
were 75.9%, 77.7%, and 82.02%, respectively. The accuracy is not bad for the case 
with only 24~37 rules. In case a higher accuracy is needed, the pruning threshold 
could be adjusted to a smaller value, and the numbers of the extracted rules are also 
increased. 
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Table 1. The extracted rules of maximum membrane thickness from trained neural network 
with pruning 

 x1 x2 x3 x4 x5 x6 X7 x8 x9 x10 x11 x12 x13 x14 x15 x16 
Rule 1 0 0 0 0 0 0 0 0 0 0 0 0 -1 1 0 1 
Rule 2 0 0 -1 0 0 0 0 0 0 0 0 0 0 1 0 1 
Rule 3 0 0 -1 0 0 0 0 0 0 0 0 0 -1 0 0 1 
Rule 4 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 1 
Rule 5 0 0 0 0 0 0 0 0 1 0 0 0 -1 0 0 1 
Rule 6 0 0 -1 0 0 0 0 0 1 0 0 0 0 0 0 1 
Rule 7 0 0 -1 0 0 0 0 0 1 0 0 0 -1 1 0 0 
Rule 8 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 1 
Rule 9 0 0 0 0 0 0 0 0 1 1 0 0 -1 1 0 0 
Rule 10 0 0 -1 0 0 0 0 0 1 1 0 0 0 1 0 0 
Rule 11 0 0 -1 0 0 0 0 0 1 1 0 0 -1 0 0 0 
Rule 12 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 1 
Rule 13 0 0 0 0 0 0 0 0 0 1 0 0 -1 0 0 1 
Rule 14 0 0 -1 0 0 0 0 0 0 1 0 0 0 0 0 1 
Rule 15 0 0 -1 0 0 0 0 0 0 1 0 0 -1 1 0 0 
Rule 16 0 0 0 0 0 0 0 -1 1 1 0 0 0 1 0 0 
Rule 17 0 0 0 0 0 0 0 -1 1 1 0 0 -1 0 0 0 
Rule 18 0 0 0 0 0 0 0 -1 0 1 0 0 -1 1 0 0 
Rule 19 0 0 -1 0 0 0 0 -1 0 1 0 0 0 1 0 0 
Rule 20 0 0 -1 0 0 0 0 -1 0 1 0 0 -1 0 0 0 
Rule 21 0 0 0 0 0 0 0 -1 1 0 0 0 -1 1 0 0 
Rule 22 0 0 -1 0 0 0 0 -1 1 0 0 0 0 1 0 0 
Rule 23 0 0 -1 0 0 0 0 -1 1 0 0 0 -1 0 0 0 
Rule 24 0 0 -1 0 0 0 0 -1 0 0 0 0 -1 1 0 0 

4   Conclusions 

A rule extraction algorithm of neural networks for the prediction of the membrane 
thickness in PECVD process is presented. Because these processes are usually oper-
ated with complex and nonlinear reactions, the process parameters are always drifting 
and variating. The extracted rules can explain the influence between parameters and 
membrane thickness. After checking, explaining and integrating the extraction rules 
into knowledge base, the rules can be the basics of membrane thickness prediction 
and alarm diagnosis in PECVD system. When the parameters are abnormal, to make 
the membrane thickness out of control limit, an alert message can be offered and also 
the knowledge base can provide a reference to the engineers for the work of recipe 
adjustments. 
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Abstract. The process modeling for the growth rate of pulsed laser deposition 
(PLD)-grown ZnO thin films was investigated using neural networks (NNets) 
based on the back-propagation (BP) algorithm and PCA-based NNets using 
photoluminescence (PL) data. D-optimal experimental design was performed 
and the growth rate was characterized by NNets. PCA-based NNets were then 
carried out in order to build the model by PL data. The statistical analysis for 
those results was then used to verify the fitness of the nonlinear process model. 
Based on the results, this modeling methodology can explain the characteristics 
of the thin film growth mechanism varying with process conditions and the 
model can be analyzed and predicted by the multivariate data. 

1   Introduction 

Recently, with the development of optoelectronic devices, ZnO becomes distinguished 
as one of the II-VI compound semiconductors that has the indirect band gap, which can 
be used for the optical device applications such as light emitting diodes, laser diodes as 
well as it is possible to manufacture invisible field effect transistors towards a flat 
panel display due to exciting optical properties [1-3]. Considering the electrical and 
optical characteristics of this material, it can be widely used in the useful applications 
that are antireflection coatings, transparent electrodes in solar cells, gas sensors, and 
surface acoustic wave devices [4]. However, it is difficult to characterize the manufac-
turing process for its nonlinear characteristic in general due to the nature and the un-
avoidable random variations of the process. Therefore, the response factor must be 
characterized with respect to the varying process conditions. Additionally, the  
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accurate explanation by the process model can significantly impact the values and the 
range of process input factors. The statistical variations of process input factors must 
be carefully examined to build the process model by considering the ranges and the 
values of process variables. 

There have been researched that the process modeling to control the conditions and 
predict the response by several scientists as well as the various modeling methodol-
ogy is investigated to improve the yield of the process and the accuracy of the model. 
G. Triplett et al. and B. Kim et al. applied NNets to the semiconductor manufacturing 
processes [5][6]. S. J. Hong et al. investigated NNets of the reactive ion etching using 
optical emission spectroscopy data which are transformed by PCA to compress the 
multivariate data set [7].  

This paper presents a modeling methodology technique applied to the thin film fab-
rication process by using NNets. Principal component analysis (PCA) was used to 
reduce the multivariate data set related to the measurement data and PCA-based 
NNets can provide better explanation compared to simple NNets by using compre-
hensive PL data. D-optimal design was used to make design matrix in this experiment 
and then carry out the modeling. The statistical analysis with the assumption of the 
model is also verified under the significance level. 

2   Experiments 

The initial substrate of n-type InP has 3x1018 cm-3 doping concentrations. The PLD 
technique was used for the deposition of n-type ZnO layer. The chamber was evacu-
ated by a turbomolecular pump to base pressure at 1x10-6 Torr. Pulsed Nd:YAG laser 
was operated at a 355-nm wavelength with 2 Hz repetition rate and 2.5 J/cm2 energy 
density. The ZnO films were deposited with varying, substrate temperature in the 
range of 350-450 °C and oxygen pressure in the range of 250-450 mTorr. A substrate 
holder was placed at 5 cm from the target. After ZnO thin films were deposited by 
PLD process, the thicknesses of the ZnO thin films on InP substrate were measured 
by using SEM (scanning electron microscopy) and the intensities of PL were meas-
ured, respectively. 

3   Modeling Scheme 

3.1   Design of Experiments 

Substrate temperature (T) and oxygen pressure (P) were selected as input factors to 
investigate the characterization of growth rate of ZnO thin films. These input factors 
were explored via D-optimal experimental design with 17 runs to minimize the vol-
ume of the joint confidence region on the vector of regression coefficients [8]. Table 1 
shows the experimental design matrix of input factors used in each run. The run order 
has been randomized to avoid statistically the effect of irrelevant factors. 
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Table 1. D-optimal design matrix 

Run T [ ] P [mTorr] Run T [ ] P [mTorr] 
1 400 450 10 375 400 
2 400 300 11 400 350 
3 375 350 12 450 450 
4 350 250 13 400 250 
5 425 400 14 350 450 
6 425 300 15 350 350 
7 400 400 16 375 300 
8 450 350 17 450 250 
9 425 350    

3.2   Neural Networks 

Neural networks are utilized to model the nonlinear relationship between inputs and 
outputs in semiconductor process modeling. The networks consist of the three layers 
that are the input layer, the hidden layer and the output layer. That is comprised of 
simple processing units called neurons, interconnection, and weights that are assigned 
to the interconnection between neurons [9]. Each neuron contains the weighted sum 
of its inputs filtered by a nonlinear sigmoid transfer function. Neural network struc-
ture and parameters used in this study are shown in Table 2. 

In this study, the simple random sampling and the Latin Hypercube Sampling 
(LHS) were used to select randomized value for the initial weights and biases. The BP 
algorithm was used in NNets.  

Table 2. Neural networks structures and parameters 

 NNets PCA-based NNets 
Structure 2-9-9-1 2-5-3-1 

Learning rate 0.0025 0.0275 
Momentum 0.95 0.06 

3.3   Principal Component Analysis 

PCA is used to reduce the dimensionality of a data set which consists of a large num-
ber of interrelated variables. Consider a vector x, which consist of p random variables. 
Let  be the covariance matrix of x. then, for k=1, 2, …, r, the k th PC is given by [9] 

Zk = ak’x (1) 

where a is an eigenvector of corresponding to its k th largest eigenvalue .  
In this study, 166 data points of PL were reduced to 3 PCs using PCA. Those pro-

vide a reasonable summary of the PL data, accounting for about 90.16% of the total 
variance. Figure 1 shows the cumulative proportion of number of PCs. 
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Fig. 1. Cumulative proportion of number of PC 

4   Result 

The neural network modeling results versus measured values are illustrated in Fig. 2 (a). 
It is verified that the linear relationship between the network output values and the 
experimental data. The ‘ ’ and the ‘ ’ points designate the training and testing data, 
respectively. The root mean square errors (RMSEs) of this model for training and 
testing data are 0.051 and 0.085, respectively. 

The 3-D surface plot of response model for the growth rate is shown in Fig. 2 (b). 
It is observed that the growth rate for PLD-grown ZnO thin film is near the maximum 
growth rate when the temperature is in the range of 330 ~ 350°C and the pressure is in 
the range of 390 ~ 410 mTorr. Zn and O2 molecules do not have enough thermal en-
ergy to form stoichiometry ZnO thin film so that Zn and O2 molecules need enough 
thermal energy in order to react up to the maximum growth rate. As the temperature 
and the pressure increase, the reaction between Zn and O2 molecules actively occur, 
the growth rate increases with the improvement of the oxygen-deficient stoichiometry 
ZnO thin film simultaneously. Above the maximum growth rate, the increased tem-
perature affects the number of Zn due to Zn evaporation leading to inferior 
stoichiometric ZnO as Zn has melting point at 693 K [10]. With the change of Zn 
increases, oxygen vacancies decrease under the increase of the oxygen pressure at the 
same time [11-12]. From above reasons, the oxygen composition and the change of 
temperature that affect the deposition of the thin film in the circumstance. The growth 
rate was decreased on the circumstance fully filled with oxygen to limit the crystallite 
size of the thin film on the higher substrate temperature. 

The PCA-based neural network model results and the residual plots for the growth 
rate are illustrated in Fig. 3. It indicated that the measured values and the predicted 
value are well fitted. The residuals are randomly distributed without either biased or 
special patterns. The RMSEs of this model for training and testing data are 0.03 and 
0.01, respectively. 

The principal components, which were from compressed PL data set by PCA, can 
be applied to predict the growth rate of thin film. 
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Fig. 2. Neural network modeling result for the growth rate : (a) The measured vs. the predicted 
values and (b) The surface plot of neural network model for the growth rate 
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Fig. 3. The PCA-based neural network modeling results for the growth rate: (a) The measured 
vs. the predicted values and (b) The residual plot 

5   Conclusion 

The growth rate of thin films was investigated by NNets and the PCA-based NNets.  
The initial weights and biases were selected by the simple random sampling and the 
LHS. From these results, the neural network model can explain the comprehensive 
effects of the response on the varying process conditions in accordance with the 
physical mechanisms as well as the response model can be developed via the dimen-
sion reduced the PL data by PCA. The methodology can allow us to predict the 
growth rate of thin films with respect to process conditions as well as it can improve 
the manufacturability.  
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Abstract. This paper describes the design and implementation of a wood defect 
classifier. The defects are four different types of knots found in wood surfaces. 
Classification is based on features obtained from Gabor filters and supervised 
and non supervised artificial neural networks are used as classifiers. A Self-
organizing neural network and  a fuzzy Self-organizing neural network were 
designed as classifiers. The fuzzy SONN shows a reduction on the training time 
and had a better performance. A final classifier, a feedforward perceptron using 
the weights of the fuzzy SONN as initial weights turn to be the best classifier 
with a performance of 97.22% in training and 91.17% in testing. The perceptron 
classifier surpasses a human inspector task which has a maximum performance 
of 85%.  

1   Introduction 

The value of a piece of wood is directly related to the quality of the wood. The quality 
is determined considering the number of defects and their distribution. Knots are the 
most common defects found during wood inspection [1]-[5]. In this work four 
different types of knots are considered, encased, leaf, edge, and sound. Some 
examples of these types of knots are shown in Fig.1. This paper presents an 
experiment using supervised and non supervised artificial neural networks, ANNs, to 
perform the classification of four different types of knot defects. The features used in 
the experiments are texture features obtained from the defects with Gabor filters. The 
images used in this work were obtained from [6]. 

              a)                               b)                           c)                             d)   

Fig. 1. Examples of knot defects, a) encased, b) leaf, c) sound, d) edge 



1106 M.I. Chacon and G.R. Alonso 

2   Feature Extraction 

2.1   Gabor Filters 

Gabor filters are used for image analysis due to their biological relevance and 
computational properties [7]. These filters are frequency and orientation sensitive. The 
filters are 2D selective band pass filters with respect frequency and orientation. The 
filters constitute a family or a filter bank where each filter is dilated, translated and 
rotated with regard to each other. The mathematical definition of the Gabor filter is, 

σ
+−+=θψ
2

222

2

)yx(f
)yfxf(iexp)y,x,,f( yx . (1) 

where  1−=θ=θ= iandsinff,cosff yx , x  and y  are pixel 

coordinates of the image in the interval ( )22 /x,/x−  and ( )22 /y,/y− . The central 

frequency of the band pass is f , θ  is the orientation of the filter, and σ  determines 

the bandwidth. The Gabor transform of an image, corresponds to the convolution of 
the image with the family of Gabor kernels.  

{ } { } { })y,x,,f()y,x(I)y,x(O ,f θψℑℑ=ℑ θ . (2) 

thus the filtered images are 

{ } { } }{ )y,x,,f()y,x(I)y,x(O ,f θψℑℑℑ= −
θ

1 . (3) 

where )y,x(I  is the image of the defect, )y,x,,f( θψ  is the family of the Gabor 

filters and )y,x(O ,f θ  corresponds to the filtered images. In this work only 

information of the magnitude of the filter is used. Defect features were obtained with 
the Gabor filters implemented in the frequency domain. All defect images were 
normalized to 64x64. The output images are filtered images, )y,x(O ,f θ  

for { } { }8141 ,..,,..f ∈θ∈ . Each output image )y,x(O ,f θ  is concatenated by rows to 

form a vector, θfX , to represent that output image. Then, θfX  is subsampled by a 
factor of 4 to reduce the size of the vector to 1X1024. Finally all the subsampled 

vectors ( )TfX θ
↓4 , are used to form a feature matrix.  

2.2   Dimension Reduction of the Feature Vector 

Once the feature matrices that represent the knot defects are defined, they are 
processed by two methods to select the most discriminative features. The tested 
methods are incorporation and principal components. The incorporation method 
yielded the best results in this work. The best features found with the incorporation 
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method are: mean and standard deviation of the gray levels in the defect, and seven 
Gabor features that represent the standard deviation of the images generated by the 
Gabor filters The final feature vector is defined by 

]  ,,,,,, [X
4,84,74,54,24,3,52,8I(x,y)I(x,y) 1

,,= . (4) 

where I(x,y) is the mean value of the original defect image, I(x,y)  is the standard 

deviation of the original defect image, and   is the standard deviations of the 

images generated by the Gabor filters. 

3   Neural Networks Classifier 

The design of the classifier is based on two types of neural networks, Self-organizing 
neural network, SONN and a feedforward perceptron neural network, FFPNN. These 
two types of networks were used because they are two of the best networks for pattern 
recognition tasks [11]. In this work several SONNs and FFNNs were designed and are 
described next. 

3.1   SONN Experiments 

The first experiment in the design of the classifier was a SONN trained with the 
standard Kohonen algorithm [8]. A total of 140 defect samples were used in the 
design of the SONN, 72 samples were used for training and 68 for testing. Sample 
class distributions are shown on Table I. Several SONNs with different topologies and 
number of epochs were tested to obtain the best performance based on the number of 
samples correctly classified. The best SONN had a topology of 5x2 neurons with a 
performance of 91.66% in training and 85.28% in testing of correct classification in 
550 epochs. Trying to improve this performance a new SONN was designed but now 
incorporating a fuzzy parameter in the training algorithm [9]. The fuzzy parameter is 
incorporated to update the weights of the network. The purpose of this variation is to 
incorporate another criterion, besides the crisp criterion obtained by the Euclidean 
distance, to designate the class of each input vector. This fuzzy parameter is obtained 
with the fuzzy C-means algorithm. The fuzzy parameter is included in the learning 
rule of the SONN as shown in equation (5). 

ixii)old(ii *),(dL µ+= wxww   * . (5) 

where iw  is the updated weight vector, )old(iw  corresponds to the previous weight, 

L   is the learning rate, ), d ( ii wx  is the Euclidean distance between the input vector 

ix and the weight vector iw  of a neuron, and ix  is the fuzzy parameter. In this 

equation the fuzzy parameter is a measurement of the membership of the input 
vector, ix , to the class represented by the neuron i  defined by (6). 
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Table 1. Sample class distribution 

No. of samples 

Defect 

Training Test 

Total   

Sound 20 20 40 
Encased 10 8 18 
Edge 22 21 43 
Leaf 20 19 39 
Total 72 68 140 
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(6) 

where c is the number of neurons in the network, ), d ( ii wx  is the Euclidean distance 

of the input ix with respect the neuron weight, iw under analysis, ),(d ji wx  is the 

Euclidean distance of the input ix  with respect to each one of the weight  vectors of 

the other neurons, and m is the degree of fuzziness of the fuzzy C-means algorithm. 
The performance of correct classification of the fuzzy SONN was 91.66% in training 
and 88.23% in testing in 400 epochs. We can notice the reduction of the training of 
the SONN using the fuzzy parameter, from 550 to 400 epochs, and the best 
performance in testing. However, results of the classifier shown that the class encased 
is not well represented by the neural network. Because several SONNs were designed 
with no improvement in the performance, it was decided to use a perceptron neural 
network to verify if a better performance can be achieved.  

3.2   FFPNN Experiments 

Several FFPNN, one layer with ten neurons were trained with the Levenberg-
Marquardt algorithm. The same sets of defect samples used in the SONN experiments 
were used in the FFPNN experiments. The FFPNN was trained using random 
weights. The parameter µ , of the LM algorithm, was initialized at 0.001, and its 

maximum value allowed was 10. Under these considerations the training stopped 
between 70 and 80 epochs. The best performance of the FFPNN achieved was  
97.22% of correct classification for training and 85.29% for testing in 80 epochs. A 
significant reduction in the number of epochs 400/80 is observed in the FFPNN 
experiment compared with the fuzzy SONN experiment. However, the performance 
on testing is lower in the FFPNN than in the fuzzy SONN.   Now, considering that the 
fuzzy SONN had a topology of 5x2, it was decided to use a FFPNN with 10 neurons 
and use the weights of the final state of the fuzzy SONN as the initial weights for the 
FFPN, to verify two points: if the training time can be reduced, and to improve the 
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performance without loss of generalization. The best network with these initial 
weights was obtained using 10 epochs. The performance of the FFPNN was 97.22% 
for training and 91.17% for testing. The training performance can be improved if the 
number of epochs increases, however loss of generalization was perceived in the 
testing performance. Defect classes are coded in the outputs of this FFPNN. Fig. 2 
illustrates the final process used in the design of the best ANN classifier. The Gabor 
filters generate the original feature vector. Then the original feature dimension is 
reduced with the incorporation method. The fuzzy SONN is trained, and the weights 
of the best fuzzy SONN are used as the initial weights for the FFPNN. Finally the 
FFPNN is trained. The confusion matrices for training and testing of the best FFPNN 
are shown in Tables II.  

 
 
 
 
 
 
 
 
 

Fig. 2. General scheme of the wood defect classifier 

4   Results and Conclusions 

This paper described the design of a neural network classifier for four wood defects. 
The feature vector used for the classifier design was obtained from Gabor filters. The 
dimensionality of the feature vector was reduced from 66 to 9 features yielding a 
better control of the curse of dimensionally [10]. Several SONN were designed. 
Findings in the SONN designs showed that the inclusion of a fuzzy parameter reduced 
the training time. The best SONN turned out to be a fuzzy SONN with a performance 
 

Table 2. FFPNN confusion matrix for training 

Training 
Defect Sound Encased Edge Leaf No. 

Samples 
Errors 

Sound 20 0 0 0 20 0 
Encased 2 8 0 0 10 2 
Edge 0 0 22 0 22 0 
Leaf 0 0 0 20 20 0 
Total errors      2 

Testing 
     Sound 20 0 0 0 20 0 
     Encased 2 6 0 0 8 2 
     Edge 0 0 21 0 21 0 
     Leaf 4 0 0 15 19 4 
     Total errors       6 

Gabor filters 

Feature 
 reduction 

SONN 

F 
F 
P 
N 
N 

Sound 
Encased 
Edge 
Leaf 

weights 



1110 M.I. Chacon and G.R. Alonso 

Table 3. Performance of the best ANNS 

ANN Training Test No. Epochs 
SONN 91.66% 85.28% 550 
Fuzzy SONN 91.66& 88.23% 400 
FFPNN 97.22% 91.17% 10 

 
of 91.66% in training and 88.23% in testing in 400 epochs. A posterior experiment 
with a FFPNN showed that using the weights of the fuzzy SONN as initial weights of 
the FFPNN reduces also the training time and yields a better performance, 97.22% for 
training and 91.17% for testing in 10 epochs. Table III summarizes the performance 
of the best ANNs designed. These results are considered acceptable because the 
maximum performance achieved by a human expert inspector is 85%. 
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Abstract. This paper is concerned with a multi-resolution tool for
analysis of a time series aiming to detect abnormalities in various fre-
quency regions. The task is treated as a kernel based novelty detection
applied to a multi-level time series representation obtained from the dis-
crete wavelet transform. Having a priori knowledge that the abnormal-
ities manifest themselves in several frequency regions, a committee of
detectors utilizing data dependent aggregation weights is build by com-
bining outputs of detectors operating in those regions.

1 Introduction

Increasing demands from customers for uniformity of printing on newsprint mean
that the uniformity of the paper structure must be improved. To be able to
produce even more uniform paper, much more detailed measuring and analysis
of the paper properties are required, if compared to those already available.

The high production speed of a modern paper machine means that most
measurements are made on quite a coarse grid. The sensors are typically mounted
on a head traversing the web. The typical transverse time for the head is about
30 seconds. Approximately 700 meters of paper will have passed through the
paper machine during that time. Variability of the paper structure has been
studied by a number of researchers [1], [2], [3], [4] and it was found that such
a course sampling strategy works well for assuring the stability of the paper
machine itself. However, it is not always adequate for assuring low variations in
the paper structure.

The development of sensors and fast, high-capacity computers open up new
opportunities in the future supervision strategy for a paper machine to include
high-resolution paper- and print-related properties of the final product. The
printability of the sheet of paper could be determined by monitoring the very
local paper properties. A realistic development for a paper machine in the near
future would be to extend the supervision of the paper production into the area

J. Wang et al. (Eds.): ISNN 2006, LNCS 3973, pp. 1111–1116, 2006.
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of on-line print quality control. This would require a tremendous increase in mea-
surement capacity as well as a deepened understanding of ”what to measure”.
However, increased measurement capacity means that a large amount of data
must be continuously acquired and processed. Obviously, the interpretation of
the data measured becomes more complex and time-critical.

In this study, to obtain an on-line fine characterization of the paper structure
at a paper mill, a paper web running at of about 30 m/s speed is illuminated
by a red diode laser, the reflected light is collected by a photo-detector and
recorded as a very large time series of high resolution measurements. The ob-
jective of this work is then to develop a tool for on-line analysis of the time
series aiming to detect abnormalities in various frequency regions ranging from
millimeters to several meters. The abnormalities detected in different frequency
regions give an indication for the paper maker about specific disturbances in the
paper production process.

2 The Approach

To achieve the goal, the time series is first divided into consequent blocks of a
predetermined length and a multi-resolution representation of each block is then
obtained via the discrete wavelet transform (DWT). The task of abnormality
detection in various frequency regions is then treated as a novelty detection
problem using the obtained decompositions. A kernel based novelty detector is
adopted in this work. Having a priori knowledge that the abnormalities manifest
themselves in several frequency regions, a committee of detectors is build by
combining outputs of detectors operating in those regions.

2.1 Multi-resolution Time Series Representation

Wavelets are a family of orthonormal basis functions generated by a translation
and dilation of the mother wavelet, ψ(t) [5]:

ψ(ν,β)(t) = ν−1/2ψ(
t− β

ν
) (1)

where ν and β are the dilation and translation parameter, respectively. The
DWT operate in a dyadic discretized manner (power of two) with ν = 2a and
β = νb yielding

ψ(a,b)(t) = 2−a/2ψ(2−at− b) (2)

where a and b are integers. The dilation parameter a determines the location of
the wavelet in the frequency domain while the translation parameter b determines
the location of the wavelet in the time domain. Using the DWT, a time series
s(t) is represented as:

s(t) =
∑

a

∑
b

ωa,bψ(a,b)(t) (3)

where wa,b is a set of wavelet coefficients. The DWT decomposes a time series
into several time-frequency regions—scales a, where the amplitude of the wavelet
coefficients represents the frequency energy at time t.
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We represent the frequency substance of the level a by a distribution (a k-
bin histogram) of the wavelet coefficients. The histogram, treated as a k-vector
xa ∈ Rk, is then used as an input data vector for the kernel based novelty
detector, at level a.

2.2 The Kernel Based Novelty Detector

Let us assume that the time series is subdivided into M blocks, meaning that
at the resolution level a the data set Xa = {xa

1 ,x
a
2 , . . .x

a
M} is available. N < M

of the data points from the set Xa are included into the training set Xa
t used to

estimate parameters of the kernel based novelty detector operating on the ath
level data. The detector is trained according to the following steps by finding
a hypersphere of the minimum radius r∗ that contains most of the data points
from Xa

t [6].

1. Given the set Xa
t , γ > 0, and C > 0, find the weights α∗ by maximizing the

dual Lagrangian:

W (α) =
N∑

i=1

αiκ(xa
i ,x

a
i )−

N∑
i=1

N∑
j=1

αiαjκ(xa
i ,x

a
j ) (4)

with κ(x,x) being a kernel and subject to
∑N

i=1 αi = 1 and 0 ≤ αi ≤ C,
i = 1, ..., N .

2. Choose i such that 0 ≤ α∗
i ≤ C and find the radius of the hypersphere r∗:

r∗ =
√
κ(xa

i ,x
a
i )− 2

∑N
j=1 αj

∗κ(xa
j ,x

a
i ) +

∑N
i=1
∑N

j=1 αi
∗αj

∗κ(xa
i ,x

a
j )

3. Calculate T =
∑N

i=1
∑N

j=1 α
∗
iα

∗
jκ(xa

i ,x
a
j )− r∗2 − γ

4. Calculate the function f(xa) to test the inclusion of the data point xa in the
hypersphere:

f(xa) = H[κ(xa,xa)− 2
N∑

i=1

α∗
i κ(xa

i ,x
a) + T

]
(5)

where the Heaviside function H[y(xa)] = 1 if y(xa) ≥ 0 and -1 otherwise.

2.3 Combining Detectors into a Committee

Abnormalities of some type manifest themselves at several resolution levels
a ∈ D of a time series. Therefore, outputs of novelty detectors operating at
those levels are combined into a committee. To address the short time process
variations, short term moving averages τa

t , a ∈ D of the detector outputs y(xa
t )

are also used as information sources in the combination process.
In an operational mode, given the data point xa

t , the detector operating at
the ath level outputs the real valued signal y(xa

t ) and the binary decision f(xa
t ).

The short term moving average τa
t is then given by

τa
t =

1
P

[
τa
t−1(P − 1) + y(xa

t )
]

(6)

with P being the size of the averaging window.
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To aggregate outputs of the information sources, the weighted averaging
scheme exploiting the data dependent aggregation weights has been applied in
this study. Given the data point (xt), the aggregation weights for the ath de-
tector and the ath short term information source are defined by wa

y,t = |y(xa
t )|

and wa
τ,t = |τa

t |, respectively. The real valued committee output yc(xt) is then
given by

yc(xt) =
∑

a∈D

[
f(xa

t )wa
y,t +H[τa

t

]
wa

τ,t

]∑
a∈D[wa

y,t + wa
τ,t]

. (7)

The binary committee output is obtained by applying the Heaviside function.

3 Experimental Investigations

As it has already been mentioned, the motivation for this work comes from
the paper making industry aiming to create a tool for on-line multi-resolution
screening of abnormalities in the paper structure. A set of developed detectors
are to continuously analyze a time series characterizing the paper structure and
provide the process operator with an indication when the rate of abnormalities
detected is higher than expected.

3.1 The Data Set

The data set used in the experimental investigations has been acquired at a
Swedish paper mill and corresponds to 120 km of newsprint divided intoM = 604
blocks. By applying the DWT, each block t, t = 1, 2, . . . ,M , is represented by L
vectors xa

t , a = 1, 2, ..., L, where L is the number scales used in the DWT. Based
on the process knowledge,N = 366 of the consequent blocks (60% of the available
data) were selected to represent the normal process conditions. These blocks
constitute the training data set Xt. The remaining 238 blocks (t = N +1, ...,M)
were used as the test data set. The abnormalities screened in this study, were
located in the wavelength region of 0.4− 1.6 m. The novelty detectors of a = 3
and a = 4 scale operate in this region. Based on the a priori knowledge, it
was known that for these two detectors the data points t = 387, ..., 542 have
to be labelled as novel, while the others (t = N + 1, ..., 386; t = 543, ...,M)
as non-novel—inliers. Having this knowledge, the experimental results can be
assessed by calculating the test data set detection accuracy for: True Positives
(TP) - novel classified as novel, False Positives (FP) - novel classified as inlier,
True Negatives (TN) - inlier classified inlier and False Negatives (FN) - inlier
classified as novel.

3.2 Parameters and Results

In this work, the Gaussian kernel κ(xi,xj) = exp{−||xi − xj ||2/σ2}, governed
by the Gaussian width parameter σ, has been utilized. In addition to σ, there
are three more parameters to set, namely, the number of histogram bins k, the
parameter γ allowing some slack in the radius of the minimal hypersphere, and
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the regularization constant C controlling the trade-off between minimizing the
the radius and controlling the slack variables.

Values of the parameters were found by cross validation. The number of his-
togram bins required is scale dependent. The value of k = 67 provided the high
enough resolution for both scale 3 and 4. The values of γ = 0.01, C = 0.015
and γ = 0.05, C = 0.01 were found to give good trade-off between the a priori
process knowledge and the rates obtained for TP/FP and TN/FN. The appro-
priate kernel width value was found to be σ = 4.

Figure 1 presents the output values for the single y(x3
t ), y(x

4
t ), τ

3
t , τ4

t as
well as the committee based novelty detectors yc(xt) and τc

t . The committees
yc(xt) and τc

t were obtained by setting the weights wa
τ,t and wa

y,t (Eq. 7) to zero,
respectively. The vertical dashed line at t = N = 366 partitions the data set into
the training and test sets. The horizontal line at the zero value represents the
threshold used for discriminating between the novel and non-novel data points.
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Fig. 1. The output values for the single y(x3
t ), y(x4

t ), τ 3
t , τ 4

t and the committee based
novelty detectors yc(xt) and τ c

t

Table 1 summarizes the test data analysis results from the detection accuracy
viewpoint. Four aforementioned parameters TP, FP, TN, FN characterizing the
detection accuracy are presented in the Table. As it can be seen from Table 1
and Figure 1, the detectors based on the short term moving average provide
a higher detection accuracy than the ones exploiting information from a single
data point only. An evident improvement in detection accuracy is obtained when
using committees if compered to the single detector cases.
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Table 1. Novelty detection accuracy for the test data set

Detector type Detector output TP [%] FP [%] TN [%] FN [%]

Single y(x3
t ) 92.9 7.1 79.5 20.5

Single y(x4
t ) 90.4 9.6 84.3 15.7

Committee yc(xt) 97.4 2.6 86.8 13.2

Single τ 3
t 98.7 1.3 89.1 10.8

Single τ 4
t 94.2 5.8 98.8 1.2

Committee τ c
t 100 0 97.6 2.4

4 Conclusions

We presented a tool to build a set of novelty detectors for a multi-resolution
analysis of a time series. Aggregation of several single detectors operating in dif-
ferent frequency regions allowed to substantially improve the detection accuracy.
The results of the experimental investigations performed have shown that the
detection accuracy obtained is high enough for the approach to be successfully
used to screen abnormalities in the paper structure. Steps have been taken to
implement the tool at a paper mill in Sweden for monitoring the production
process.
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Abstract. Diagnosing quality faults is one of the most crucial issues in 
manufacturing processes. Many techniques have been presented to diagnose fault 
in manufacturing systems. The SVM approach has received more attention due to 
its classification ability. However, the development of support vector machines 
(SVM) in the diagnosis of manufacturing systems is rare. Therefore, this 
investigation attempts to apply the SVM in the diagnosis of manufacturing 
systems. Furthermore, the tabu search is employed to determine two parameters 
SVM model correctly and efficiently. A numerical example in the previous 
literature was used to demonstrate the diagnosis ability of the proposed DSVMT 
(directed acyclic graph support vector machines with tabu search) model. The 
experiment results show that the proposed approach can classify the faulty 
product types correctly.  

1   Introduction 

An important emerging application of manufacturing process technology is the 
monitoring and diagnosis of faults in manufacturing systems. Hu et al. [1] developed a 
fault tree analysis model combined with logic and sequential control systems in 
monitoring the operational faults of a flexible manufacturing system. The authors 
concluded that the proposed model can minimize the downtime and maintain an 
efficient output of a flexible manufacturing system. An intelligent integrated 
fault-diagnosis system was presented by Hou et al.[2] to monitor the manufacturing 
process of a belt manufacturing system. The developed system was implemented to an 
existing textile machinery plant and yielded good results. Khoo et al. [3] integrated 
graph theory, fuzzy sets and genetic algorithms to diagnose manufacturing systems. An 
example from the previous literature was used to compare the performance of their 
hybrid system. The simulation showed that the hybrid diagnosis model led to better 
results. Son et al. [4] used probabilistic reasoning mechanism to diagnose faults for a 
variety of production processes. The authors claimed that the presented diagnostic 
model is suitable for entire manufacturing systems instead of only individual machine. 
Shen et al. [5] applied the rough set theory to diagnose the value fault of a 
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multi-cylinder diesel engine. They reported that the rough set diagnosis model is 
suitable for scenarios lacking priori knowledge.  

This study tries to investigates the feasibility of SVM in categorizing faulty product 
types. However, most of the manufacturing system diagnosis problems belong to 
multi-calss classification categories. Therefore, the directed acyclic graph support 
vector machines (DAGSVM) [6] is used to deal with multi-calss classification issues. 
Because of the high computation complexity of DAGSVM model and the cross 
validation procedure of SVM, the tabu search algorithms [7] are employed to increase 
the efficiency and correctness of the developed DSVMT model in categorizing faulty 
product types. The rest of this article is organized as follows. Section 2 introduces the 
SVM models in classification. The proposed model is presented in Section 3. In Section 
4, a numerical example taken from the literature is used to demonstrate the ability of the 
developed model in classifying faulty product types. Finally, Section 5 draws 
conclusions. 

2   Support Vector Machines in Classification 

Originally, SVM was designed for two-class classification. By determining the 
separate boundary with maximum distance to the closest points of the training data set, 
SVM obtains a category decision. SVM is able to prevent a possible misclassification 
efficiently by minimizing structural risk. Consequently, SVM classifier owns better 
generalization ability than that of trditional classifying approaches. 

Supposed a training data set { }
1

,
n

i i i
Tr X Y

=
= , where n

iX ∈ ℜ  is the i-th input 

vector with binary output { }1, 1iY ∈ − + , the classification function is expressed as 

Eq. (1).  

( )T
i iY W X b= Γ + . (1) 

where :  n mΓ ℜ → ℜ  is the feature which maps the input space to a high dimensional 
feature space nonlinearly. The data points are linearly partitioned by a hyperplane 
defined by the pair ( mW ∈ ℜ , ℜ∈b ) [8]. The optimal hyperplane that separates the 
data is represented by the following equation. 

2
M i n i m i z e ( ) 2

S u b j e c t  t o ( ) 1 1 , . . . ,T
i i

w W

Y W X b i n

ϑ =

Γ + ≥ =

. 
(2) 

where W  is the norm of a normal weights vector of the hyperplane. This constrained 

optimization problem is obtained by a primal Lagrangian form formulated as Eq. (3):  

2

1

1
( , , ) ( ( ) ) 1

2

n
T

i i i
i

L W b W Y W X bα α
=

= − Γ + − . 
(3) 

where iα  represent Lagrange multipliers. Using Karush-Kuhn-Tucker conditions, the 

solutions of the dual Lagrangian problem , *
iα , determine the parameters 

*w and *b of 

the optimal hyperplane. Finally, the decision function is depicted by Eq. (4): 
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( ) *
0 0 0

1

( ) sg n ( ) sgn ( , ) , 1, ...,
n

T
i i i i i

i

D X W x b Y K X X b i Nα
=

= Γ + = + =   (4) 

Any function satisfies Mercer’s conditions [8] is a good candidate for the kernel 
function, K(X,Xi). Besides, the value of K(X,Xi) is expressed as the inner product of two 
vectors X and Xi in the feature space. In this work, the Gaussian radical basis function is 
used for the SVM classifier model. 

However, in many situations, the ability to categorize multiple-class is required for 
SVM model. Therefore, some multi-class classification techniques have been proposed 
for SVM models. The most typical approach for multi-class problems is the so called 
one-versus-rest (1-v-r) method classifying one class from the other class [8], [9], [10]. 
The disadvantage of the 1-v-r method is the learning time scales linearly with the 
number of classes. One-versus–one (1-v-1) combining all possible two-class classifier 
is another methodology for dealing with multi-class problems [11], [12], [13]. Knerr et 
al. [12] combined the “AND” gate with the 1-v-1 approach. Friedman [11] and KreBel 
[13] used the Max Wins algorithm to enhance the 1-v-1 method. However, the 
drawback of the 1-v-1 approach is the size of classifier grows super-linearly with the 
number of classes. Therefore, the execution time of 1-v-1 approach is much worse than 
the 1-v-r method. Proposed by Platt et al. [6], DAGSVM (Directed Acyclic Graph 
Support Vector Machines, Fig.1) is one of the most popular approaches for multi-class 
classification methods. The training stage of the DAGSVM is the same as 1-v-1 model. 
However, the DAGSVM method uses a rooted binary directed acyclic graph to test the 
model. Therefore, the testing time of using DAGSVM model is less than that of the 
1-v-1 approach. Dong et al. [14] presented a novel multi-class SVM approach by 
considering all classes at once. The authors reported that the developed model is 
superior to the 1-v-a as well as the 1-v-r techniques in classifying the Iris and Glass data 
sets. By using large data set, Hsu and Lin [15] compared the classification performance 
of multi-class SVM methods based on the binary classification concept and methods 
solving multi-class SVM in one step. Experimental results show that the classification 
approaches based on binary classification are more suitable for practical use, and the 
classification technique considering all data at once need fewer support vectors. 
Angulo et al.[16] introduced a support vector classification-regression machine by 
embodying new training algorithms with ternary outputs into the traditional SVM 
model. Three data sets, Iris, Wine, and Glass were used to demonstrate the 
classification accuracy of the proposed model. The experimental results reveal that the 
developed model outperforms the other three conventional SVM-based approaches. 
Liu et al. [17] presented a multistage SVM technique combining many two-class 
classifiers into one multi-class classifier to conduct multi-class pattern recognition 
problems. Iris data set and Crab data set were used to show the classification 
performance of the multistage SVM technique. Simulation results indicate that the 
multistage SVM technique outperforms1-v-1, 1-v-r, and DAGSVM methods. 
Maruyama et al. [18] developed a hybrid multi-class SVM by exploiting the unique  
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strength of the DAGSVM model and the Max-Win algorithm. The proposed model was 
reported to greatly improve the classification performance of the single 1-v-r model, 
1-v-1 model, and DAGSVM model. Statnikov et al. [19] had a comprehensive 
evaluation of multi-class classification techniques including several SVM-based 
approaches and three non-SVM methods in cancer diagnosis. The experimental results 
reveal that all SVM-based approaches outperform the non-SVM techniques in 
classification accuracies and the relative classifier information. However, the 
non-SVM techniques have less execution time in some cases. Pöyhönen et al. [20] 
compared the classification performance of three SVM-based approaches with the 
multi-layer perceptorn (MLP) neural network in fault diagnosis of cage motor. They 
reported that the SVM with mixture matrix coupling strategy achieve almost the same 
classification as MLP neural networks. However, the training and tuning of MLP 
neural networks is an exhausting task. Therefore, the authors concluded that the SVM 
with mixture matrix is a practical choice in diagnosing cage motor systems.  

 

Fig. 1. The decision DAG for finding the best class out of four classes [12] 

3   Directed Acyclic Graph Support Vector Machines with Tabu 
Search  

For the traditional DAGSVM model, one SVM parameter is fixed then the other 
parameter is adjusted to decrease the classification error. However, in the DAGSVM 
structure, k(k-1)/2 SVMs are conducted. The k is the number of classifications. 
Furthermore, the cross-validation technique is adopted to prevent the overfitting of 
classification. The parameter selection is performed for each cross validation. 
Therefore, the computation process is very time consuming when the traditional 
parameter selection approach is employed in the DAGSVM model. In this 
investigation, the tabu search algorithms were employed to determine two parameters 
of SVMs simultaneously and sequentially in the DAGSVM model. The proposed 
DSVMT model is illustrated as Fig.2. 
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Fig. 2. The flow chart of Tabu search algorithms in the DSVMT model 

The detailed procedure of applying tabu search algorithms in determining SVM 
parameters is described as follows. 

Step 1: Generation of initial solutions 

The initial solutions, represented by C and , are generated randomly. In this 

investigation, the boundaries of C and  are from 0 to 10 and from 0 to 5. Additionally, 
the number of initial solutions is twenty. 

Step 2: Evaluation of incumbent solutions 
The SVM classification error is used as an index to evaluate the quality of incumbent 
solutions. A smaller classification error indicates a better combination of two SVM 

parameters (C, ). For the first iteration, the twenty solutions are treated as incumbent 
solutions and recorded in the tabu list. 

Step 3: Move selection 
The best solution of incumbent solutions is the “move” of this iteration. 

Step 4: Tabu list 
Compare the selected move in step 3 with solutions in the TABU list. If the move is the 
same as one of the solution in the tabu list then go back to step1. Otherwise, include this 
move into the tabu list. The forbidden moves are removed from the tabu list when a 
predetermined number of iterations is reached. In this investigation, the predetermined 
number of iteration is thirty. 

Step 5: The stopping condition 
The tabu search is terminated when the classification error is not reduced after fifty 
iterations.  
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Additionally, the cross-validation method is applied to prevent the overfitting of 
classification. Here, we use 3-fold cross validation [21] in the developed DSVMT 
model. The training data set is divided into 3 parts with equal size. One third of the data 
are used for estimating the SVM. The other data are applied to determine the 
parameters of SVM. 

4   A Numerical Example 

An example of manufacturing process presented by Hou et al. [2] was used to 
demonstrate the diagnosis performance of the proposed DSVMT model. The illustrated 
example is a manufacturing process of industrial conveyor belts. Eight key factors 
including processing speed, three measurements of belt thickness and four types of 
temperature determine the faulty product types of the manufacturing systems.  

In this example, the fault types are classified into five categories. Table 1 depicts the 
diagnosis results by applying the DSVMT model to the manufacturing process. It is 
shown that the proposed DSVMT can diagnose the faulty products correctly and 
efficiently. Table 4 shows the correct percentage when the tabu search algorithms were 
not employed to select the parameters for DAGSVM model. For both cases, the 
computation times are performed on a Penttium IV 1.5GHz personal computer. In this 
experiment, it is indicated that the proposed DSVMT model can achieve more correct 
diagnosis results with less computation time. 

Table 1. The training data sets of the numerical example [2] 

Data Speed Thick1 Thick2 Thick3 Temp.1 Temp.2 Temp.3 Temp.4 Fault 
1 3.72 5.58 5.58 5.6 77.8 82.1 80.6 80.6 1 
2 3.62 5.58 5.58 5.61 76.7 82.3 81.6 80.6 7 
3 3.58 5.79 5.62 5.6 76.6 82.3 81.6 80.6 7 
4 3.42 5.67 5.61 5.65 76.6 82.1 80.5 80.6 3 
5 3.6 5.61 5.61 5.65 76.7 82.3 81.6 80.7 7 
6 3.42 5.64 5.62 5.65 76.7 82.1 80.3 80.7 3 
7 3.58 5.58 5.63 5.45 76.4 82.4 80.3 80.6 9 
8 3.72 5.57 5.59 5.59 77.8 82.1 80.3 80.7 1 
9 3.62 5.65 5.75 5.43 76.7 82.4 80.1 80.6 9 
10 3.6 5.65 5.75 5.43 76.6 82.4 80.1 80.7 9 
11 3.42 5.57 5.59 5.58 76.8 82.1 80.3 80.7 3 
12 3.6 5.61 5.64 5.45 76.4 82.4 80.6 81.7 9 
13 3.42 5.57 5.58 5.61 76.7 82.1 80.6 80.6 3 
14 3.6 5.58 5.68 5.59 76.8 82.3 81.6 81.7 7 
15 3.72 5.79 5.61 5.58 77.8 82.1 80.5 80.7 1 
16 3.6 5.64 5.61 5.61 76.8 82.3 81.6 80.6 7 
17 3.42 5.6 5.65 5.58 76.7 82.2 80.6 80.7 3 
18 3.72 5.6 5.65 5.58 77.8 82.2 80.8 80.6 1 
19 3.58 5.54 5.58 5.43 76.8 82.4 80.8 80.1 9 
20 3.6 5.59 5.68 5.43 76.7 83.4 80.7 80.7 9 
21 3.58 5.51 5.52 5.43 76.4 83.3 80.8 80.7 9 
22 3.6 5.67 5.61 5.61 76.8 82.3 81.6 80.6 7 
23 3.42 5.61 5.58 5.6 76.7 82.2 80.6 80.6 3 
24 3.6 5.57 5.58 5.59 76.7 82.2 80.5 80.7 0 
25 3.62 5.58 5.6 5.6 76.8 82.1 80.6 80.7 0 
26 3.61 5.6 5.61 5.61 76.6 82.2 80.5 80.6 0 
27 3.62 5.58 5.61 5.59 76.6 82.1 80.6 80.6 0 
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Table 2. The testing data sets of the numerical example [2] 

Data Speed Thick1 Thick2 Thick3 Temp.1 Temp.2 Temp.3 Temp.4 Fault 
1 3.6 5.61 5.65 5.45 76.4 83.3 80.6 80.7 9 
2 3.42 5.6 5.61 5.61 76.7 82.1 80.6 80.6 3 
3 3.6 5.61 5.61 5.58 76.8 82.5 81.6 80.7 7 
4 3.75 5.61 5.61 5.58 77.8 82.1 80.6 80.7 1 
5 3.6 5.62 5.62 5.62 76.8 82.5 81.6 80.6 7 
6 3.42 5.62 5.62 5.58 76.7 82.3 80.6 80.7 3 
7 3.75 5.6 5.61 5.61 77.8 82.3 80.8 80.6 1 
8 3.6 5.59 5.61 5.43 76.7 83.3 80.8 80.1 9 
9 3.6 5.59 5.58 5.42 76.7 83.3 80.7 80.7 9 
10 3.6 5.51 5.52 5.42 76.4 83.3 80.8 80.7 9 
11 3.6 5.62 5.58 5.62 76.8 82.5 81.6 80.6 7 
12 3.43 5.61 5.58 5.62 76.8 82.3 80.6 80.6 3 
13 3.6 5.61 5.59 5.62 76.8 82.1 80.6 80.6 0 
14 3.6 5.6 5.63 5.62 76.8 82.3 80.6 80.6 0 
15 3.61 5.61 5.61 5.61 76.7 82.1 80.6 80.6 0 

Table 3. Diagnosis performance and associated parameters by the DSVMT model 

Parameters of i-th SVM in the DSVMT model 
i 

 
C 

1 1.668 6.230 
2 3.649 7.236 
3 0.316 4.996 
4 2.935 0.576 
5 1.011 2.885 
6 4.824 8.242 
7 0.295 1.599 
8 1.099 8.597 
9 3.122 4.213 
10 1.369 1.850 
Computation time 1'38''77 
Correct percentage 100% 

Table 4. Diagnosis performance and associated parameters without applying tabu search in the 
DSVMT model 

Parameters of i-th SVM in the DSVMT model 
i 

 
C 

1 0.8 1 
2 0.2 1 
3 0.2 1 
4 1.6 1 
5 0.2 1 
6 1.6 3 
7 0.2 1 
8 0.2 1 
9 0.2 1 
10 0.2 1 
Computation time 2'59''08 
Correct percentage 93.33% 
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5   Conclusions 

In this investigation, a directed acyclic graph support vector machines with tabu search 
(DSVMT) model is developed to diagnose faulty product types in a belt manufacturing 
process. Due to the high computation complexity of the DAGSVM model as well as the 
cross validation approach of the DSVMT model, the tabu search algorithms are 
employed to determine SVM parameters. By using a numerical example in the previous 
literature, the proposed DSVMT model can categorize the faulty product types 
correctly and efficiently. For the future research, more complex manufacturing process 
data could be used to test the performance of the proposed model. In addition, the 
presented DAGSVM model could be applied to the other classification problems in the 
medical domain and business systems. 
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Abstract. Reliable prediction of melt index (MI) is crucial in practical propylene 
polymerization processes. In this paper, a least squares support vector machines 
(LS-SVM) soft-sensor model is developed first to infer the MI of polypropylene 
from other process variables. A weighted least squares support vector machines 
(weighted LS-SVM) approach is further proposed to obtain rather robust 
estimate. Detailed comparative researches are carried out among standard SVM, 
LS-SVM, and weighted LS-SVM. The research results confirm the effectiveness 
of the presented methods. 

1   Introduction 

Production of polypropylene is a multi-billion business with annual consumption 
growth rate about 5%. Melt index (MI), the most important parameter in determining 
the product's grade and quality control of polypropylene, is usually evaluated off-line 
with an analytical procedure that takes almost 1 hour to complete in the laboratory. An 
alternative is to develop on-line estimators [1] based on available process information 
to supervise the process and avoid any mismatch of product quality. Rallo [2] provided 
a fuzzy ARTMAP neural system and two hybrid networks to infer the melt index of six 
different LDPE grades. Han [3] compared the performance of support vector machines, 
partial least squares, and artificial neural networks for MI estimation of San and PP 
processes. They concluded that the standard SVM yields the best prediction among the 
three toward the studied problems. Unfortunately, further research about SVM on this 
topic hasn’t been carried out. 

A LS-SVM model is therefore developed to infer the MI of polypropylene from 
other readily measurable process variables. The weighted LS-SVM approach is further 
presented, as it is well known that the use of a SSE cost function without regularization, 
as it is in the case with LS-SVM, might lead to estimates which are less robust, e.g. with 
respect to outliers on the data or when the underlying assumption of a Gaussian 
distribution for the error variables is not realistic. Up to now, litter, however, has 
appeared in the literature on these matters. 
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2   The Support Vector Method of Function Estimation 

2.1   Standard Support Vector Machines 

SVMs can be applied to regression problems by the introduction of an alternative loss 
function. Consider regression in the following set of functions 

( ) ( )Tf x w x bϕ= +  (1) 

with given training data 1{ , }M
i i ix y = , where M denotes the number of training data, xi is 

the input data and yi is the output data. The nonlinear mapping  maps the input data 
into a high dimensional feature space where a linear regression problem is obtained and 
solved. In the support vector method one aims at minimizing the regularized risk 
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In Eq. (2), L  is the so-called -insensitive loss function, which indicates that it does 

not penalize errors below . The second term,
1

2
Tw w , is used as a flatness 

measurement of function (1) and  is a regularized constant determining the tradeoff 
between the training error and the model flatness. The estimation problem is formulated 
then as the optimization problem 
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where , * are slack variables. One obtains *

1

( ) ( )
M

i i i
i

w xα α ϕ
=

= − , where *,  are 

obtained by solving a quadratic program and are the Lagrange multipliers related to the 
first and second set of constraints. 
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2.2   Least Squares Support Vector Machines 

Least squares version [4] of the support vector method corresponds to the following 
form of ridge regression 

2

, ,
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1 1
min ( , , )
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i
w b

i

R w b w w
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ξ γ ξ
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= +
 

(6) 

subject to the equality constraints 

( ) , 1, ,T
i i iy w x b i Mϕ ξ= + + =

 (7) 

One defines the Lagrangian 
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with i Lagrange multipliers. The conditions for optimality 
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can be written as the solution to the following set of linear equations after elimination 
of w and i 

1
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1

T
v

v

b

yK I αγ −
=

+
 

  (10) 

with 1[ , , ]My y y= , 1 [1, ,1]v = , 1[ , , ]Mα α α= and I is a identity matrix. 

The resulting LS-SVM model for function estimation becomes 

1

( ) ( , )
M

i i
i

f x K x x bα
=

= +
. 

(11) 

2.3   Weighted Least Squares Support Vector Machines 

In order to obtain a robust estimate [5] based upon the previous LS-SVM solution, the 

error variables /i iξ α γ= by weighting factors vi is weighted, which leads to the 

optimization problem: 
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Subject to the equality constraints and the Lagrangian becomes 

* * *( ) , 1, ,T
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The unknown variables for this weighted LS-SVM problem are denoted by the * 
symbol. From the conditions for optimality and elimination of w*, *, one obtains the 
KKT system 
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where the diagonal matrix V is given by 
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(16) 

The choice of the weights vi is determined based upon the error 

variables /i iξ α γ= from the LS-SVM case (10). Robust estimates are obtained then 

by taking 
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(17) 

where  is a robust estimate of the standard deviation of the LS-SVM error variables i : 

ˆ
2 0.6745

IQR
s =

×  

(18) 

The interquartile range, IQR, is the difference between the 75th percentile and 25th 
percentile. The constants c1, c2 are typically chosen [6] as c1 = 2.5 and c2 = 3. 
Eventually, the procedure (12) (17) can be repeated iteratively. 

3   Results and Discussion 

The modeling data used for training and validating the soft-sensor have been acquired 
from the historical logs recorded in a real propylene polymerization plant. Data from 
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the records of the process variables and MI are separated into training, test and 
generalization sets that are constructed from the time series of recorded plant data. And 
the test set is obtained from the same batch as the training set, while the generalization 
set is derived from another batch.  

The standard SVM proposed by Han [3] is also built as a basis of comparison 
research. The difference between the output of the models and the desired output is 
referred to as the error and can be measured in different ways. Here, mean absolute 
error (MAE), mean relative error (MRE), root mean squared error (RMSE), standard 
deviation (STD), Theil’s Inequality Coefficient (TIC) [6], are employed as derivation 
measurements between measured and predicted values. There is 
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2 2

1 1
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N

i ii
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y y
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−
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where yi, i denote the measured value and predicted result. 

Table 1. Performance for the testing data sets 

Methods                      MAE    MRE (%)     RMSE     STD      TIC 
Weighted LS-SVM    0.0754    3.27            0.0198    0.1055   0.0223 
LS-SVM                    0.0842    3.66             0.0214    0.1116   0.0240 
SVM                 0.1105    4.80             0.0274    0.1394   0.0307 

 

Fig. 1. Comparison of predictions between LS-SVM and standard SVM 

The detailed comparison of test performance among weighted LS-SVM, LS-SVM 
and standard SVM is listed in Table 1. It is shown that the weighted LS-SVM model 
functions best on the overall, with mean absolute error of 0.0754, compared with those 
of 0.0842 and 0.1105 obtained from the corresponding LS-SVM and SVM models 
respectively. The RMSE confirms the prediction accuracy of the proposed methods. 
Weighted LS-SVM yields the smallest STD among three, which indicates the 
predictive stability of the method. TIC of weighted LS-SVM is quite acceptable 
compared to those of standard SVM and LS-SVM, which indicates a good level of 
agreement between the proposed model and the studied process. A visual impression of 
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the agreement between the measured MI and the models output is shown in Fig. 1, 
where the weighted LS-SVM model yields consistently good predictions. 

4   Conclusions  

LS-SVM and weighted LS-SVM methods are proposed to infer MI of polypropylene 
from other process variables. The weighted LS-SVM model predicts MI with mean 
relative error of approximately 3.27%, compared with those of 3.66% and 4.80% 
obtained from the corresponding LS-SVM and SVM models respectively. The results 
indicate that the proposed method provides prediction reliability and accuracy and 
supposed to have promising potential for practical use. 
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Abstract. A two-layer hierarchical neural network is proposed to predict the 
product qualities of an industrial KTI GK-V ethylene pyrolysis process. The 
first layer of the model is used to classify these changes into different operating 
conditions. In the second layer, the process under each operating condition is 
modeled using bootstrap aggregated neural networks (BANN) with sequential 
training algorithm. The overall output is obtained by combining all the trained 
networks. Results of application to the actual process show that the proposed 
soft-sensing model possesses good generalization capability. 

1   Introduction 

Ethylene pyrolysis is a key and fundamental process in the petrochemical industry. It 
is necessary to on-line obtain the product yields and the cracking degree not only for 
advanced control but also for optimization and monitoring of the process [1]. To 
overcome the difficulties in building mechanistic models, empirical models based on 
process input-output data can be utilized. Neural networks (NNs) have been shown to 
be able to approximate any continuous nonlinear functions and have been applied to 
nonlinear process modeling and control [2]. If properly trained and validated, these 
NN models can be used to predict steady-state and dynamic process behavior 
reasonably well, hence, leading to improved process optimization and control 
performance [3]. Multiple networks emerge as a powerful solution to improve the 
generalization capability, because significant improvement in model generalization 
can be achieved when the individual networks to be combined are independent or less 
correlated [4][5]. For a BANN model, less correlated neural network models can be 
obtained by using bootstrap re-sampling to generate training data for individual 
networks so that they are trained on different data sets [6]. 

In practice, the operation condition of ethylene pyrolysis process usually varies due 
to the changes of feedstock properties and the formation of coke in the cracking coils. 
Zhou and Xu [1] showed that classification of the operation conditions using data 
clustering method followed with modeling of each operation condition using a single 
neural network would improve the prediction accuracy. In this study, the focus is on 
building a hierarchical neural network to cope with different operation conditions and 
to improve the performance of model predictions by combining multiple networks. 
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2   Two-Layer Hierarchical Soft-Sensing Model 

In this study, a practical KTI GK-V pyrolysis process in an ethylene plant is 
considered. An ethylene pyrolysis furnace contains two sequential parts: a convection 
box and a fire box.  Hydrogenation residue oil is fed to the coils inside the convection 
box and mixed with diluted steam on the top, pre-heated by the air from the fire box, 
and then enter the coils inside the fire box. The residue oil is cracked at high 
temperature in the fire box. The ethylene product is obtained in the cracked gas at the 
outlet of fire box. The production yield is influenced strongly by the cracking degree, 
which represents the sufficiency of the cracking reaction happened in the coils. In the 
cracking degree, rate of methane to propylene (CH4/C3H6) and rate of ethylene to 
propylene (C2H4/C3H6) are two important indices, but they cannot be measured on-
line. The aim of the soft-sensing model is to predict these two product qualities. 
From a large number of historical operation data of the ethylene pyrolysis process, it 
can be observed that the operation condition usually varies due to the changes of 
feedstock properties and the formation of coke in the cracking coils. Hierarchical 
models can be used to cope with these variations of process operating conditions [7]. 
A two-layer hierarchical model is proposed to build the models of product qualities, 
as shown in Fig. 1. In the first layer, data set are pre-processed and then classified into 
different operation conditions. In the second layer, each operation condition is 
modeled using a BANN with sequential training algorithm. And the neural network 
models are selected according to the process operating conditions when implemented 
on-line. To improve the model accuracy, the model outputs are also corrected on-line. 

D
ata Pre-processing 

Condition 
Identification 

BANN 1 

BANN 2 

BANN n

O
n-line C

orrection 

…

X Y

 

Fig. 1. A two-layer hierarchical model based on multiple BANNs 

X
Y

X
Y

 

Fig. 2. A bootstrapped aggregated neural network (BANN) 



1134 Q. Zhou et al. 

The structure of BANN model is shown in Fig. 2. It can be seen that several neural 
networks are developed to model the same relationship and then combined together to 
improve the model generalization capability [5]. The overall output of the ensemble 
networks can be computed by 

=
=

L

i
i xF

L
xF

1

)(
1

)(  (1) 

where L is the number of networks, F represents the output, Fi represents the ith 
individual network, and x is a vector of network inputs, respectively. Here BANN 
model is trained by using the sequential training algorithm [6]. The first network is 
trained to minimize its prediction error, whereas the rest of the networks are trained 
not only to minimize their prediction errors but also to minimize the correlation 
among the trained networks. For the training of the first network, the aim is to 
minimize the prediction errors, which is defined as 
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where N is the number of training samples, T is the desired model output, and xj is the 
jth input training data sample, respectively. For the training of the ith network, the 
objective is to minimize not only the individual networks prediction errors but also 
the correlation among the individual networks, which are defined as 
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and λ is a weighting parameter between 0 and 1. In Eq(3), the first term minimizes 
the prediction errors of the ith network and the second term minimizes the correlation 
between the ith neural network and the previously trained networks. Here a back-
propagation training algorithm is used to train the BANN, and the network weights 
are adjusted as follows 

Wi(k+1) = Wi(k) + ∆Wi(k+1) 
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where W(k) and ∆W(k) are the vectors of weights and weight adaptations at the 
training step k, α is the momentum coefficient, and η is the learning rate, respectively. 
∂Fi(xj)/∂Wi can also be calculated easily according to the topology of the individual 
network. Training can be terminated when the error gradient is less than a pre-
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specified value or terminated by a cross validation based “early stopping” criterion 
[5][6]. When using “early stopping”, data are divided into a training data set and a 
testing data set. During network training, the network prediction error on the testing 
data is continuously monitored. Training of an individual network is terminated when 
the testing error stops decreasing. Training of the aggregated network can be 
terminated when the aggregated network performance cannot be further improved.  

When applied to on-line prediction in the ethylene plant, the model predictions 
should be on-line corrected due to the presence of unknown disturbances. In this 
study, the correction method was implemented by adding the average model 
prediction errors of the previous several samples to the current prediction value. 

3   Application Results 

In this study, the two-layer hierarchical model is used to predict the cracking degree 
(CH4/C3H6 and C2H4/C3H6). Over 7000 data samples were obtained from the plant 
and used to build the model. The ethylene cracking process is very complicated with 
over one hundred correlated variables that can be measured on-line. 

During the data pre-processing, any outliers or bad samples were first verified and 
deleted, then the data were filtered. The delays of the analyzed values of cracked gas 
were also considered. Finally all data were scaled to zero mean and unit variance. 
After data processing, the entire data were divided into two parts, 5300 sets of data 
were used to develop the models and 1736 sets of data were used as validation data to 
test the model generalization capabilities. From the historical operation data, it can be 
observed that the operation condition varied. Because the feedstock is bought from 
different suppliers, there exist variations in feedstock properties, which usually cause 
quick drops of the density.  

In the soft-sensing model, the model accuracy is affected strongly by the input 
predictor variables. The predictor variables are determined through mechanistic 
analysis of the cracking process and the statistical correlation analysis of data. 
According to the mechanistic analysis of the practical cracking process, 49 input 
variables were first selected among over 100 variables. Then the correlation 
coefficients among all 49 variables were computed and analyzed. The variable whose 
coefficients with others were small was neglected, and then 34 input variables were 
left. Furthermore, the contributions to the output of these 34 input variables are also 
measured by partial least squares (PLS) methods. After neglecting those variables 
with small contributions to the product qualities, only 26 input variables were left, 
including 4 feed stock flow rates, 4 diluted stream flow rates, 4 temperatures at the 
outlet of convection box, 4 temperatures at the inlet of fire box, 4 coil outlet 
temperature (COT), 3 temperatures in the fire box, gas temperature, the density of 
feed stocks, and the pressure difference between inlet and outlet of coil. Then a two-
layer hierarchical network model with these 26 input variables was developed. 

To investigate the performance of the proposed two-layer hierarchical network 
model, three kinds of models were studied: Model 1 --- a single feedforward neural 
network trained by the Leverberg-Marquart algorithm; Model 2 --- multi-model soft 
sensors based on only one BANN for each product quality; Model 3 --- two-layer 
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hierarchical model based on classification of operation condition and BANN in each 
operation condition.  

When training BANN, the appropriate network topology was determined by 
examining their relative root-mean-square-error (RRMSE). For the BANN in Model 
2, there are 10 individual networks for CH4/C3H6 and 11 networks for C2H4/C3H6. 
According to the actual operation data, the operation conditions had been divided into 
two kinds of conditions. Then in the Model 3, two BANN models were built based on 
two different operation areas. In the first operation condition, 4 component networks 
were used for CH4/C3H6 and 5 networks for C2H4/C3H6. And in the second operation 
condition, 7 networks were used for CH4/C3H6 and 9 networks for C2H4/C3H6, 
respectively. After three models were trained, the performances of their prediction 
errors on the validation data were compared, as shown in Table 1. It can be observed 
that the performance of prediction error of the hierarchical neural network in Model 3 
improves more slightly than that in Model 2. 

Fig. 3 and Fig. 4 show the comparison of predictions of two product qualities 
(CH4/C3H6 and C2H4/C3H6) in Model 3 with the actual values on the validation data, 
where “o” stands for the predictions and “+” stands for the actual values. From the 
results, it can be seen that the predicted values are quite close to the corresponding 
true values. It should be also noticed that in Fig. 3 and Fig. 4, there are two different 
operation areas and the model still can predict the product yields very well.  

To validate the accuracy of the trained hierarchical model, it was also applied to 
the actual process for about two weeks. Error distributions of the model predictions 
 

Table 1. Comparison of prediction errors of three models 

RRMSE (%) Model 1 Model 2 Model 3 

CH4/C3H6 0.0136 0.0117 0.0106 
C2H4/C3H6 0.0084 0.0082 0.0078 

 

Fig. 3. Model predictions and actual values of 
C2H4/C3H6 on the validation data 

Fig. 4. Model predictions and actual values of 
CH4/C3H6 on the validation data 
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were calculated, and the average relative error and maximum relative error were also 
used to test the performance of the model, as shown in Table 2. It can be seen that for 
both product qualities, the rates of model error larger than 5% are only about 2%. 
Such performance is well enough to satisfy the requirement of product qualities. 

Table 2. Validation of the hierarchical neural network model on the actual process 

Error Distribution (%) 
Variable 

Average 
Relative Error 

Maximum 
Relative Error <1% 1~5% >5% 

CH4/C3H6 0.017 0.148 76.0 22.4 1.6 
C2H4/C3H6 0.015 0.141 76.2 21.7 2.1 

5   Conclusions 

This paper presents a two-layer hierarchical neural network model to predict the 
product qualities of an industrial ethylene pyrolysis process. The first layer classifies 
the process operations into different operating conditions. In the second layer, each 
operating condition is modeled based on bootstrap aggregated neural networks with 
sequential training method. Such a hierarchical network model has good capability of 
generalization. Results of application to industrial data and comparison with other 
models show that the proposed approach is very effective.  
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Abstract. For injection molding process, a typical multistage batch process, the 
final product qualities are usually available at the end of the batch, which make 
it difficult for on-line quality control. A sub-stage moving window generalized 
regression neural network (GRNN) is proposed for dedicating to reveal the 
nonlinearly and dynamic relationship between process variables and final 
qualities at different stages. Firstly, using an clustering arithmetic, PCA P-
loading matrices of time-slice matrices is clustered and the batch process is 
divided into several operation stages, the most relevant stage to the quality 
variable is defined, and then applying moving windows to un-fold stage data 
according to time, and sub-stage GRNN models are developed for every 
windows for on-line quality prediction. For comparison purposes a sub-MPLS 
quality model of every moving window was establish. The results prove the 
effectiveness of the proposed quality prediction method is supervior to sub- 
MPLS quality prediction method.   

1   Introduction 

Injection molding processes, a typical multistage batch process, is an important 
polymer processing technique and transforms polymer materials into various shapes 
and types of products. However, due to the process high dimensionality, complexity, 
batch-to-batch variation, and also limited product-to-market time, the final product 
quality are usually available at the end of the batch, which is analyzed (mostly offline) 
after the batch completion although if feasible and economical, the product quality 
measurements are also done at finite time intervals as the batch run progresses make, 
it is difficult for on-line quality control.  

Several statistical modeling methods such as  multi-way partial least square 
(MPLS) models, have been reported recently for batch processes[1], Nevertheless,  
MPLS method is inefficient in revealing time-specific relationships for some multi 
stage processes and is linear methods. consequently, these methods perform poorly in 
predicting response variables of nonlinearly behaving batch processes, which are 
abundant in the chemical/biochemical industry.  

However, an artificial neural network (ANN) had the capability to handle the 
modeling problems associated with nonlinear static or dynamic behaviors. The 
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NNPLS method [2]differs from the direct ANN approach in that, the input–output 
data are not directly used to train the FFNN, but are preprocessed by the PLS outer 
transform. Jiabo Zhu et al (1998) [3] proposed a time-delay neural network (TDNN) 
modeling method for predicting the treatment result. GRNNs are based feedforward 
networks which were introduced [4] as a generalization of both the radial basis 
function networks (RBFNs) and probabilistic neural networks (PNNs). With 
increasing number of training samples, the GRNN asymptotically converges to the 
optimal regression surface. In addition to having a sound statistical basis, the GRNNs 
possess a special property in that the networks do not require iterative training. 

For multi-stage batch processes,each stage has its own underlying characteristics, 
and a batch process can exhibit significantly different behaviors over different stages. 
It is therefore natural to develop stage-based statistical modeling methods to reflect 
the inherent stage nature to improve the performances of quality control. A stage-
based sub-PCA modeling method[5] has been developed, and it has been shown that 
the stage PCA modeling can overcome many difficulties of MPCA-based monitoring 
for batch processes.  

Thus, in the present paper, for injection molding process, a sub-stage generalized 
regression neural network (GRNN) is proposed for dedicating to reveal the nonlinearly 
and dynamic relationship between process variables and final qualities at different 
stages, and to build a stage-based moving windows on-line quality prediction model. 
Firstly, using an clustering arithmetic,PCA P-loading matrices of time-slice matrices is 
clustered and the batch process is divided into several operation stages according to the 
change of process correlation, the most relevant stage to the quality variable is defined, 
and then applying moving windows to un-fold stage data according to time, and sub-
stage GRNN models are developed for every windows for on-line quality prediction. 
For comparison purposes a sub-MPLS quality model of every moving window was 
established. The results prove the effectiveness of the proposed quality prediction 
method is supervior to sub- MPLS quality prediction method.   

2   Process Description 

Injection molding [6], an important polymer processing technique, transforms 
polymer materials into various shapes and types of products.  As a typical multistage 
process, injection molding operates in stages, among which, filling, packing-holding, 
and cooling are the most important phases. During filling, the screw moves forward 
and pushes melt into the mold cavity. Once the mold is completely filled, the process 
then switches to the packing-holding stage, during which additional polymer is 
“packed” at a high pressure to compensate for the material shrinkage associated with 
the material cooling and solidification. The packing-holding continues until the gate 
freezes off, which isolates the material in the mold from that in the injection unit. The 
process enters the cooling stage; the part in the mold continues to solidify until it is 
rigid enough to be ejected from the mold without damage. Concurrently with the early 
cooling phase, plastication takes place in the barrel where polymer is melted and 
conveyed to the front of barrel by screw rotation, preparing for next cycle. 

For injection molding, high degree of automation is possible. After the process 
conditions are properly set, the process repeats itself to produce molded part at a high 
rate. The process is, however, susceptible to the production of off-spec products due 
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to various process malfunctions, drifting of process conditions, changes in materials, 
and unknown disturbances. Abrupt, gross faults in the key process variables can be 
easily and reliably detected by the conventional SPC chart. Slow drift or faults 
involving multiple process variables, however, can not be detected. These process 
faults, even if they are small and not common, can lead to production of large quantity 
of bad parts, if they are not detected earlier. 

The material used in this work is high-density polyethylene (HDPE). Ten process 
variables are selected for modeling, that is, Nozzle Pressure, Stroke, Injection 
Velocity, Hydraulic Pressure, Plastication Pressure, Cavity Pressure, Screw Rotation 
Speed, SV1 valve opening, SV2 valve opening, and Mold Temperature, respectively. 
The sampling rates of these process variables are 20 ms. The operating conditions are 
set as follows: injection velocity is 25mm/sec; mold temperature equals 25ºC; seven-
band barrel temperatures are set to be (200, 200, 200, 200, 200, 180, 160, 120) ºC; 
packing-holding time is fixed to be 3 second. Quality variables are part weight. 
Totally, 60 batch runs are conducted under 19 different operation conditions, which 
can cover all the normal operation range. Based on these data, an stage-based sub-
MPLS model and GRNN model is developed for process analysis and quality 
prediction.  

3   A Stage-Based Moving Window GRNN Modeling  

3.1   Generalized Regression Neural Networks (GRNNs) [4] 

Consider a J-dimensional vector, 1 2, ,...,
T

jx x x x ,describing process input variables 

and the corresponding scalar output, y, representing the quality (output) 
variable.GRNN performs the regression by computing the conditional expectation of 
y given x. Specifically, the GRNN estimates the joint probability density function 
(PDF) of x and y, i.e. f(x, y), to create a probabilistic model for predicting y. The PDF 
estimator model is constructed from the training input–output data 
set , ; 1, 2,...,i ix y i I , via nonparametric density estimation (NDE). Given x and 

assuming that the function being approximated is continuous and smooth, the 

expected value of y, E y x can be  

( , )
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estimated as Using the training set and assuming Gaussian PDF, the function 
( , )f x y can be defined as 
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Where x
i

and y  respectively denote the ith  training input vector and the 

corresponding output, and denotes the width (smoothing parameter or spreading 
factor) of the Gaussian PDF. Given x , the corresponding regression estimate, ˆ( )y x , 

can be determined as a conditional mean by substituting Eq. (2) in Eq. (1).  
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where ih  denotes the Gaussian radial basis function and 2  represents the squared 

Euclidean distance between vectors x and ix defined as 

2 ( ) ( )T
i i id x x x x . (4) 

3.2   Sub-GRNN Modeling 

The data gathered from injection molding process forms a three-dimensional data 
matrix, ( )I J K× ×X , where for batch process applications, I  denotes cycle number, 

J  denotes variable number, and K  denotes the number of samples within a cycle. 
Wold et al. [7] proposed to solve this problem by rearranging the data matrix into 
two-dimensional form. The ( )I J K× ×X  is unfolded, with each of the K time slabs 

concatenated to produce a two-way array, ( )new I JK×X . The multi-way unfolding 

procedure is graphically shown in Fig. 1.  
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Fig. 1. Sub-stage modeling method Fig. 2. Illustration moving windows of an stage 

Based on the work of sub-PCA stage partition strategy[5] an batch run is divided 
into several stages. A moving window of all un-fold data of every stage is proposed to 
extract the local covariance information of process variable and quality variable. All 
un-fold data of one stage represented as ( )X I m , where I  is batch numbers, and m  

is the number of process variables after un-fold data of the stage. Moving step can be 
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set n which can be set as small as 1. With this arrangement, ( )m n number of 

windows can be resulted for each stage, designated as, ( 1, , )kX k m n  shown in 

Fig. 2. Using every moving windows data and quality data establish a sub-GRNN 
quality model. For comparison purposes a sub-MPLS quality model of every moving 
window was established. 

4   Experimental Results 

Without using any prior process knowledge, using sub-PCA based stage-division 
algorithm, the trajectories of an injection molding batch run is divided into four stages 
according to the change of local covariance structure, correspond to the four physical 
operation stages, i.e., injection, packing-holding, plastication and cooling stages 
shown in Fig. 3. 
 

 
 

  
 
 
 
 
 

Fig. 3. Stage division results for injection molding process 

The final quality variables have weak relation with the plastication and cooling 
stage. The on-line quality prediction model is a distributed model, the weight variables 
are estimated by the sub-MPLS models and sub-GRNN models in packing stage.  

For illustration, the results of the GRNN and PLS-based output prediction for 30 
batches using the 100 sample time of packing stage are shown in Fig. 4. In  
Fig. 4 the solid line with circle symbols indicates the weight measurements, and the 
solid line with square symbols plots the corresponding weight prediction using sub-
MPLS model and the solid line with triangle symbols plots the corresponding weight 
prediction using sub-GRNN model. It is clear that the product weight predicted can be 
more roughly predicted. But there exists an obvious offset between the measured and 
predicted values for these methods, and the value of the offset varies with different 
operating conditions, for instance, the offset for batch 5 is much smaller than that of 
batch 20 for sub-MPLS. An analysis suggests that the problem was caused by forepart 
data of packing stages. Based on sub-MPLS and sub-GRNN weight prediction model 
of the packing stage, using the200 sample time of packing stage 30 batch weight 
prediction result are shown in Fig. 5. Compared to Fig. 4, the predictions of two 
methods are much closer to the actual weight measurements, indicating significant 
improvement by using tail data of the packing stage prediction model. But the product 
weight predicted by sub-GRNN model can be more exactly predicted.  
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Fig. 4. Predicted results for weight variables 
using the 100th sample time data 

Fig. 5. Predicted results for weight variables 
using the 200th sample time data 

5   Conclusion 

For injection molding process, an typical multi-stage batch process, a new quality 
prediction method has been applied. Firstly, Process stages are determined by 
analyzing the change of process covariance structure and partitioning time-slice PCA 
loading matrices using a new clustering algorithm. Then applying moving windows to 
un-fold stage data, for each windows an sub-GRNN model is developed In addition, 
the predicted result of sub-GRNN model is compared with the one of the sub-MPLS 
model, the predicted precision of sub-GRNN model is superior to the one of the sub-
MPLS model. 
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Abstract. Conventional vibration signals processing techniques are most suit-
able for stationary processes. However, most mechanical faults in machinery 
reveal themselves through transient events in vibration signals. That is, the vi-
bration generated by industrial machines always contains nonlinear and non-
stationary signals. It is expected that a desired time-frequency analysis method 
should have good computation efficiency, and have good resolution in both 
time domain and frequency domain. In this paper, the auto-regressive model 
based pseudo-Wigner-Ville distribution for an integrated time-frequency signa-
ture extraction of the machine vibration is designed, the method offers the  
advantage of good localization of the vibration signal energy in the time-
frequency domain. Kernel principal component analysis (KPCA) is used for the 
redundancy reduction and feature extraction in the time-frequency domain, and 
the self-organizing map (SOM) was employed to identify the faults of the rotat-
ing machinery. Experimental results show that the proposed method is very ef-
fective. 

1   Introduction 

Vibration analysis is a basic approach for fault diagnosis of rotating machinery. When 
a fault begins to develop, the vibration profile will change its characteristic shape. By 
using an appropriate signal processing method, it is feasible to detect changes in  
vibration signals caused by faulty components and to judge the conditions of the  
machinery. Traditional analysis has generally relied upon spectrum analysis based  
on FFT or STFT [1]. Unfortunately, FFT-based methods are not suitable for non-
stationary signal analysis and are not able to reveal the inherent information of  
non-stationary signals. However, various kinds of factors, such as the change of the 
environment and the faults from the machine itself, often make the vibration signal of 
the running machine contain non-stationary components. Usually, these non-
stationary components have abundant fault information, so it is important to analyze 
the non-stationary signal [2]. Hitherto, time-frequency analysis is the most popular 
method for the analysis of non-stationary vibration signals, such as the Gabor  
transform [3], and the bilinear time-frequency representation [4,5]. In this study, the 
auto-regressive model based pseudo-Wigner-Ville distribution is used for an inte-
grated time-frequency signature extraction of the machine vibration. And then kernel 
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Principal component analysis (KPCA) is used for feature extraction, which transforms 
a high-dimensional input vector into a low-dimensional one whose components are 
uncorrelated. 

PCA performs poorly due to its assumption that the process data are linear [6,7]. To 
handle the problem, a new nonlinear PCA technique for tackling the nonlinear prob-
lem, called kernel PCA, has been in development in recent years [8-10]. KPCA can 
efficiently compute Principal components (PCs) in high-dimensional feature spaces 
by means of integral operators and nonlinear kernel functions.  

Based on the features extracted from the time-frequency moments using KPCA 
method, the machine fault diagnoses are to be classified through the SOM network. 
The self-organizing map (SOM), proposed by Kohonen [11,12], has been widely used 
in many industrial applications such as pattern recognition, biological modeling, data 
compression, signal processing, and data mining [12-16]. It is an unsupervised and 
nonparametric neural network approach. The success of the SOM algorithm lies in its 
simplicity that makes it easy to understand, simulate and be used in many applications. 

2   Time-Frequency Analysis 

The analysis of a signal is usually performed in the time or frequency domain. The 
energy 

2
( )x t  of the signal x(t) per unit time at the particular time t, can be obtained 

when time domain analysis is used. At the same time the energy density of the signal 
per unit frequency at the particular frequency f is given by 

2
( )x f  in the frequency 

domain, where ( )x f  is the Fourier transform of ( )x t . When the spectral content of 
the signal is changing in time, neither the time nor the frequency domain is sufficient 
to describe the signal properties accurately. The analysis of a signal using the joint 
time-frequency approach is called time-frequency analysis. There are many different 
time-frequency distributions with various properties [4,5]. The WVD used in this 
paper was the most widely used in practice. For the sake of completeness, different 
forms of the WVD distribution are defined below [4,5,17-21].  

2.1   Wigner-Ville Distribution  

The Wigner distribution (WD) can be derived by generalizing the relationship be-
tween the power spectrum and the autocorrelation function for non-stationary, time-
variant processes. The physical interpretation of the generalized power spectrum F(t, 
f) is that it represents the instantaneous power density spectrum. This approach leads 
to the WD defined as [19] 

* 2( , ) ( ) ( )
2 2

i f
xW t f x t x t e dπ ττ τ τ

+ ∞ −

− ∞
= − +  (1) 

The WD can be represented in terms of the spectrum by 

* 2( , ) ( ) ( )
2 2

i t
XW f t X f X f e dπθθ θ θ

+∞ −

−∞
= − +  (2) 

The Wigner distribution (WD) of the analytic signal is called the Wigner-Ville distri-
bution (WVD). Here the analytic signal is defined as 
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( ) ( )Ax x t jx t= +  (3) 

where ( )x t  is the Hilbert transform of x(t) 

1 1
( )[x(t)] = x(t) x d

t
τ τ

π τ
+∞

−∞
=

−
H  (4) 

It is well known that the spectrum of the analytic signal does not have any negative 
frequencies and can be obtained as 

0 ,            if  f< 0

( ) ( ) ( ) ( ) sg n ( ) ( ) ,     if  f= 0

2 ( ),   i f  f> 0
AX f X f jX f X f fX f X f

X f

= + = + =
 (5) 

Thus, the WVD is very often used in practical applications since it avoids interfer-
ence between positive and negative frequencies [19-20].  

2.2   Smoothed and Weighted Wigner-Ville Distribution 

One of the main difficulties with the WVD is its bilinear character that leads to inter-
ference in the time- frequency domain. This interference can be removed by a 
smoothing procedure that can be defined as [4,5] 

( , ) ( ', ') ( ', ') ' 'sW t f L t t f f W t f dt df= − −  (6) 

where L(t, f) is a smoothing function. The optimal smoothing function is a Gaussian 
given by [4,5] 

2/ ( 2 )1
( , ) fL t f e β α π β

αβ
− −=  (7) 

The smoothed WVD is often called the pseudo-WVD. It has been shown that any 
postprocessing procedure applied to the distribution gives a poor energy concentration 
resulting in the loss of time and frequency resolution [19]. Additionally the possibility 
of detection of weak non-stationary events may be significantly reduced when 
smoothing is applied [19]. An alternative to smoothing in the time and frequency 
domain is a modified form of the WVD called the weighted WVD defined as [21]. 

3   Kernel Principal Component Analysis (KPCA) 

According to Cover’s theorem, the nonlinear data structure in the input space is more 
likely to be linear after high-dimensional nonlinear mapping [22]. This higher-
dimensional linear space is referred to as the feature space (F). KPCA finds a compu-
tationally tractable solution through a simple kernel function that intrinsically  
constructs a nonlinear mapping from the input space to the feature space. As a result, 
KPCA performs a nonlinear PCA in the input space [23]. If a PCA is aimed at de-
coupling nonlinear correlations among a given set of data (with zero mean), k mx R∈ , k = 

1,2,…, M through diagonalizing their covariance matrix, the covariance can be ex-
pressed in a linear feature space F instead of the nonlinear input space, i.e., 
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1

1
( ) ( )

M
T

j j
j

C x x
M

φ φ
=

=  
(8) 

where it is assumed that 
1

( ) 0
M

kk
xφ

=
= , and ( ) is a nonlinear mapping function that 

projects the input vectors from the input space to F. Note that the dimensionality of 
the feature space can be arbitrarily large or possibly infinite [8]. To diagonalize the 
covariance matrix, one has to solve the eigenvalue problem in the feature space. We 
now have to find eigenvalues 0λ > and eigenvectors \{0}V F∈ satisfying 

V C Vλ =  
(9) 

Here, CV  can be expressed as follows: 

1 1

1 1
( ) ( ) ( ) , ( )

M M
T

j j j j
j j

C V x x V x V x
M M

φ φ φ φ
= =

= =
 

(10) 

where <x, y> denotes the dot product between x and y. This implies that all solutions 
V with 0λ ≠  must lie in the span of (x1),…, (xM ). Hence Eq.(9) is equivalent to 

( ) , ( ) , ,   kx V x C V k = 1 , 2 , . . . , Mλ φ φ=  (11) 

and there exist coefficients ( 1,2,..., )i i Mα =  such that 

1

( )
M

i i
i

V xα φ
=

=  (12) 

Combining Eqs. (11) and (12), we obtain 

( )
1 1 1 1 1

1
( ), ( ) ( ), ( ) ( ), ( ) = ( ) ( ) ( ) ( )

M M N M N

i k i i k j j i i k j j i
i i j i j

1
x x x x x x x x x x

M M
λ α φ φ α φ φ φ φ α φ φ φ φ

= = = = =

= ⋅ ⋅  (13) 

for all k = 1,2,…,N. Note that the eigenvalue problem in Eq.(13) only involves dot 
products of mapped shape vectors in the feature space.  

Now, let us define an M M matrix K by [ ] ( ), ( )ij ij i jK K x xφ φ= = . Then the left-

hand side of Eq.(13) can be expressed as 

1 1

( ) , ( )
M M

i k i k i
i i

x x Kλ α φ φ λ α
= =

=  (14) 

Since k = 1,2,…,M , Eq. (14) becomes Kλ α . The right-hand side of Eq.(13) can be 
expressed as 

1 1 1 1

1 1
( ) , ( ) ( ) , ( )

M M M M

i k j j i i k j j i
i j i j

x x x x K K
M M

α φ φ φ φ α
= = = =

=  (15) 

Since k =1,2,..M , Eq.(15) becomes 21( )KN α. Combining Eqs.(13) and (14), we obtain 

2MK Kλ α α=  (16) 

where  denotes the column vector with entries 1 2[ , ,..., ]TMα α α α= . To find solutions of 
Eq.(16), we solve the eigenvalue problem 

M Kλα α=  (17) 
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for nonzero eigenvalues. A justification of this procedure is given in [8]. Now, per-
forming PCA in F is equivalent to resolving the eigen-problem of Eq.(17). This yields 
eigenvectors 1 2, ,..., Mα α α with eigenvalues 1 2 ... Mλ λ λ≥ ≥ ≥ . We normalize 1 2, ,..., pα α α  by 
requiring that the corresponding vectors in F be normalized, i.e., 

, 1       k kv v fo r  a l l  k = 1 , 2 , . .. , p=  (18) 

Using 
1

( )
M k

k i ii
v xα φ

=
= , Eq. (18) leads to 

M M M M
k k
i i

1 1 i=1 j=1 i=1 j=1

( ), ( ) = ( ), ( ) = , ,  
M M

k k k k
i i j j j i j j ij k k k k

i j

l x x x x K Kα φ α φ α α φ φ α α α α λ α α
= =

= = =  
(19) 

The principal components t of a test vector x are then extracted by projecting (x) 
onto eigenvectors vk in F, where k = 1,2,…,p. 

1

, ( ) ( ), ( )
M

k
k k i i

i

t v x x xφ α φ φ
=

= =  (20) 

To solve the eigenvalue problem of Eq.(17) and to project from the input space 
into the KPCA space using Eq. (20), one can avoid performing the nonlinear map-
pings and computing both the dot products in the feature space by introducing a ker-
nel function of form ( , ) ( ), ( )k x y x yφ φ= [8][23].  

There exist a number of kernel functions. The requirement on the kernel function is 
that it satisfies Mercer’s theorem [24]. Before applying KPCA, mean centering in the 
high dimensional space should be performed [24]. 

4   Self-Organizing Maps 

Compared with the multilayer artificial neural network (ANN) [12], [13], the SOM is 
an unsupervised learning network that organizes itself according to the natural struc-
ture of the data. It projects input space onto a number of prototype vectors that sym-
bolize properties of the data [13]. The structure of SOM and the batch-training algo-
rithm [12] proposed for the SOM are described below. 

Suppose the SOM consists of U units with each unit i, i=1,2…,,U, having d-
dimensional prototype weight vector, 1[ ,..., ]i i idw w w= (see Fig.1). In this paper, the 

dimension of d is equal to the number of features extracted from KPCA. The U units 
are connected to adjacent ones by neighborhood relation [13]. 

The initial prototype weight vectors iω  of the network are given randomly, based 

on which computed are the distances between an input feature vector y and all of the 
prototype vectors. By using the criterion of minimum Euclidean distance, the winning 
unit c (the winner) is found out of the i units, i=1,2,…,U 

{ }minc i
i

x w x w− = −  (21) 

The prototype vectors of the winner and its topological neighbors on the SOM are 
moved closer to the input vector of the input space. Accordingly, the prototype  



 Joint Time-Frequency and Kernel Principal Component Based SOM 1149 

vectors of the SOM are updated. The updating rule as shown in (22) adjusts the 
weights of the winner and its neighbors. 

,( 1) ( ) ( ) ( )[ ( )]i i c i iw g w g g h g x w gα+ = + −  (22) 

where g is the iterating number, ( )gα denotes the learning rate belonging to [0,1], and 

, ( )c ih g is a neighborhood function with the Gaussian form 
2

22 ( )
, ( )

c ir r

g
c ih g e σ

−
−

=  (23) 

where rc and ri are positioning numbers of units c and i on the SOM grid and ( )gσ  is 
the neighborhood radius decreasing with the iterating number g.  

The efficiency of the mapping configuration depends on the neighborhood func-
tion, the learning rate, and the initial weight vectors. To more efficiently train the 
SOM, the batch-training algorithm [13] described is employed. 

5   Experiments for Machine Maintenance 

The fault diagnosis system is shown in Fig.1. The system mainly consists of four 
sections: data acquisition, signal processing, feature extraction and fault diagnosis. 
The raw time signal is obtained by the accelerometer from the machinery fault simu-
lator. Then the features of the data are extracted through the pseudo-Wigner-Ville 
distribution and KPCA algorithms. Feature extraction algorithms make data quantity 
from the view of statistics. Finally, the SOM is trained and used to classify the faults 
of machinery. 

Experiments were performed on a machinery fault simulator, which can simulate 
the most common faults, such as misalignment, unbalance, resonance, radial rubbing, 
oil whirling and so on. The schematic of the test apparatus mainly consists of a motor, 
a coupling, bearings, discs and a shaft etc. In this system, the rotor is driven by an 
electromotor, and the bearing is the journal bearing. The measurements with accelera-
tion, velocity, or displacement data from rotating equipment are acquired by the NI 
digital signal acquisition module, and then are collected into an embedded controller.  

5.1   Signal Processing 

5.1.1   Unbalance 
For rotating machines, unbalance is a kind of serious malfunction, which often pre-
sents a serious hazard to machines. The time-frequency method is used to analyze the 
experimental data of unbalance in this section. The unbalance is achieved by putting a 
known extra mass on a well-balanced disk manually. 

Fig.1 shows a set of horizontal vibration data, which were sampled at a speed of 1.6 
kHz. The rotary speed is 3000 r.p.m. The left side of Fig.1 is the spectrum of the un-
balance signal, through which it can be seen that the unbalance fault excites the com-
ponents of 1X. It is obvious that the energy of signal mainly centralizes at 1X compo-
nent. Compared with the spectrum, the Wigner-Ville distribution (right side of Fig.1) 
shows the components clearly, and the approximate time for the appearance of com-
ponents is also shown. The comparison result indicates that the Wigner-Ville method 
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can reflect the inherent features of the unbalance signal and can provide information 
for unbalance machines analysis and more useful features for fault diagnostics. 

5.1.2   Coupling Misalignment 
Coupling misalignment, one of the most familiar faults, often denotes the slant or 
misalignment between the axes of two nearly rotors. When misalignment exists, a 
series of dynamic responses undesired will occur in the rotor system, such as coupling 
defection, bearing abrasion and oil collapsing, etc. So it is very important to find mis-
alignment as early as possible for ensuring the safe running of the machines.  

The main frequency feature of the coupling misalignment is the increase of 2X 
component. Through the adjustment of the coupling, coupling misalignment can be 
manually simulated, as shown in Fig.2. The sampling speed is 1.6 Hz, and the rotating 
speed is 3000 r.p.m. The spectrum of coupling misalignment signals is given in Fig.2. 
2X component, which is the spectrum feature of the coupling misalignment, can be 
seen on the figures. But in the order of distinctness, the Wigner-Ville is the better. 
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Fig. 1. Spectrum and weighted Wigner-Ville 
distribution of unbalance 

Fig. 2. Spectrum and weighted Wigner-Ville 
distribution of misaligment 

5.1.3   Rotor to Stator Rub-impact 
For rotating machines, rub-impact between rotor and stator is a kind of serious mal-
function, which often happens at the positions with small clearances [25]. The factors 
that influence rub-impact between rotor and stator are complicated, and the vibration 
phenomenon of a rub-impact rotor system is also complicated. The weighted Wigner-
Ville is used to analyze the experimental data of rub-impact in this section. The radial 
rub-impact between the rotor and stator is achieved by using a copper block to contact 
with rotor manually. Fig.3 shows a set of horizontal vibration data, which were sam-
pled at a speed of 1.6 kHz. The rotary speed is 3000 r.p.m. 

The left side of Fig.3 is the spectrum of the rotor-to-stator rub signal, through which 
it can be seen that the rub-impact fault excites the components of 1/2X, 1X, 3/2X, 2X, 
3X, etc. It is obvious that the energy of signal mainly centralizes at 1X component, 
while other components are small and are not shown clearly in the spectrum. Com-
pared with the spectrum, the weighted Wigner-Ville distribution (right side of Fig.3) 
shows all components clearly, and the approximate time for the appearance of com-
ponents is also shown. Through the Wigner-Ville distribution,  we  can  see  the  energy 
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Fig. 3. Spectrum and weighted Wigner-Ville 
distribution of rub-impact 

Fig. 4. The U matrix and SOM tested with 
labeled data set (Unbal, unbalance; Misa, 
misalignment; Rubmi, rub impact) 

density is represented by different shades of the color. In addition, the 2X, 3X and 
other components can be seen clearly. The comparison result indicates that the 
Wigner-Ville distribution can reflect the inherent features of the rub-impact signal and 
can provide information for rub-impact machines analysis and more useful features 
for fault diagnostics. 

5.2   Feature Extraction 

Since time-frequency moments, described in Section 1 tend to be asymptotically 
Gaussian [17], one can model the machine behavior through the parameters of a mul-
tivariate Gaussian distribution function describing the distribution of the time-
frequency moments collected during different stages of machine operation (training 
process). Usually, one can observe a high degree of correlation between the moments, 
and the uncorrelated portion of the information contained in the time-frequency mo-
ments can be extracted through the use of the kernel Principal Component Analysis 
(KPCA). 

Table 1. The Principal Components of Feature Extraction 

Fault class PCs1 PCs2 PCs3 PCs4 PCs5 PCs6 
Unbalance 0.0000 0.0000 0.0000 1.0000 0.0042 0.0035 
Misalignment 0.0000 0.0000 0.0000 0.8000 1.0000 0.0010 
Rub-impact 0.2100 0.1800 0.1652 1.0000 0.1765 0.1900 

KPCA is a standard technique for data reduction and feature extraction. Feature ex-
traction is a process of transforming a data space into a feature space that has the 
same dimensionality measure as the data space, but represents the data space by a 
reduced number of important features (See Table 1). In other words, KPCA algorithm 
accounts for equal information distribution among input vectors in the data set. Trans-
formed data was then inputted to the SOM networks, which consist of 6 neurons in 
the input layer and 3 features in the representational layer.  
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5.3   Fault Classification 

In training the SOM, the selected 100 examples from the time-frequency moments 
using KPCA method were used to train a 4 9×  SOM. The reason why a medium 
number of neurons are used is because it makes classification easier and more flexi-
ble. When more neurons are used in the network, the regions corresponding to a cer-
tain classification become larger, and classification becomes more flexible. In this 
case, the neurons all corresponded to machine diagnosis. After the network is trained 
successfully, it can be used to simulate the judgment of an expert to identify spot 
faults. The analytical symptomatic data is input into the network, and then the net-
work will give the judging result on its rules. The unified distance matrix (u-
matrix)[26] is a simple and effective tool to show the possible cluster structure on 
SOM grid visualization. It shows the distances between neighboring units using a 
gray scale representation on the map grid. In the U-matrix, dark color indicates large 
distance between adjacent map units and light color small distance. This gives an 
impression of “mountains”(long distances) which divide the map into “fields”(dense 
parts, i.e.,clusters).See Fig.4, the 'U-matrix' shows distances between neighboring 
units and thus visualizes the cluster structure of the map. High values on the U-matrix 
mean large distance between neighboring map units, and thus indicate cluster borders. 
Clusters are typically uniform areas of low values. Refer to colorbar to see which 
colors mean high values, respectively. For each of the fault features, a 4 9×  represen-
tative SOM can be shown in Fig.4, where all the fault variables are shown on a single 
graph. The observations in the testing data set were labeled “unbalance”, “rub-
impact” or “misalignment”, corresponding to the machine fault components. The best 
matching units for these data were looked up on the SOM, and the program was in-
structed to place the labels of the test data on the corresponding best matching neu-
rons. As shown in Fig.4, the three letters in the figure correspond to the according 
faults and the blanks denote the neurons that are not excited for all the input vectors. 
The map not only could figure out the fault modes but also indicate the similar sam-
ples. Because it indicates that the locations of two neurons in the output map will be 
close to each other if their fault symptoms are similar. It is an important topology-
mapped characteristic of the SOM neural network. The monitoring system obtained a 
near 100% success rate in distinguishing among all test fault diagnosis. 

6   Conclusions 

In this paper, a new system to machine degradation assessment and monitoring is 
proposed. The pseudo-Wigner-Ville distribution has been applied to this machinery 
fault diagnosis system due to their advantages in the representation of signals in both 
the time-frequency domains. This feature of the time-frequency analysis meets the 
requirements for analyzing vibration signals that are non-stationary signals. Based on 
the features extracted from the time-frequency moments using KPCA method, the 
machine fault diagnoses were to be classified through the SOM network. An experi-
mental test rig is set up to simulate machinery faults, and the performance of the de-
veloped system has been evaluated in the simulate fault samples. The test results 
showed that this system was effective in detecting machinery fault diagnosis.  
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Abstract. New applications of artificial neural networks are capable of
recognition and verification of effects and safety of commands given by
the operator of the technological device. In this paper there is a review
of the selected issues on estimation of results and safety of the operator’s
commands as well as supervision of the technological process. A view
is offered of the complexity of effect analysis and safety assessment of
commands given by the operator using neural networks. The first part
of the paper introduces a new concept of modern supervising systems
of the technological process using a natural language human-machine
interface and discusses the general topics and issues. The second part is
devoted to a discussion of more specific topics of the automatic command
verification that have led to interesting new approaches and techniques.

1 Intelligent Two-Way Communication by Voice

The advantages of intelligent two-way voice communication between the tech-
nological devices and the operator in Fig. 1 include the following [1,3]:

– More resistance from the operator’s errors and more efficient supervising of
the process with the chosen level of supervision automation.

– Elimination of scarcities of the typical co-operation between the operator
and the technological device.

– Reaching a higher level of organizing realization of the technological process
equipped with the intelligent two-way voice communication system, which
is relevant for its efficiency and production humanization.

– No need of an operator being present at the work stand by the technological
device (any distance from the technological device) [7].

The intelligent two-way voice communication layer in Fig. 2 is equipped
with the following intelligent mechanisms: operator identification, recognition
of words and complex commands, command syntax analysis, command result
analysis, command safety assessment, technological process supervision, and also
operator reaction assessment [2].

J. Wang et al. (Eds.): ISNN 2006, LNCS 3973, pp. 1155–1160, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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2 Command Safety Estimation

The effect analysis module, shown in Fig. 3a, makes analysis of the recog-
nised command. The technical safety of the technological device is checked by
analysing the state of execution of the commands required to have been done as
well as the commands to execute in next decisions. The process parameters to
be modified by executing the command are checked and the allowable changes
of the parameter values are determined. The analysis of the parameter values is
based on the technological process features. The values of the parameter changes
are the input signals of the neural network of the process state assessment sys-
tem. The neurons of the neural network represent solutions to the diagnostics
problem. The neural network also makes an estimation of the grade of safety of
the recognised command. The system for checking the state of the automatic
device for grinding of small ceramic elements that is shown in Fig. 3c, before
executing next commands is presented in Fig. 3d. The technological safety as-
sessment system, shown in Fig. 3b, is based on a neural network which is trained
with the model of work of the technological device. New values of the process
parameters are the input signals of the neural network [6]. As the work result of
the system, voice messages from the technological device to the operator about
the possibility of executing of the command are produced [4,5].

There was an algorithm created for assessing the technological safety of com-
mands. In Fig. 4, the lines present dependence of the force on the grinding
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Fig. 4. Algorithm for assessing the technological safety of commands based on the real
technological process

process parameters for particular grinding wheels. Basing on the specified crite-
ria, there is the grinding force limit determined for each grinding wheel. Basing
on the grinding force limit, there is the table speed limit assigned. According
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to the operator’s command, if the increase of the speed makes a speed of the
table smaller than the smallest speed determined from the force limit for all the
grinding wheels, then the command is safe to be executed.

3 Research Results

The simulation set of the technological device diagnostics and the process state
assessment, built for creating and training artificial neural networks is shown in
Fig. 5a. The neural networks are trained with the model of the technological
process. The applied neural network architecture is presented in Fig. 5b. The
networks consist of two layers of neurons with the competitive mechanism.

The ability of the neural network to learn to recognise specific process states
depends on the number of learning epochs. The specified time of learning enables
the network to minimize the error so that it could work more efficiently. Based
on the research, the following conclusion has been reached as shown in Fig. 5c.
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The error is about 20% at learning time equals 50 epochs and 5% at 100
epochs. The error has been dropped for about 90% after training with 60 series
of all patterns.

4 Conclusions and Perspectives

In the automated processes of production, the condition for safe communication
between the operator and the technological device is analyzing the state of the
technological device and the process before the command is given and using ar-
tificial intelligence for assessment of the technological effects and safety of the
command. In operations of the automated technological processes, many process
states and various commands from the operator to the technological device can
be distinguished. A large number of combined technological systems character-
ize the realization of that process. In complex technological processes, if many
parameters are controlled, the operator is not able to analyse a sufficient num-
ber of signals and react by manual operations on control buttons. The research
aiming at developing an intelligent layer of two-way voice communication is very
difficult, but the prognosis of the technology development and its first use shows
a great significance in efficiency of supervision and production humanisation.
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Abstract. In this paper there is a natural language interface presented,
which consists of the intelligent mechanisms of human identification,
speech recognition, word and command recognition, command syntax
and result analysis, command safety assessment, technological process
supervision as well as human reaction assessment. In this paper there is
also a review of the selected issues on recognition of speech commands
in natural language given by the operator of the technological device. A
view is offered of the complexity of the recognition process of the opera-
tor’s words and commands using neural networks made of a few layers of
neurons. The paper presents research results of speech recognition and
automatic recognition of commands in natural language using artificial
neural networks.

1 Intelligent Two-Way Speech Communication

If the operator is identified and authorized by the natural language interface in
Fig. 1, a produced command in continuous speech is recognized by the speech
recognition module and processed to the text format. Then the recognised text
is analysed with the syntax analysis subsystem. The processed command is sent
to the word and command recognition modules using artificial neural networks
to recognise the command, which next is sent to the effect analysis subsystem for
analysing the status corresponding to the hypothetical command execution, con-
secutively assessing the command correctness, estimating the process state and
the technical safety, and also possibly signalling the error caused by the operator.
The command is also sent to the safety assessment subsystem for assessing the
grade of affiliation of the command to the correct command category and making
corrections. The command execution subsystem signalises commands accepted
for executing, assessing reactions of the operator, defining new parameters of the
process and run directives [4]. The subsystem for voice communication produces
voice commands to the operator [5].

J. Wang et al. (Eds.): ISNN 2006, LNCS 3973, pp. 1161–1166, 2006.
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Fig. 1. Architecture of the natural language human-machine interface
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2 Recognition of Commands in Natural Language

In the automatic command recognition system as shown in Fig. 2, the speech sig-
nal is processed to text and numeric values with the module for processing voice
commands to text format. The speech recognition engine is a continuous density
mixture Gaussian Hidden Markov Model system which uses vector quantization
for speeding up the Euclidean distance calculation for probability estimation
[1,2]. The system uses context dependent triphonic cross word acoustic models
with speaker normalization based on vocal tract length normalization, channel
adaptation using mean Cepstral subtraction and speaker adaptation using Maxi-
mum Likelihood Linear Regression. The separated words of the text are the input
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Fig. 2. Scheme of the automatic command recognition system

signals of the neural network for recognizing words. The network has a training
file containing word patterns. The network recognizes words as the operator’s
command components, which are represented by its neurons. The recognized
words are sent to the algorithm for coding words. Next the coded words are
transferred to the command syntax analysis module. It is equipped with the al-
gorithm for analysing and indexing words. The module indexes words properly
and then they are sent to the algorithm for coding commands. The commands
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are coded as vectors and they are input signals of the command recognition
module using neural network. The module uses the 3-layer Hamming neural
network in Fig. 3, either to recognize the operator’s command or to produce the
information that the command is not recognized. The neural network is equipped
with a training file containing patterns of possible operator’s commands [3].
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Fig. 3. Scheme of the 3-layer neural network for automatic command recognition
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3 Research Results of Automatic Command Recognition

As shown in Fig. 4a, the speech recognition module recognizes 85-90% of the
operator’s words correctly. As more training of the neural networks is done, ac-
curacy rises to around 95%. For the research on command recognition at different
noise power, the microphone used by the operator is the headset. As shown in
Fig. 4b, the recognition performance is sensitive to background noise. The recog-
nition rate is about 86% at 70 dB and 71% at 80 dB. Therefore, background
noise must be limited while giving the commands. For the research on command
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recognition at different microphone distances, the microphone used by the op-
erator is the headset. As shown in Fig. 4c, the recognition rate decreases when
the headset distance increases. The recognition rate has been dropped for 9%
after the headset distance is changed from 1 to 10 cm. Also for the research on
command recognition at different microphone distances, the microphone used by
the operator is the directional microphone. As shown in Fig. 4d, the recognition
rate after 50 cm decreases reaching rate about 65%. As shown in Fig. 4e, the
ability of the neural network to recognise the word depends on the number of
letters. The neural network requires the minimal number of letters of the word
being recognized as its input signals. As shown in Fig. 4f, the ability of the neural
network to recognise the command depends on the number of command com-
ponent words. Depending on the number of component words of the command,
the neural network requires the minimal number of words of the given command
as its input signals.

4 Conclusions and Perspectives

The condition of the effectiveness of the presented system is to equip it with
mechanisms of command verification and correctness. In operations of the auto-
mated technological processes, many process states and various commands from
the operator to the technological device can be distinguished. A large number
of combined technological systems characterize the realization of that process.
In complex technological processes, if many parameters are controlled, the op-
erator is not able to analyze a sufficient number of signals and react by manual
operations on control buttons. The research aiming at developing an intelligent
layer of two-way voice communication is very difficult, but the prognosis of the
technology development and its first use shows a great significance in efficiency
of supervision and production humanization.
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a Topography-Preserving Map 

James S. Kirk 

Union University, Jackson, TN, USA 
jkirk@uu.edu 

Abstract. The Chinese Character Browser is a user interface designed for the 
search and exploration of a database of Chinese characters, Chinese pronuncia-
tions (pinyin), and English definitions.  The browser uses a technology based 
upon Kohonen’s self-organizing map to map the 10-dimensional feature vector 
describing each Chinese character onto a discrete two-dimensional grid, which 
forms the foundation for the browser.  The Chinese Character Browser was de-
signed to demonstrate the importance not only of topology preservation, but to-
pography preservation in such mappings.  In brief, to the extent that a mapping 
is topography-preserving, the structure of the output map grid can reflect the 
structure of the original data at several levels of granularity simultaneously, al-
lowing the assumption of a hierarchical organization in the output map that cor-
responds to the structure of the input data set.  This can significantly speed up 
search as well as make the mapping more useful for a variety of applications. 

1   Introduction 

1.1   Related Self-Organizing Map Applications 

Numerous applications of the self-organizing map (SOM) have arisen because of the 
ability of the SOM to condense a data set.  This is accomplished through vector quan-
tization during the competitive stage of SOM training, and through regression on the 
data, which is represented in the form of adjacencies on the output map lattice.  Ap-
plications for the SOM have naturally arisen in data mining, compression, summariza-
tion, and visualization.  A related application for the SOM has been to provide a user 
interface to high-dimensional data.  Probably the best-known such interfaces have 
been produced at the Helsinki University of Technology. One such system, 
WEBSOM [8] [10], provides a world wide web interface to over one million docu-
ments from Usenet groups based upon contents of each document.1  A similar inter-
face has been applied to an even larger set of documents, a collection of nearly seven 
million patents [8].  Yet another SOM-based interface, PicSOM,2 uses the hierarchical 
Tree-Structured SOM to provide content-based image retrieval using features derived 
from image colors, textures, and shapes [9] [11]. 
                                                           
1  The WEBSOM interface is available at http://websom.hut.fi/websom/comp.ai.neural-nets-

new/html/root.html (accessed Nov. 2005). 
2  The PicSOM interface is available at http://www.cis.hut.fi/picsom/ (accessed Nov. 2005). 
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The Chinese Character Browser (CCB) is similar in concept to the applications 
mentioned above, but an attempt is made to impose a stricter requirement on the map-
ping than does the SOM. Whereas a well-trained SOM preserves the topology of the 
input data set, applications such as the Chinese Character Browser would benefit from 
the more stringent standard of topography preservation.   

1.2   Definition and Importance of Topography Preservation 

The SOM performs a mapping  from an often continuous, higher-dimensional space 
V to a discrete lower-dimensional space A, producing what has often been loosely 
termed a “topology-preserving” mapping.  Because of reduction of dimensionality, it 
is usually impossible for the mapping to represent the data with sufficient resolution 
without folding into the input space.  In fact, the image of a one-dimensional SOM 
forming a Peano-like space-filling curve in two-dimensional data space has become 
something of an icon for the SOM.  Therefore, although a well-trained SOM can usu-
ally preserve continuity in the inverse mapping -1: A  V, it can rarely preserve con-
tinuity in the mapping : V  A.  

For many applications, it would be beneficial to use a mapping that, unlike the 
SOM, is based on global as well as local relationships among data.  Attempts at such 
mappings could use multidimensional scaling (MDS) methods, or the Sammon pro-
jection.  Recently, genetic methods have been applied to this problem [3] [4] [5].  A 
novel heuristic approach was applied by Su and Chang [12]. 

The value of a mapping that preserves a useful balance of global and local relation-
ships among data is hard to overestimate.  Kirk and Zurada [6] have termed a  
mapping “topography-preserving” to the degree that it preserves data relationships at 
multiple levels of granularity.  To the extent that a mapping is topography-preserving, 
it imposes an implicit hierarchy on prototype vectors that corresponds to the structure 
of the original data on several levels of granularity, or resolution.  In this way, it can 
allow a single codebook vector to serve as the prototype vector not only for data 
points in its own receptive field or Voronoi cell, but also, at a lower granularity, as a 
prototype for data mapping to neurons nearby in the discrete output space, A. 

2   Design of the Chinese Character Browser (CCB) 

2.1   Identification of a Suitable Data Vector to Represent Chinese Characters 

The first stage in the design of the browser involved locating Chinese computer input 
methods and dictionary lookup methods in which similar input values identify Chi-
nese characters that are visually similar.  If dist(m, n) indicates some function that  
returns a measure of dissimilarity between vectors m and n, then this goal can be rep-
resented as follows: 

dist(ip,  iq) > dist(ip,  ir)  dist(cp, cq) > dist(cp,  cr), 

where i represents an input vector for some visual representation c of a Chinese char-
acter.  Although it is a simple matter to apply a metric to numeric input vectors, the 
similarity between the corresponding characters must be judged perceptually.  
Clearly, some Chinese input methods are not useful for this.  For example, pinyin, 
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which is frequently used in China to look up characters in a dictionary, cannot be 
adopted since many characters with identical pinyin values are disparate visually, and 
many characters which are visually similar have vastly different pinyin.  For example, 
pinyin q  indicates the pronunciation of all of the following characters: , , , , 
and , which have little in common visually. 

In contrast, there are several methods currently being used to look up Chinese 
characters in dictionaries and enter characters at a keyboard that may be applicable 
because the input codes identify visual elements of the characters.  For example, the 
Four Corner  System, which has been used in both Chinese and Japanese dictionaries, 
divides stroke shapes into ten atomic classes and identifies a Chinese character by the 
class of the shape at different locations in the character.  It uses five-component vec-
tors.  For example, Four Corner codes with 6 as the second component signify a 
“box” in the upper right corner, thus partitioning the universe of characters according 
to a visually-identifiable element.  Examples include  (Four Corner code 46010),  
(36110), and  (66663). 

Another applicable input method is Jack Halpern’s SKIP method, which has been 
used in the NTC’s New Japanese-English Character Dictionary [2].  In this scheme, 
which uses three-component vectors, the first component reflects the overall organiza-
tion of the Chinese character, classifying it as either divided between left and right 
sections, top and bottom sections, enclosing and enclosed sections, or solid.  The sec-
ond and third components of the vector indicate the number of strokes in each classi-
fied section of the character.   

In addition to the methods above, character lookup by radical and by stroke count 
are also based on visually identifiable features of characters.  The 214 Chinese radi-
cals are a set of standard character subcomponents.  They have been used to classify 
characters since the late Ming dynasty, before which there was another radical system 
utilizing a greater number of radicals.  As an example, radical  makes up a visually-
identifiable component of characters , , , and .  Stroke count also provides a 
crude visual classification.  For example, it may reasonably be thought that characters 
with three strokes like  and  are more similar to each other visually than they are 
to characters with twenty-five strokes, like  or . 

In the original version of the CCB, the data vectors representing Chinese characters 
are made up of ten components.  Each vector is produced by concatenating the Four 
Corner values, the SKIP codes, the radical number, and the stroke count for the char-
acter identified by the vector.  Each component of the data vector is shifted and scaled 
to preprocess the values in terms of standard deviations from the mean. 

2.2   Training of the Topography-Preserving Map 

The mapping from ten to two dimensions could be accomplished with a self-
organizing map.  However, as discussed above, it is important in applications such as 
the CCB to impose the requirement of global as well as local ordering on the code-
book vectors.  One goal is to prevent as much as possible the mapping of visually dis-
similar characters to neurons that are nearby on the output grid.  Similarly, a goal is to 
prevent the mapping of visually similar characters to neurons that are distant on the 
output grid.  In other words, it is important to avoid discontinuities in both the  
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mapping  and the inverse mapping -1.  Related to this is the desire for the mapping 
to impose the hierarchical structure of the original data set as much as possible when 
prototype vectors are being assigned to neurons on the output lattice.  This will allow 
the browser to traverse the character set at varying levels of granularity, allowing a 
user to search first for a character by finding the most similar among a set of vastly 
different characters and then continuing the search by doing comparisons at finer and 
finer levels of resolution. 

Because of the reasons discussed above, it was determined to use the training heu-
ristic proposed by Su and Chang [12], which assigns the distance between neurons rm 
and rn on the output lattice A according to the distances between their associated 
weights (prototype vectors) in input space V.  The goal is that data points vi and vj 
which map to the same, or to nearby neurons in A should be nearby in V: 

distV(vi, vj) <   rm = (vi) = (vj), or 
distV(vi, vj) <    rm = (vi), rn = (vj), where distA(rm, rn) <  . 

Similarly, it is desired that the data vectors within the receptive fields of neurons 
that are nearby in A will themselves be nearby in V: 

distA(rm, rn) <   distV(vi, vj) < , where 
vi ∈ -1(rm) and vj ∈ -1(rn) . 

In determining the size of the output lattice, principal component analysis was used 
on the data set, revealing that the variance along the first two principal components 
had a ratio of approximately 1.7. The ratio of the sides of the rectangular output grid 
was set accordingly. 

2.3   Implementing the Browser Interface 

The Chinese Character Browser interface was built using HTML, PHP, and 
JavaScript to take advantage of the functionality of existing web browsers. The data-
base of Chinese characters, pinyin pronunciations, and English definitions is a rela-
tional database created from Jim Breen’s KANJIDIC database [1], which contains 
6355 Chinese characters.  The browser accesses the trained topography-preserving 
map, which indicates which characters should be loaded into the browser at a given 
time. A query is then sent to the database to load the character, pronunciation, and 
English definition information to be displayed for the user in the CCB display panel. 

Typical use of the browser would proceed as follows. When a user has found a 
Chinese character that he or she does not recognize in some text, the CCB is started at 
its lowest resolution and displays 25 prototype Chinese characters from across the en-
tire domain of the character set.  Using the computer mouse, the user selects the char-
acter which appears most similar to the unknown character in the browser display 
panel. This causes the selected character to appear in the highlighted central cell of 
the display panel, and it shifts the mapping to the next higher degree of search resolu-
tion. In addition to the option of selecting a visible character, the user may click one 
of the directional arrows in the browser control panel.  This causes the browser to 
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Fig. 1. Chinese Character Browser interface 

load the set of characters that appear at the same level of search granularity but in the 
indicated direction on the two-dimensional map output grid.  A user may also click 
the Less Granularity button on the browser control panel, which causes prototype 
characters to be loaded from the next lower level of resolution, keeping the high-
lighted character as the prototype for the central display cell.  Finally, the Change 
Prototypes button allows a user to display different characters from the receptive 
fields of the currently displayed prototypes, and to treat these as new prototypes at 
this level of granularity.  At each step in the character browsing, the pinyin pronuncia-
tion and English definition of the central, highlighted character appears in the lower 
part of the control panel.  

Because of the assumption of topography preservation and the preservation of hi-
erarchical structure of the data that it implies, the traversal of the data set at different 
levels of granularity is much simplified.  Changing to a lower level of granularity for 
the search involves simply increasing the size of the offset between characters to be 
displayed.  At the highest level of resolution, each character is its own prototype vec-
tor, and the offset between characters to be displayed is merely 1. 

3   Conclusions 

The usefulness of the Chinese character browser depends upon how well it meets two 
challenges.  First, it is essential that the feature vectors used in map training can  
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describe Chinese characters in a way that corresponds to the user’s perception of vis-
ual similarity and difference.  Second, the implementation of the browser relies upon 
an acceptable degree of topography preservation during dimensionality reduction as 
the map is trained.  To the extent that these challenges are met, the CCB may prove 
useful as an interface to an online dictionary, especially one designed for foreign 
learners of Chinese, who are often intimidated by the traditional methods of looking 
up Chinese characters.  In addition, the CCB remains useful as an experiment in the 
preservation of data structure during dimensionality reduction. 
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Abstract. Economic contribution rate of education is the key factor of 
education economy. In this paper, a soft computing method of economic contri-
bution rate of education is proposed. The method is composed of four steps: 
The first step is doing fuzzy soft-clustering to object system based on levels of 
science technology and getting optimal number of clusters, which determines 
number of fuzzy rules. The second step is that the fuzzy neural networks FNN1 
from human capital to economic growth is constructed and we obtain economic 
contribution rate of human capital kα . The third step is that the fuzzy neural 
networks FNN2 from education to human capital is constructed and we obtain 
human capital contribution rate of education kα ′ . The fourth step is calculating 
economic contribution rate of education kkkECE αα ′×= . At last, the 
economic contribution rate of education of China is obtained. 

1   Introduction 

Education can promote economy development directly which was confirmed by many 
economists. [1-4] The research on ECE is to calculate the increase of GDP induced 
from unit investment of education. Since Schultz (1961) and Denison (1962) 
published the innovative evaluation of education usage on America economic growth 
in early 60s, economists in respective countries have done much research [2,5]. 
Chinloy (1980) used Translog function based on the interrelation of factors in labor 
index, Bishop (1989) used general intellectual achievement and Barro (1992) did 
comparison between countries and so on, which all rooted in Romer-Lucas economic 
model. Recent years, Shan-mai Wang, Zhen-sen Qu, Xian-zuo Fan, Tie-ming Zhang 
and Lan desheng who are all education economist in China also published many 
papers and books about economic contribution rate of education. They proposed 
statistic measure of education-labor productivity-economy development on the basis 
of Marxism theory and useful experience of west economy. [2,5] Traditional measure 
of economic contribution rate of education is not only transform people’s old idea that 
education is pure consumption, but also make people have a quantitative cognition on 
economic contribution rate of education. But social economic system is large and 
complicated and influencing factors of social economic system are extensive. With 
the development of technology and economy, the factors are increasing, at the same 
time these factors interact to effect economic growth. Facing to the large, complicated 
and uncertain social economy system, the traditional statistical measures with precise 
ideas are deficient. In order to measure economic contribution rate of education, the 
tools or methods must be equipped with characters as follows: 
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The measure tools or methods should have high capabilities of nonlinear 
mapping and parallel processing. At the same time, they should have the capabilities 
of self-learning and self-adaptive, because social economy system is high nonlinear 
and complicated. 

The measure tools or methods should have capabilities of dealing with fuzzy 
concept and using qualitative cognition of human beings because social economy 
system is uncertain and fuzzy.

The measure tools or methods should have capabilities of robust and 
stabilization because information or data is incomplete.

Soft computing just has the charters above. Soft computing is a new method used 
to set up intelligent system in recently years, which has attracted many researchers. 
[6] At present, people need intelligent systems [7,8] combining different knowledge, 
technologies and methods in order to deal with many practical problems under the 
uncertain and imprecise conditions. Soft computing is corresponding to human brain 
that cooperates with many different technologies when dealing with practical 
problems. Artificial neural networks (ANN) deals with pattern recognized and self-
adapt adjustment. Fuzzy system (FS) deals with inference and making decision. 
Genetic algorithm (GA) optimizes the system. ANN, FS and GA exert each other’s 
functions and constitute soft computing jointly. 

We propose the algorithm of economic contribution rate of education (see Fig 1). 
Labor force with same human capital have different contribution rates under different 
productivity condition, even they are incomparable. So we must classify object 
system based on the levels of technology and science firstly. Here classification is 
realized by GA-ISODATA. [9] Secondly economic contribution rate of human capital 

kα  is obtained by constructing fuzzy neural networks FNN1 from human capital to 

economic growth. Human capital contribution rate of education kα ′  is obtained by 

constructing fuzzy neural networks FNN2 from education to human capital. Finally
economic contribution rate of education kkkECE αα ′×=  is computed. 

2   Soft Classifications by Scientific Technology 

The objective of soft classification is to partition samples into c  clusters, and data 
included in same cluster is similar. Fuzzy c -means (FCM) algorithm proposed by 
Bezdek is most widely used one. [10] This algorithm requires pre-defining the 
number of clusters ( c ); however, it is not possible to know c  in advance. Therefore, 
how to obtain the best classification and corresponding optimal number of clusters is 
an important problem. The paper uses GA-ISODATA algorithm to partition 31 areas 
in China by science technology. 

2.1   Select Index and Sample 

If the real output is y and the number of input elements is n , the general form of 

production function is [11]: 
( )tnxxxFY ;,,2,1=  (1) 



 A Soft Computing Method of Economic Contribution Rate of Education 1175 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Flow of measuring economic contribution rate of education 

which represents certain dependent relationship of output and the input elements. In 
order to achieve soft-partition for productivity of 31 areas in China, we extend the 
well-known C-D function (Cobb-Douglas) as follows: 

( )tnxxxFY ;,,2,1= βα
tLtAK=  (2) 

where α β  are constants, and α + β =1. Here K  and L  represent input of capital 

and input of labor respectively. According to (2) we can obtain (3) easily: 

βα −−= tLtYKA  (3) 

(3) expresses that technology improvement of an area is dependent on output input 
of capital and labor of this area, Based on this dependent relationship we do soft-
partition for technology improvement of 31 areas in China. So we make average GDP 
in 2002 of each area denotes Y , the sum of fixed assets from 1991 to 2003 after 
doing discount and depreciation to divide total population in 2002 for each area 
denotes K , average human capital of laborers denotes L . 

2.2   Analysis of Clustering 

We can obtain the optimal number of cluster 3=c applying the algorithm GA-
ISODATA. The result of clustering shown in table 1 is obtained according to the 
principle of the maximal membership value. Each cluster of technology improvement 
in China is exactly identified. The first cluster stands for developed areas. The second 
 

Mapping from human capital
to economy growth 

DATA

Classification by technology and science 

GA-ISODATA 

Mapping from education  
to human capital

Human capital contribution rate  
of education kα ′

Economic contribution rate of education kkkECE αα ′×=

Economic contribution rate 
of human capital kα  
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Table 1. The result of classification for 31 areas in China 

Class Areas 
One Beijing Shanghai Tianjin 
Two Hebei Neimenggu Liaoning Jilin Heilongjiang Jiangsu Zhejiang

Fujian Shandong Hubei Guangdong Hainan Xinjiang 
Three Shanxi Anhui Jiangxi Henan Hunan Guangxi Chongqing Sichuan

Guizhou Yunnan Xizang Shan’xi Gansu Qinghai Ningxia 

cluster stands for coastal areas, old industry base; developing areas in middle part and 
part of outlying districts. The third cluster stands for underdeveloped areas in west 
and depressed areas in middle part. The result completely accords with technology 
improvement of each area and economic development in China. 

3   Structure of Fuzzy Neural Networks FNN1 from Human 
Capital to Economic Growth 

Fuzzy Neural Networks combine fuzzy logic with neural networks. Fuzzy logic uses 
into expressing brain macroscopically capability with language and concepts. Fuzzy 
Neural Networks deal with all kinds of fuzzy information based on membership 
function and series of rules. So FNN has many strong points like fuzzy logic and 
neural networks. This paper sets up FNN mapping from human capital to economy 
growth with three rules and linear conclusion, which we obtain economic contribution 
rate of human capital kα . 

3.1   FNN1 Structure and Learning Algorithm 

The FNN1 structure is TSK model. The FNN1’s consequence is three fuzzy rules 
based on the optimal classification above and FNN1 learning algorithm is BP 
algorithm. BP algorithm has two steps that one is forward propagation and the other is 
backward propagation. 

3.2   Analyses of FNN1 Mapping Result 

Inputs of FNN1 are average fixed assets, average human capital, average plantation 
acreage and output of FNN1 is average GDP. Then run the FNN1 by BP algorithm 
and get three fuzzy rules is shown in Table 2. 

Table 2. Fuzzy rules of economy systems 

Precondition parameter Consequence parameter 
Fixed 
assets 

Human 
capital 

Plantation 
acreage Cluster 

wc wg wc wg wc wg 

0iw  1iw  2iw  3iw  

One 0.67 3.72 0.71 6.98 0.08 22.56 0.32 0.26 0.28 0.007 

Two 0.22 7.49 0.50 5.13 0.31 3.06 0.20 0.06 0.11 0.003 

Third 0.06 11.10 0.18 5.91 0.33 3.43 0.04 0.004 0.01 0.004 
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In the table 2, ijwc and 
ijwg

1
denote the center and width of gauss function that is 

membership function. Consequence parameters of rules are ijw , 3,2,1,0,3,2,1 == ji . 

Table 3. Economic contribution rate of education of each factors 

 1iw  2iw  3iw  

=
=

3

1i
ijws  

s
iw 1  

s
iw 2  

s
iw 3  

One 0.2606 0.2778 0.0071 0.5457 47.77% 50.92% 1.31% 
Two 0.0569 0.1095 0.0032 0.1698 33.57% 64.54% 1.89% 
Third 0.0042 0.0104 0.0044 0.0192 22.34% 54.35% 23.31% 

 
From table 2, when average fixed assets, average human capital and average 

plantation acreage are included by the fuzzy sets of Precondition of rule, Consequence 
parameters of rules are composed of average GDP of economy system. Obviously, 
The first cluster is better than the second cluster because 2010 ww >  and the second 

cluster is better than the third cluster because 3020 ww > . From table 3, in economy 

system of the first cluster, GDP contribution rate of fixed assets is 47.77%, GDP 
contribution rate of human capital is 50.92% and GDP contribution rate of plantation 
acreage is 1.31%. In economy system of the second cluster, GDP contribution rate of 
fixed assets is 33.57%, GDP contribution rate of human capital is 64.54% and GDP 
contribution rate of plantation acreage is 1.89%. In economy system of the third 
cluster, GDP contribution rate of fixed assets is 22.34%, GDP growth contribution 
rate of human capital is 54.35% and GDP contribution rate of plantation acreage is 
23.31%. 

In the times of industry, economy contribution of fixed assets and human capital 
are the same. So economy can grow in effect when fixed assets and human capital are 
harmonized. 

4   Structure of Fuzzy Neural Networks FNN2 from Education to 
Human Capital 

Human capital is composed of education, health and experience. So we can structure 
FNN2 like FNN1, which can get human capital contribution rate of education kα ′ .  

According to T.W.Sheulz’s definition of human capital, human capital includes 
education, health and experience. See the function 

ε+= ),,( shefH  (4) 

While H denotes value of human capital, e denotes input of education, h denotes 
health, s denotes experience,ε  denotes random variable. So we select index such as 
human capital, education capital, health capital and experience capital. Education 
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capital, health capital and experience capital are input of FNN2 and human capital is 
output of FNN2. 

4.1   Compute Education Capital, Health Capital and Experience Capital 

Education of the labor is divided into illiteracy or semi-illiteracy, elementary, junior, 
senior and university, five grades. 

tPtCtHIGHtSENtJUNtPRItILLtE ÷××+×+×+×+×= )5.28.12.115.0(  (5) 

While tE  denotes human capital formed by education in t year. tILL  denotes the 

number of people with illiteracy and semi-illiteracy. tPRI  denotes the number of 

people with elementary. tJUN denotes the number of people with 

junior. tSEN denotes the number of people with senior. tHIGH denotes the number of 

people with university. tP  denotes the number of people. 

We use the number of bed of sanitation, workers of sanitation, death rate of people, 
outlay of sanitation constituted of health capital.  

Experience skill is accumulating of work, practice and so on. So we use 
professional workers, bargain of technology markets and real wage constituted of 
experience capital.  

4.2   Analyses of FNN2 Mapping Result 

Education capital, health capital and experience capital are input of FNN2 and human 
capital is output of FNN2. We use BP algorithm and obtain three rules is shown in 

table 4. In the table4, ijwc and 
ijwg

1
denote the center and width of gauss function 

that is membership function. Consequence parameters of rules are 

ijw , 3,2,1,0,3,2,1 == ji . 

From table 5, in economy system of the first cluster, human capital contribution 
rate of health capital is 36.89%, human capital contribution rate of experience capital 
is 37.42% and human capital contribution rate of education capital is 25.7%. In 
economy system of the second cluster, human capital contribution rate of health 
capital is 25.47%, human capital contribution rate of experience capital is 33.46% and 
 

Table 4. Fuzzy rules of human capital 

Precondition parameter Consequence parameter 
Education 

capital 
Health 
capital 

Experience 
capital Cluster 

wc wg wc wg wc wg 

0iw  1iw  2iw  3iw  

One 0.52 3.37 0.77 3.91 0.78 4.55 0.31 0.16 0.23 0.24 

Two 0.43 2.10 0.22 8.13 0.32 3.37 0.31 0.14 0.09 0.12 

Three 0.21 4.40 0.13 5.13 0.28 3.39 0.12 0.06 0.07 0.07 
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Table 5. Economic contribution rate of education of each factors 

 1iw  2iw  3iw  

=
=

3

1i
ijws  

s
iw 1  

s
iw 2  

s
iw 3  

One 0.1632 0.2343 0.2377 0.6353 25.7% 36.89% 37.42% 
Two 0.1423 0.0882 0.1159 0.3467 41.07% 25.47% 33.46% 
Three 0.0588 0.0698 0.0736 0.2024 29.06% 34.53% 36.41% 

human capital contribution rate of education capital is 41.07%. In economy system of 
the third cluster, human capital contribution rate of health capital is 34.53%, human 
capital contribution rate of experience capital is 36.41% and human capital 
contribution rate of education capital is 29.06%. 

5   Conclusions 

According to the steps of measure economic contribution rate of education, economic 
contribution rate of human capital in the first cluster =1α  50.92%. Economic 

contribution rate of human capital in the second cluster =2α  64.54%. Economic 

contribution rate of human capital in the third cluster =3α  54.35%. Human  

capital contribution rate of education in the first cluster =′1α  25.7%. Human  

capital contribution rate of education in the second cluster =′2α  41.7%. Human capital 

contribution rate of education in the third cluster =′3α  29.06%.  So ECE in  

the first cluster %09.13%7.25%92.50111 =×=′×= ααC . In the second cluster 

%51.26%7.41%54.64222 =×=′×= ααC . In the third cluster 

%79.15%06.29%35.54333 =×=′×= ααC . See Table 6 

Table 6. Economic contribution rate of education of each clusters 

Cluster Name of provinces ECE 

One Beijing Tianjin Shanghai 
13.09% 

Two Hebei Leimenggu  Liaoling Jiling Heilongjiang Jiangsu Zhejiang 
Fujian Shandong Hubei Guangdong Hainan Xinjiang 26.51% 

Three Shanxi Anhui Jiangxi Henan Hunan Guangxi Chongqing 
Sichuan Guizhou Yunnan Xizang Shan’xi Gansu Qinghai 
ningxia 

15.79% 
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Abstract. Intercensal and postcensal population estimates are essential in fed-
eral, state, and local governments planning and resource allocation. Tradition-
ally, linear regression based models are widely used for projecting population 
distributions in a given region. We constructed population projection models 
with various types of artificial neural networks. Using historical census data, we 
tested the performance of the neural network models against the ratio correla-
tion regression model that we have used for the last 20 years. The results indi-
cate that properly trained neural networks outperform the regression model in 
both model fitting and projection. Among the different neural network models 
we tested, the fuzzy logic based neural network performed the best. 

1   Introduction 

Population estimation plays a vital role in government policy and budgeting. In the 
United States, the Census Bureau conducts nationwide census every ten years. Many 
different approaches have been used by demographers to conduct local population 
estimation. Smith and Mandell [9] compared the Housing Unit Methods with Compo-
nent II, Ratio Correlation, and Administrative Records. Swanson and Tedrow [10] 
used regression models with improved measurement of temporal change. Each 
method has its strengths and weaknesses. Among available methods, the Cohort-
component method is data and calculation intensive, and develops separate mortality, 
fertility and migration modules.  Due to its simplicity, the trend extrapolation method 
has low cost, is timely, and has small data requirements.  Trend extrapolation’s main 
failing is that it does not account for the components of growth.  Given this, it does 
not describe the characteristics of the projected population [8]. 

Artificial Neural Networks have been successfully applied to prediction and fore-
casting in various disciplines [1].  However, to the best of our knowledge, neural 
network models have not been used in population projection.  The goal of this article 
is to explore Artificial Neural Networks (ANN) as an alternative approach to tradi-
tional methods in population projection.  We are interested in tapping into the comput-
ing power and nonlinear characteristic of neural networks. The key research question 
is whether ANN models can pick up seasonal changes and recognize patterns of fluc-
tuation that has been elusive to traditional linear regression models.   
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2   Neural Networks 

Artificial neural networks are emerging computational models that have sparked wide 
interest in recent years. In contrast to conventional computer processing, which is 
centralized and sequential, an ANN consists of massively connected simple process-
ing units, which are analogous to the neurons in the biological brain. Through elemen-
tary local interactions among these simple processing units, sophisticated global be-
haviors emerge. 

Many neural network paradigms have been developed during the last two decades. 
One of the most widely used neural network models is the feedforward neural net-
work, where neurons are arranged in layers [6]. Besides an input layer and an output 
layer, there are one or more hidden layers between the input and the output layer. 
N×H×O is commonly used to denote a neural network with N input nodes, H hidden 
nodes, and O output notes.   

Neural networks as general nonlinear models have remarkable ability of learning 
the underlying relationship from data. Before a neural network is used, it is first 
trained with known examples. Training a neural network means modifying the 
weights on the links such that the network can accurately map an input pattern to a 
target output pattern. A widely used training algorithm for feedforward neural net-
works is the well known backpropagation algorithm. Radial basis function (RBF) 
networks use Gaussian transfer functions, rather than the standard sigmoidal functions 
at the hidden layer. These networks tend to learn much faster than feedforward net-
works. Fuzzy inference systems built within neural networks can approximate com-
plex functions [3],[12]. For a complete coverage of the backpropagation training algo-
rithm and many of its variations, the reader is referred to Rumelhart and 
McClelland[6], van der Smagt [7], and Buckley and Hayashi [2]. Pirincipe et al. [5] 
provides both theoretic coverage and application examples of various neural network 
models. 

3   Traditional Population Estimate Models 

In general, total Population consists of the combination of Household population and 
Group Quarters population (those living in dormitories, military installations, jails, 
etc). The Group Quarters population is recorded by each Group Quarters facility itself 
and demographers collect the population counts directly from the facilities.  Due to the 
tremendous time and expense of conducting an actual physical count, Household popu-
lation counts are not collected yearly.  Instead, population estimation methods are de-
veloped for estimating the Household population component of the total population. 

Ratio Correlation Regression Method is the population estimation methods we 
have been using at our Research Division. Ratio Correlation Method and its variations 
have been among those most widely used methodologies [4]. Formally, it is a multiple 
regression-based model which estimates changes in the household population as a 
result of changes in selected independent variables.  Those independent variables are 
symptomatic indicators to estimate the “Change” in the proportionate share of the 
population between the base year and the estimate date.  The coefficients of the model 
are calculated based upon the observed relationship of changes in the independent 
variables between two Censuses. 
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4   Empirical Test Results 

4.1   Data Description 

We have developed a regression model to estimate the household population of each 
of 64 parishes (counties) in the State of Louisiana, USA.  The three independent vari-
ables are: Births, Deaths and School Enrollment. Data for the first 2 variables are 
collected from Office of Public Health, Louisiana Department of Health & Hospitals.  
Obtain each parish’s last 3 years “Births” and “Deaths” before 2 continuous Censuses.  
Then calculate the change of parish’s proportionate share of the “Births” and 
“Deaths” of state total from the first Census to the second Census.  Data for the 
“School Enrollment” variable are collected from State Department of Education.  It is 
the last single year school enrollment in grades 1-8 (including special education) 
before the 2 Censuses.  Then we calculate the change of parish’s proportionate share 
of the state total “School Enrollment” from the first Census to the second Census.  
Our regression model for parish population estimation is based on the "component 
change" method.  For a detailed explanation of the data and the model, the reader is 
referred to the document Methodology for Estimates of State and County Total Popu-
lation [11], available at the US Census website. 

4.2   The Regression Model  

In order to build the model and calculate the coefficients, we used the changes of 
parish household population proportionate share of the state total from Census 1980 
to Census 1990 as the observed dependent variable.  The variables are described  
below: 

HP =  “Ratios of per parish’s share of 1990 Census state total household population” 
divided by “Ratios of per parish’s share of 1980 Census state total household popula-
tion” 
B = “Ratios of per parish’s share of 1988-1990 state total of births” divided by  
“Ratios of per parish’s share of 1978-1980 state total of births” 
D = “Ratios of per parish’s share of 1988-1990 state total of deaths” divided by  
“Ratios of per parish’s share of 1978-1980 state total of deaths” 
SE = “Ratios of per parish’s share of 1990 state total of school enrollment” divided by 
“Ratios of per parish’s share of 1980 state total of school enrollment” 

Ordinary least square linear regression results in the following model with r square 
= 0.8254. 
HP = 0.08553 +0.3542 B + 0.26212 D + 0.3037 SE 

Using coefficients from this model, we estimate the changes of parish household 
population proportionate share of the state total for year 2000.  Multiplying this ex-
pected HP2000 by original proportionate share of the state total in the base year will 
obtain ratio of proportionate share of the state total for each parish in year 2000.  
Parish household population is the product of the parish share ratio and the state total.  
Group Quarters population which was collected individually from each facility is then 
added to the household population to obtain the parish total population. 
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4.3   The Neural Network Models  

Although simple feedforward neural networks with back-propagation training algo-
rithm have been widely used, their limitations such as lengthy training time, sensitiv-
ity to initial weights, and the likelihood of getting stuck in local minima, are well 
documented [5]. We have decided to test other neural network models such as radio 
base function and fuzzy logic neural network models. The fuzzy sets are encoded as 
connection strengths (weights) [2].  The Fuzzy neural network model integrates 
adaptable fuzzy inputs with a modular neural network to rapidly and accurately ap-
proximate complex functions. One of the advantages of the fuzzy neural networks is 
that they combine the explanatory nature of rules (fuzzy membership functions) with 
the power of feedforward neural networks, which are often referred as “Black boxes.”  

The neural network model uses the same number of independent variables as the 
regression model. The number of hidden layers and number of hidden nodes in each 
hidden layer are typically dictated by the complexity of the problem. For this initial 
investigation, we use a simple neural network model with one hidden layer. The num-
ber of hidden nodes is typically chosen between 1 to 2 times the numbers of input 
nodes for feedforward networks (FN). We varied the number between 4 and 6. Since 
the results do not show significant difference with different number of hidden nodes, 
we report only the results from a 3x4x1 structure for FN and generalized feedforward 
networks (GFN). GFNs are feedforward networks with direct connections from the 
input nodes to the output node. The radial base function (RBF) model has a structure 
of 3x15x1. The fuzzy logic neural network model has a structure of 3x54x1 due to the 
construction of fuzzy member functions in the hidden layer. 

Each model is trained 1000 iterations using the 1990 over 1980 ratio data. The 
models are then used to estimate the 2000 population proportions in the 64 counties. 
The estimates are then compared with actual year 2000 census data. Table 1 lists the 
mean sum-of-square error (MSE), mean absolute error (MAE), and mean absolute 
percentage error (MAPE) of the linear regression model and various neural network 
models. For neural network models, the results are average of 10 runs starting with 
random initial weights. 

Table 1. Estimate Error Comparison of Neural Network Models vs. Linear Regression 

Model MSE MAE MAPE 
NN-MLP  5.94288E-07 0.000415 0.032863 
NN-GFN  4.76612E-07 0.000406 0.033258 
NN-RBF 5.71349E-07 0.000398 0.033271 
NN-Fuzzy 5.01001E-07 0.000380033 0.031469 
Linear Regression 5.39215E-07 0.000418 0.033632 

Among the error measures, MAE is the most important as it can be converted  
to number of people over/under estimated. Although feedforward neural networks  
(the most widely used) show improvement over the regression model, the best model 
for this task seems to be fuzzy logic neural networks. Table 2 shows the minimum,  
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Table 2. NN-Fuzzy Improvement over Regression (in parenthesis) 

 MSE MAE MAPE 
Minimum 4.53E-07 (15.96%) 0.000358036 (14.35) 0.02962 (11.93%) 
Maximum 4.766E-07(-2.89%) 0.000406 (3.83%) 0.03320 (1.28%) 
Average 5.01E-07 (7.13%) 0.000380033 (9.08%) 0.03147 (6.49%) 

maximum, and average estimation errors of the NN-Fuzzy model. Using the regres-
sion result as the base, out of the 10 runs, the MAE is reduced from 3.83 percent to 
14.35 percent. The average reduction is 9.08 percent. 

5   Conclusions 

Common estimation methods, like Component method, Housing Unit method, and 
Ratio Correlation method have their shortcomings.  In practice, if possible, demogra-
phers will use 2 or 3 different estimation methods, and then assign certain weights to 
those independent methods to obtain an average.  The decision of choosing estimate 
methods depends on the data availability and reliability of the data in each geographic 
level. As an example, Births and Deaths data may not be available in sub-county level. 

Artificial neural networks have been used successfully as general non-linear mod-
els for a wide variety of pattern recognition and forecasting problems. Our prelimi-
nary results of applying neural networks for population estimation indicate that this 
type of models can outperform conventional models. The significant results of this 
study foretell the use of neural networks in new directions for population projection.  
The true power of neural networks lies in their ability to represent both linear and 
non-linear relationships, as compared with traditional regression models which repre-
sent only linear relationships among the variables.  There is great potential in the 
ability of neural network models to pick up the non-linear population changes such as 
the seasonal and unexpected fluctuations.  Further research can be conducted with a 
variety of other neural network models. It leaves a wide open territory for further 
studies in the application of neural networks for population projection and estimation. 
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Abstract. A FNN prediction model based on hedonic price theory to estimate 
the appropriate price level for a new real estate is proposed. The model includes 
a database storing hedonic characteristics and coefficients affecting the real es-
tate price level from recently sold projects that are representative in the local 
environment. The experimental result shows that the fuzzy neural network pre-
diction model has strong function approximation ability and is suitable for real 
estate price prediction depending on the quality of the available data. 

1   Introduction  

The profession of real estate valuers arises because each real estate asset is different 
from all other real estates. Real estate assets are heterogeneous, that is, their charac-
teristics vary. Recently, hedonic pricing models have also been used to complete the 
sales comparison approach. This grounds real estate prediction more firmly in modern 
economics and finance theory and artificial intelligence methods [1]. Fuzzy Neural 
Network (FNN) is a connecting link between fuzzy logic and neural computing. They 
are generally applied in electrical engineering and automatic control area to simulate 
the problem solving process of human brain and assist people in making decisions 
under complex situations [2]. So fuzzy neural network prediction model based on 
hedonic price theory was highly appropriate to the tasks of real estate prediction and 
decision-making. Moreover, adaptive neuro-fuzzy inference systems (ANFIS) pro-
vided the means by which the judgments could be formalized without application of 
an artificial process to make the judgments precise [3]. The main objectives of this 
paper are to develop a fuzzy neural network price prediction model, which can learn 
from historical data on the correlations between various factors that influence the 
prices of real estates and the actual selling prices, so that the model can be used to 
estimate the appropriate price level for a real estate. This chapter attempts to present 
fuzzy neural network concepts and issues that are associated with application to pre-
diction of market prices of real estate. The paper is organized as follows. In Section 2, 
the survey of fuzzy neural network is discussed. Hedonic Price Model is proposed in 
Section 3. In Section 5, the model of predicting market prices of real estate, it in-
cludes data collection and analysis, model construction, conceptual model and error 
analysis. Section 6 concludes the paper. 
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2   Fuzzy Neural Networks 

Fuzzy neural network is a concept that integrates some features of the fuzzy logic and 
the Artificial Neural Networks (ANN) theory. It based on the integration of two com-
plementary theories. Purpose of the integration is to compensate weaknesses of one 
theory with advantages of the other [4]. Fuzzy logic and neural networks are comple-
mentary technologies. ANN extracts information from systems to be learned or con-
trolled, while fuzzy logic techniques most often use verbal and linguistic information 
from experts. A promising approach to obtain the benefits of both fuzzy systems and 
ANN and solve their respective problems is to combine them into an integrated sys-
tem. FNN techniques have several features that make them well suited to a wide range 
of knowledge engineering applications. These strengths include fast and accurate 
learning, good generalization capabilities, excellent explanation facilities in the form 
of semantically meaningful fuzzy rules, and the ability to accommodate both data and 
existing expert knowledge about the problem under consideration. 

3   Hedonic Price Model 

Real estate assets are heterogeneous, that is, their characteristics vary. Researchers 
and practitioners have found that hundreds of factors might affect prices in various 
situations. Interaction effects and non-linear relationships between prices and hedonic 
variables complicate the issues. So people interested in prices of particular real estate 
assets consult valuers who collect and interpret recent sales evidence in order to arrive 
at a price estimate based on interpretation of differences between real estates [5]. 

The hedonic price models where price as a function of hedonic characteristics is 
estimated by multivariate regression represent the insight that people buy a bundle of 
characteristics of real estates, not a simple, one-dimensional source of utility. Many 
factors influence the prices people pay for real estate. These models are written as:  

Price=coefficients*characteristics +differences.  

The coefficients are weights, dollars per unit of characteristic. The characteristics 
are features of the real estate that have an effect on utility to buyers. Differences mean 
the price implications, positive or negative, of the differences in hedonic characteris-
tics between the real estates [6]. Usually a large but not very homogeneous sample of 
sales prices is used to estimate best fitting coefficients in a hedonic price model. The 
equation is Ps= biXi where Xi are real estate characteristics like size, age, etc. And bi 
are coefficients or weights. Normally these coefficients would differ because price is 
not a linear function of most real estate characteristics. 

4   The Application of Fuzzy Neural Network Prediction Model  

4.1   Data Collection and Analysis 

The main objective of this section is to find out any correlation between various fac-
tors and real estate prices for given project characteristics in the local environment. A 
database storing hedonic characteristics and coefficients was established from  
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recently sold projects that are representative in the local environment, and A knowl-
edge base in the form of fuzzy rules, neural networks, or regression models that relate 
factors affecting real estate prices to recommended pricing structures was constructed. 
The methodology was based on a questionnaire survey to establish the correlations 
among the variables, supplemented by case study of selected projects using inter-
views.  The following explains types of data needed for the proposed research. 

The data to be collected consists of a sample of recently completed building  
projects of various categories. Hedonic characteristics and coefficients of each case 
project are grouped into four areas of five factors: Location, Design and appeal, Qual-
ity of construction, Above-grade room count/gross living area, and surrounding  
conditions.  The definitions of the above variables and the exact form and manner in 
which the data items are solicited, e.g. quantitative or qualitative, range and levels, 
direct or deduced, will be tailored in the design of the questionnaire. Follow-up inter-
views are used to supplement and clarify information.  

4.2   Model Construction  

For FNN prediction model, the structure adapted consists of four layers. The function 
of each layer is discussed below. Layer 1 reads real number input variables xi (i=1, 2, 
… 5). In the FNN prediction model of this study, layer l reads the evaluated value of 
each identified influencing factor for markup estimation. Layer 2 fuzzifies the input 

variables according to the membership functions. Every input value xi ix  has 2 mem-

bership degree )( iA
xj

i
µ  (j=1, 2), which represent the characteristic of the influencing 

factor. Gaussian functions [7] is applied for all the membership functions, where 
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reason for using Gaussian membership function is because of the good characteristics 
of this function. The following calculation and training process adapted the Gaussian 
membership function, the denominator of the training functions will not be zero and 

fewer parameters need to be adjusted. Layer 3 calculates kµ  ( k =1,2…32), the active 

degree of the kth rule according to the relevant fuzzy inference rules collected for 
markup estimation. 
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gree of the ith input factor’s jth characteristics. Layer 4 defuzzifies the final output M 
of such a neural fuzzy system with centroid defuzzification equation as follows: 
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Where wk is the markup percentage from the kth rule and M is the final estimated 
markup percentage.  

4.3   Conceptual Model  

The FNN prediction model has been implemented under Fuzzy Logic Toolbox in 
MATLAB. We've applied fuzzy inference to modeling systems whose rule structure 
is essentially predetermined by my interpretation of the characteristics of the variables 
in the model [8]. Upon user interaction, using a given training data set that contains 
desired input/output data pairs of the target system to be modeled, the fuzzy system 
was trained by adjusting the membership function parameters that best model this 
data. Then the toolbox function anfis constructs a fuzzy inference system (FIS) whose 
membership function parameters are adjusted using a backpropagation algorithm. The 
training will stop after the training data error remains within this tolerance. Model 
validation is the process by which the input vectors from input/output data sets are 
presented to the trained FIS model, to see how well the FIS model predicts the corre-
sponding data set output values. When checking data is presented to anfis as well as 
training data, the FIS model is selected to have parameters associated with the mini-
mum checking data model error. 

4.4   Error Analysis 

The trained FIS model was verified with new real estate data. The experiment indi-
cates favorable prediction results with the actual real estate prices of detached houses. 
As the table 1 shows, random Minimum and maximum errors are 1% and 11% re-
spectively, while median error is 5% and 6%.  

Table 1. Results of FNN predictive model 

 
No. 

FNN Model 
Output 

Actual 
Prices 

Value 
Difference 

Error 

1 1947 2100 -153 7.86 
2 2193 2030 163 7.43 
3 2538 2480 58 2.29 
4 2071 2000 71 3.43 
5 1776 1750 18 1.02 
6 2205 2300 -95 4.31 
7 1788 1680 108 6.04 
8 2895 1100 -206 10.87 
9 2334 2180 154 6.59 

10 1807 1900 -93 5.15 
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While these kinds of calculations may seem tedious and overly time consuming 
they improve the prediction product by allowing the valuer to make representations 
supported by evidence regarding the accuracy of the value estimate provided.  

Moreover, further automation could allow valuers to test empirically the validity of 
their price adjustment models. Different coefficients could be used to see which 
would minimize prediction errors. Optimum sample sizes could also be explored. 

Therefore, from this perspective, FNN prediction model in this study gave a rea-
sonable and acceptable value of real estate. 

5   Conclusion 

We developed a FNN prediction model to estimate the appropriate price level for a 
new real estate.  The experimental result demonstrated that applications of artificial 
intelligence methods to real estate prediction and decision support allow getting sig-
nificantly improved predicting results and outperforms the classic prediction methods. 
Although the results from this study seem appealing in enhancing prediction tech-
nique, the fuzzy rules could be fine-tuned in order to produce more accurate results. 
For instance, the FNN model can be improved for other application domain and can 
be enhanced to meet current market and user needs. Hence the future study will try to 
identify more variables to be added in FNN prediction model, i.e. economy and socio-
economic factors.  
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Abstract. Lattice data have two different scale spatial properties: global depen- 
dence property and local fluctuation property. For lattice data space-time 
autoregressive modeling, to reduce influence of spatial fluctuation on prediction 
accuracy of neural networks, all regions are partitioned into several subareas by 
an improved k-means algorithm based on spatial contiguity relation. Some 
partition criteria are proposed to evaluate different partition schemes and the 
optimal scheme has the least spatial fluctuation and significant spatial dependent 
within each subarea. Each multi-layer perceptrons (MLPs) network is modeled 
respectively for each subarea, and the output nodes are the prediction values at 
time t of an attribute for all regions in a subarea, and the input nodes are 
observations before time t of this subarea itself and neighboring regions. As a 
case study, all local models are tested and compared with a single global MLPs 
network by one-step-ahead predicting of an epidemic dataset, and the results 
indicate that local NN model has better prediction performance than the global 
NN model. 

1   Introduction 

Three main types of geographic data in GIS defined by Cressie [1] include point pattern 
data, geostatistical data and lattice data. Lattice data refer to attributes attached to fixed, 
regular or irregular, polygonal regions such as districts or census zones in 
two-dimensional space. The main emphasis with lattice data space-time analysis is on 
detecting, modeling and predicting space-time patterns or trends of lattice attributes 
changed with time, while spatial topological structures, such as spatial arrangements 
and polygonal shapes and sizes, are simultaneously kept invariable. 

From the perspective of space, just as the first law of geography referred to by 
Tobler [2], geographic objects take on interdependent patterns over space and 
furthermore, the degree of dependence is weakened with increasing of the distance 
between objects. In the context of lattice data, this dependence or association is referred 
to as spatial autocorrelation and it quantifies the correlation between the same attribute 
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variable at different spatial locations. At the same time, it has long been recognized, 
during the analysis of spatial dependence, that the assumption of structure stability over 
space may be highly unrealistic, especially when a large number of spatial observations 
are used. This fluctuation or rough, coexisted with overall spatial dependence, is 
represented in the form of local spatial clustering of similar values or local spatial 
outliers. Global spatial autocorrelation and local spatial rough of lattice data can be 
detected respectively by global and local version of Moran’s I statistic. 

This paper focuses on local neural networks space-time autoregressive modeling for 
lattice data. At First, to reduce the impact of local spatial fluctuation on predicting, all 
regions of the study area are partitioned by one modified k-means clustering algorithm 
based on spatial contiguity relation. Different partition schemes are evaluated and 
compared through a group of partition criteria, and among these criteria, global 
Moran’s I quantifies global spatial autocorrelation and its significance for each subarea 
of regions, and the relationship between global and local Moran’s I is utilized as an 
indicator of spatial fluctuation in each subarea. Second, each multi-layer perceptrons 
(MLPs) network is used respectively in modeling and predicting for each subarea. The 
output nodes are the predicting values at time t of an attribute variable for all regions in 
a subarea. The input nodes are observations before time t of the same attribute for the 
subarea itself and its neighboring regions. Finally, as a case study, all local models for 
all the subareas are trained, tested and compared with a single global MLPs network by 
modeling one-step-ahead prediction of an epidemic dataset which records weekly 
influenza cases of 94 departments in France from the first week of 1990 to the 53th of 
1992. 

2   Partition Criteria 

The aim of partition, similar to regionalization that belongs to geographic terminology, 
is to group all initial regions into several classes using attributes in a way which is 
optimal according to one or more objective criteria [3]. In this research, three criteria 
are proposed to evaluate and select an optimal partition which serves local neutral 
networks modeling: 

Dependence. If regions of a partitioned subarea have no spatial dependence with each 
other, it is inappropriate for NN modeling as output layer values of neural networks 
depend on the interactions of input layer nodes through hidden layers nodes. So an 
optimal partition must guarantee that there are real and significant spatial dependence 
among regions in a subarea. 

Spatial autocorrelation of each subarea, as a single study area, can be measured by 
the global Moran’s I and a test for significance of spatial autocorrelation can be based 
on z-score of Moran’s I [4]. If Moran’s I is nonzero and significant (for example 
significance level = 0.01), spatial dependence in a subarea exists. This criterion is an 
essential condition and the partition schemes unsatisfied with it must be discarded. 

Contiuity. It means that only neighboring regions can be grouped into a subarea, and 
this criterion is also an essential condition and has been considered in the improved 
k-means algorithm in section 3. 
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Fluctuation. Although it is impossible to make each subarea have complete spatial 
stability through partitioning, the less fluctuation means the better predicting results of 
NN model [5]. 

Local fluctuation of a region i can be measured by local Moran’s Ii [6]. If spatial 
weight matrix W, used in global and local Moran’s I, is defined as contiguous form in 
which wij is one when region i has common borders with regions j and otherwise wij is 
zero, and furthermore W has been row standardized in which the sum of each row is 
one, the average of local Moran’s I of all regions will be equal to global I. This 
relationship shows that if the underlying spatial process is stable throughout the whole 
area, then one would expect the local Moran’s I to show little variation around their 
average, the global statistic. In other words, local statistic I with much difference from 
global Moran’s I would indicate that the underlying process is highly fluctuant [6]. 

So the standard deviation between local Moran’s I and global Moran’s I within a 
study area can be defined as 
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where n is the number of regions in the study area. Here, Std(I) is regarded as an 
evaluation index to the fluctuation in one subarea. If Std(I) is relatively small, it is 
relatively stable and less fluctuant within a subarea of regions, and otherwise it is more 
fluctuant. 

Another point that must be emphasized is that the modeling object of local NN is 
lattice space-time data, but Moran’s I statistic involved in partition criteria above is 
only a pure spatial dependence index. So it is not appropriate for applying spatial 
Moran’s I to measure space-time dependence. However, a space-time statistic, which 
can quantify global and local space-time autocorrelation of lattice data and also test 
significance of this dependence, is still not found in relevant literature. Thus a 
compromise method is proposed that, to each region, a spatial attribute variable is 
constructed and this synthetic variable is the function of different time-section 
observations of an attribute variable of this region. For example, to weekly flu cases of 
one county, the synthetic attribute variable of this county may be either the average, 
total, or maximum of weekly flu cases. The synthetic attribute is used to calculate 
Moran’s I statistics in partition criteria. 

3   K-Means Algorithm Based on Spatial Contiguity Relation 

When the traditional clustering algorithms including k-means algorithm are used to 
partition spatial regions, these algorithms only utilize attributes and have not included 
spatial relations of regions. Then the clustering results can not guarantee that regions in 
one subarea (or one cluster) form a contiguous area on the map, and the map often 
shows that a single region of a subarea is surrounded by regions of another subarea [7]. 
Therefore, k-means algorithm is modified with consideration on spatial contiguity 
relations among regions. During partitioning, when judging one region which subarea it 
belongs to, not only should the distance be considered to the centroid of a subarea but 
also the common borders between this region and the regions in a subarea. Only when a 
region has neighbors in a subarea and has the shortest distance to this subarea, can it 
belong to this subarea. 
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3.1   Relevant Definitions 

Lattice Object. Let the set of regions in the study area S have N spatial regions, S={s1, 
s2,…, sN} with a neighbor relation R⊆S×S. Region si and sj are neighbors if and only if 
(si, sj)∈R, i≠j. The neighbor relation R is given by a spatial contiguity matrix W, where 
W(i, j)=Wij=1 if and only if (si, sj)∈R and otherwise, W(i, j)=Wij=0 [8]. 

Associated with each si, there is a time-section observations vector of the studied 
attribute variable, Xi X(si)=[xi1, xi2, …, xiT] and T is the length of time-section. 

To each region si, a synthetic attribute Q is constructed and it is the function of Xi, 
Qi Q(si)=f(Xi)=f(xi1, xi2, …, xiT). Q is used to calculate spatial Moran’s I statistics of 
each subarea partitioned. 

K-means Algorithm. Let the centroids of K subareas be {z1, z2,…, zK} and each 
subarea zj, like each xi, be a T-D vector zj=[zj1, zj2, …, zjT] ( j=1, 2, …, K). 

Define a set Zj to each subarea zj and Zj contains spatial regions of the subarea zj. 
During partitioning, the set Zj is initially empty. 

Define a 2-D distance matrix of N×K, Dist. Its element is the distance from one 
region to the center of one subarea. In addition, define an N×K auxiliary logic matrix 
DistMark. An element of the logic matrix identifies whether its corresponding distance 
in the matrix Dist is participated in the searching process, which searches for the 
shortest distance from a region to a subarea in the matrix Dist. If an element value of 
DistMark is True, then the corresponding distance in Dist should be included in the 
search, otherwise excluded from the search. 

3.2   Algorithm Procedure 

Step 1: Utilize GIS software (for instance ArcGIS, GeoDa, etc.) to construct spatial 
contiguity matrix W [9], and give the partitioning number, K. 
Step 2: Choose K spatial regions randomly from N regions as the initial centroids of K 
subareas, {z1

(0), z2
(0),…, zK

(0)}. 
Step 3: During iteration m, each set Zj of K subareas is initially empty and the set of 
regions S is initialized to contain all the regions, S={s1, s2, …, sN}. Calculate the 
distance, Dist(si, zj), between each region si and each subarea zj according to the 
following equation (2) for all i=1, 2, …, N and j=1, 2, …, K. Assign True to all the 
elements of the matrix DistMark. 
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Step 4: Search the matrix Dist for the shortest distance from each region of the set S to 
each subarea. The corresponding element values in DistMark to the distances searched 
must be True. Let the shortest distance be minDist, and the region of minDist be smin_i 
and the subarea be zmin_j. 
Step 5: If the set Zmin_j of the subarea zmin_j is empty or the elements of Zmin_j have 
neighboring relation with the region smin_i, that is W(smin_i, Zmin_j)=1, the set S and Zmin_j 
can be modified as S=S-{smin_i}, Zmin_j=Zmin_j {smin_i}. Assign True to all the elements 
of DistMark and go to the next step; 
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If the elements of Zmin_j have no neighboring relation with the region smin_i, set 
DistMark(smin_i, zmin_j)=False that indicates this distance will be excluded from the next 
search. Go back to Step 4. 
Step 6: If the set S is not empty, go back to Step 4; otherwise, indicates all regions have 
already belonged to K subareas respectively and continues the next step. 
Step 7: Update the centroids of K subareas {z1

(m+1), z2
(m+1),…, zK

(m+1)} by the following 
equation 
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where j=1, 2,…, K and C(Zj) is the number of regions in the set Zj at iteration m. 
Step 8: If the algorithm has converged, zj(m)=zj(m+1), terminate the iterations and each 
set Zj contains regions of each subarea; otherwise set m=m+1 and go back to step 3. 

Using this algorithm and giving different K values, we can get different partition 
schemes, and further an optimal scheme can be chosen through partition criteria. 

At first, to the partition scheme of a certain K, global Moran’s I of the attribute Q will 
be calculated respectively for each subarea in this scheme. If there are subareas with no 
autocorrelation or insignificant spatial autocorrelation, the scheme of this K will be 
discarded. Second, to all partition schemes with significant dependence, the fluctuation 
index Std(I) will be calculated respectively for each subarea in each scheme. The 
fluctuation of a partition scheme will be measured by the average of Std(I) of all 
subareas in this scheme. Therefore, an optimal scheme has significant spatial 
dependence and the least spatial fluctuation. 

4   Neural Networks Modeling 

4.1   Neural Networks Model 

Based on the final partition scheme, we establish each NN model for each subarea. The 
multi-layer perceptrons (MLPs) networks are used in a variety of problems especially 
in predicting because of their inherent capability of arbitrary input-output mapping 
[10], so we focus on the MLPs model. 

To a space-time predicting problem of lattice data, the inputs of a MLPs network are 
typically the past observations of an attribute variable of all regions and the outputs are 
the future values of this attribute variable of all regions. In fact, the MLPs network 
performs the following function mapping 

Xt=f (Xt-1, Xt-2, …, Xt-p) , (4) 

where Xt is the attribute vector of N regions at time t, Xt=[xt1, xt2, …, xtN]. Thus the 
MLPs network is equivalent to a space-time nonlinear autoregressive model. The 
parameter p is the size of moving window along time, and it decides the number of 
time-lagged observation vectors as the inputs. 

The total input-output patterns of lattice data are divided into a training set and a test 
set, and the test set is used for measuring the prediction ability of the network. Two 
performance measures used are the average relative variance (ARV) and the dynamic 
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similarity rate (DSR). With the assumptions that the desired output at time t of N 
regions is a vector Xt=[xt1, xt2, …, xtN] and that the model actual output is 

]ˆ,,ˆ,ˆ[ˆ
21 tNttt xxxX = , the DSR is defines as  
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where tX̂  is the average of tX̂ . Equation (5) is similar to the coefficient of 

determination in spatial interaction modeling [11]. DSR=0 means that the prediction is 
equal to the mean value. DSR=1 means that the dynamic behavior between the real 
vector and the predicted vector is completely identical but does not mean the two 
vectors are equal. In brief, the ARV measures the prediction accuracy and the DSR 
measures the prediction trend. 

4.2   Boundary Effect of Local NN Model 

To local MLPs model of each subarea for one-step-ahead predicting, the number of 
output nodes is relatively easy to specify. Corresponding to one region in a subarea is 
an output node in the output layer. Hence the number of output nodes is equal to the 
number of regions in a subarea.  

The number of input nodes should be considered from both space and time. From the 
view of time, the number of input nodes is related to time-lagged observations of relevant 
regions and this is the parameter p mentioned above. From the view of space, the number 
of input nodes is not only related to the number of regions in a subarea but also related to 
the regions neighboring to a subarea and this can be called as boundary effect. 

When all the regions are partitioned for local NN modeling, it does not mean that 
there is not any relation among regions of different subareas. There may be other forms 
of relationship, related to economy, traffic, population, etc., which can not be measured 
only based on spatial contiguity matrix. Thus, if we just consider the influence of the 
regions in a subarea on the outputs of local NN model and ignore the influencing 
factors of the regions surrounding a subarea, the relationship of different regions will be 
separated artificially, and it will violate the first theory of geography, and furthermore 
the predicting results of NN model will not be reliable. Therefore, when the NN model 
is established to predict results at time t of all the regions in a subarea, the inputs also 
include the observations before time t of the neighboring regions to this subarea besides 
the regions in this subarea. 

If the number of regions in a subarea is n, and the number of neighboring regions is 
m, and the size of moving window is p, then the number of input nodes of local MLPs 
model is (n+m)×p and the number of output nodes is n. 

5   Case Study 

The sample lattice data set records weekly flu patients of 94 counties in France from the 
first week of 1990 to the 53th week of 1992, and the total period is 157 weeks. Number 
IDs of 94 France counties are shown in Fig. 1(a). 
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For each county, one synthetic attribute Q is constructed to be the average of weekly 
flu cases during 157 weeks. The spatial pattern of Q is displayed in the quantile map in 
Fig. 1(b), with the darkest shade corresponding to the highest quantile. To the variable 
Q, a positive and significant (significant level=0.05) global Moran’s I of 0.128 
indicates that average weekly cases of 94 counties are not random distribution but 
represent overall spatial dependence pattern. This statistic is computed based on a 
spatial contiguity (common border) matrix W. 
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Fig. 1. (a) Number IDs of 94 counties in France; (b) Average weekly flu cases of 94 counties 
from the 1th week of 1990 to the 53th week of 1992; (c) The partition map of K=12 for 94 
counties; (d) The first subarea and its neighboring regions 

5.1   Partitioning 

We partition 94 counties based on spatial contiguity matrix W and weekly flu cases of 
157 weeks. Because the partitioning number K can not be predefined, we take 
sequentially an integer from 4 to 16 as K value of k-means clustering algorithm and get 
thirteen partition schemes of different K values. Through dependence calculating of 
partition criteria, K values with significant spatial dependence are 8, 9, 10, 12, 14, 16. 
Then the fluctuation index Std(I) is calculated respectively for these six partition 
schemes and listed in Table 1. 
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Table 1. Fluctuation index Std(I) of six partition schemes 

K Fluctuation index Std(I) K Fluctuation index Std(I) 
 8 0.6676 12 0.5251 
 9 0.6614 14 0.5884 
10 0.6589 16 0.5345 

Since the least value of Std(I) means the most stability, then the optimal partition 
scheme is K=12. The partition map of 12 subareas is displayed in Fig. 1(c). From the 
comparison of this figure with Fig. 1(b), the final partition scheme also reflects spatial 
distribution pattern of flu cases. For each subarea in the partition scheme of K=12, the 
number of regions, global Moran’s I statistic, z-score of Moran’s I, and the fluctuation 
index Std(I) are listed in Table 2. All the z-score values in Table 2, except that regions 
number is equal to 1, are either greater than 1.96 or smaller than -1.96, which indicates 
that each subarea in the final scheme has significant spatial dependence if significant 
level is 0.05. 

Table 2. Relevant statistic of each subarea in the partition scheme of K=12 

No.
Regions
number

Global 
Moran’s I 

z-score Std(I) No.
Regions
number

Global 
Moran’s I

z-score Std(I) 

 1 20 -0.339 -1.980 0.423  7  7 0.395 2.720 0.652 
 2  5  0.730  2.922 0.419  8 15 0.320 1.993 0.445 
 3  6  0.214  2.022 0.279  9  1    
 4  2     -1    -∞     0 10  8 0.533 2.149 0.666 
 5  3 -1.919 -4.014 0.342 11  8 0.407 2.216 0.403 
 6 18  0.251  1.973 0.678 12  1    

5.2   MLPs Modeling 

Each MLPs model is established respectively for each subarea. For a subarea, the 
model utilizes flu cases at week t-1, t-2, …, t-p of all its counties and its neighboring 
counties to predict the cases at week t of all its counties. Because the infectious period 
of the influenza is about one week, the model input can only consider flu cases of 
previous week t-1, namely p=1. Hence, in a MLPs model, the number of input nodes is 
 

Table 3. The number of input nodes and output nodes of each MLPs model for twelve subareas 

No. Input nodes Output nodes No. Input nodes Output nodes 
1 36 20  7 17  7 
2  9  5  8 28 15 
3 15  6  9  6  1 
4 10  2 10 22  8 
5  8  3 11 24  8 
6 32 18 12  7  1 
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Fig. 2. The ARV of local and global NN model for 94 counties in France 
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Fig. 3. The DSR of local and global NN model for 94 counties in France 

equal to the number of regions in a subarea plus regions neighboring to this subarea. 
Fig. 1(d) illustrates the neighboring regions to the 1st subarea. Table 3 lists the number 
of input nodes and output nodes of each MLPs model. 

In order to compare the performance of these local NN models, a global NN model 
for all 94 counties is simultaneously constructed. This model has 94 nodes in input and 
output layers, and the input nodes are the flu cases of week t-1 and the output are the 
predicting cases of week t. 
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Before the global and local models above are trained, 156 input-output pairs (Xt-1, Xt) 
are randomly divided into a training set and a test set in the proportion of 90% vs. 10%. 
The former has 140 pairs and the latter has 16 pairs. These NN models are trained 
through back-propagation algorithm, and the performance of each model can be 
quantified by ARV and DSR of the test set. Finally, two performance measures of local 
and global MLPs model for all 94 counties are shown in Fig. 2 and Fig. 3, which 
indicate that local NN model based on partitioning has better predicting capability than 
global NN model. 

6   Discussions 

From spatial properties of lattice data, an effective local model has been proposed for 
space-time predicting. Several issues are still worth further study. One involves the 
initial subareas of partitioning which are selected randomly in our study. A reasonable 
approach should combine the selection with spatial patterns, for instance considering 
the center of local clustering. Partition criteria should be another issue and different 
types of spatial and space-time processes, such as rainfall, price waves, public data, etc, 
may have different objective criteria for choosing an optimal partition. In addition, it 
may be more imperative to study feasible measures for quantifying global and local 
space-time dependence of lattice data and testing significance of this dependence. 
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Abstract. In this paper a novel optimization approach is presented. Network ar-
chitecture and connection weights of neural networks (NN) are evolved by a 
particle swarm optimization (PSO) method, and then the appropriate network 
architecture and connection weights are fed into back-propagation (BP) net-
works. The ensemble strategy is carried out by simple averaging. The applied 
example is built with monthly mean rainfall of the whole area in Guangxi, 
China. The results show that the proposed approach can effectively improves 
convergence speed and generalization ability of NN.  

1   Introduction 

In the last few years, neural network approaches have been widely used in Meteorol-
ogy discipline and climate analysis [1, 2]. As neural network approaches want of a 
rigorous theoretical support, effects of applications are strongly depend upon opera-
tor’s experience. In the practical application, researchers determine appropriate net-
work architecture and values of different parameters with trial and error due to short 
of prior knowledge. Therefore, applied effects of neural networks vary with operators. 
That is to say, even the same method is applied to solve the same problem, different 
operators can probably work out different results, which will cause over fitting, heav-
ily degrade generalization ability of networks and limit applications of neural net-
works in meteorology study [3, 4]. 

Neural network ensemble is a learning paradigm where a number of neural net-
works are trained for the same task. It originate from Hansen and Salamon’s work [5, 
6], which shows that the generalization ability of a neural network system can be 
significantly improved through training many neural networks and then combining 
their results. This technology has been widely used in different fields such as face 
recognition [7], optical character recognition [8], signal classification [9], and medi-
cine [10] and so on. 
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Recently, a new evolutionary computation technique, the particle swarm optimiza-
tion (PSO), is applied. Its development was based on observations of the social behav-
ior of animals such as bird flocks, fish schooling, and swarm theory. Each individual 
in PSO is assigned with a randomized velocity according to its own and its compan-
ions’ flying experience. The individuals, called particles, are then flown through 
hyperspace [11, 12]. 

In this paper, a novel optimization approach is proposed. PSO algorithm is applied 
to evolve neural network architecture and connection weights. The evolved neural 
network architecture and connection weights are input into a new neural network. The 
new neural network is trained using back-propagation (BP) algorithm. The output is 
obtained by simple averaging. The real date – monthly precipitation in Guangxi China 
is used to examine the proposed approach. Experimental results show that this ap-
proach is easy to operate and can lead to a high prediction accuracy. 

2   Neural Network Ensemble Based on PSO 

BP is a popular training algorithm. However, it has been proved that BP algorithm 
based on gradient descent is strongly dependent upon the choice of initial connection 
weights [13]. In addition, lots of issues are based on n-dimensional curve surfaces, 
which makes BP algorithm to converge slowly and fall in a local minima easily. 
Moreover, in the applications of neural networks, there still lacks of strict mathemati-
cal proof to determine the most appropriate network architecture. It normally is de-
termined empirically, e.g., the numbers of neurons in the hidden layer are examined 
by increase or decrease progressively [14]. These deficiencies make outputs of train-
ing and test samples inconsistent and unpredictable, and limit applications of neural 
networks. 

Position-speed relation model of PSO operates easily. The method of using PSO to 
evolve neural networks includes three steps: (i) using global searching ability of PSO 
to find an appropriate network architecture and connection weights; (ii) using BP 
algorithm to search peak value(s) in detail; (iii) obtaining results by simple averaging. 

Mathematically, optimization problems of PSO-neural networks can be described 
as follows [15]. 
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Where x is training samples, k(t), yk(t) are the desired output and real data, respec-
tively. The fitness function is defined as follows: 

)),,,(min(),,,( rwErvwF θνθ += 11  (2) 

Here we introduce our scheme: 

Step 1: Initialize positions and speeds of a population. L individuals are randomly 
generated and each of them includes two parts: position and speed. The position of 
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each individual consists of network node link and connection weights. The hidden 
nodes are encoded as binary code string, 1 with connection and 0 without connection. 
The connection weights are encoded as float string, randomly generated within [-1, 1]. 
Step 2: Input training samples and calculate the fitness of each particle according to 
Expression (1). Initialize individual best position pbest(t) and the global best position 
pgbest(t). 
Step 3: Compare individual current fitness and the fitness of its experienced best posi-
tion. If current fitness is better, we set current position to be the best position. Com-
pare individual current fitness and the fitness of the global best position. If current 
fitness is better, we set current position to be the global best position. 
Step 4: Equation of speed evolution for each particle can be written as follows: 

))()(())()(()()( txtPrctxtPrctvtv ijgbestjibestjiji −+−+⋅=+ 22111 ω  (3) 

iteritert ⋅−−= ))(()( maxminmaxmax ωωωω  (4) 

Where max, min denote the maximum and minimum of inertia weights, respectively. 
While iter, itermax denote current iteration number and the maximum iteration number. 
Step 5: According to Ref. [16], equation of network link can be written as follows: 
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Where r ranges from [0,1]. Equation of position evolution for each particle can be 
written as follows: 

)()()( 11 ++=+ tvtxtx jijiji
 (6) 

Step 6: Repeat step 2 ~ 5 until stopping criteria are satisfied, e.g., the best fitness is 
satisfied or the maximum iteration number is reached. 
Step 7: Decode each particle and obtain L groups network architecture and connection 
weights. Thus, we can form L different neural networks. Train these networks with 
training samples until stopping criteria are satisfied. 
Step 8: Input testing samples and output L results. 
Step 9: Combine these L results with sample averaging. 

The above-mentioned method can be summed up as follows: firstly, using PSO al-
gorithm to get L groups network architecture and connection weights. Secondly, as-
signing these network architecture and connection weights into L neural networks and 
training them using BP algorithm. Finally, inputting test samples and averaging out-
put results. 

3   Data Pre-processing 

In order to increase the accuracy of the method, pre-processing should be imple-
mented in advance. There are many methods to pre-process data, such as data clean-
ing (cleaning incomplete, noisy, or inconsistent data), data integration (integrating 
different data sources), data normalization (scaling data value in a range, such as  
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[0, 1]), data reduction (reducing huge dataset to smaller representation), etc. This 
paper adopted data cleaning to pre-process meteorological data. Particularly, we use 
singular spectrum analysis (SSA) method [17] to reconstruct original precipitation 
series, and then use mean generating function (MGF) [18] to construct mean generat-
ing function matrix. This matrix is denoted as a self variable, while original precipita-
tion series as a function. We use the partial least-square regression [19] to extract 
input factors and let original data be real output. Thus, we can build a neural network 
ensemble prediction method based on PSO algorithm. 

4   Experimental Results and Discussion 

This paper has investigated applying PSO and neural network ensemble to predict 
average precipitation on August in Guangxi (including Ziyuan, Guilin, Liuzhou, 
Bose, Wuzhou, Nanning, Yulin and Beihai). The data set is 48 from 1957-2004 and 
training sample is 38 (1957-1994) and testing sample is 10 (1995-2004). We use pre-
process method (see Section 3) to clean the meteorological data and get 10 variables 
as network input. The original meteorological data is used as real output. 

In order to measure effectiveness of the proposed method, we examine BP algo-
rithm and PSO-based BP (PSO-BP) algorithm. For the purpose of comparison with 
other neural network models, such as the basic BP neural network, four types of er-
rors, which are commonly found in many papers discussing these models, are also 
used here. Four types of errors are described as follows: 

MSE (the mean squares error): 
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MAPE (the mean absolute percentage error): 
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PR (Pearson Relative Coefficient): 
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In experiments, a simple 3-layer neural network is selected to handle the prediction 
problem. The number of neurons in the input layer is 10 and the number of neurons in 
the output layer is 1. BP parameters are set as follows: the number of neurons in the 
hidden layer range from 6 ~ 15. The learning rate is 0.9; the momentum factor is 0.7; 
the iteration times are 1000; the global error is 0.001. PSO-BP parameters are set as 
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Fig. 1. Fitness values in PSO-BP approach 

follows: the iteration times are 100; the population is 100; the minimum inertia weight is 
0.1; the maximum inertia weight is 0.9. Other parameters in PSO-BP are the same as BP. 

Figure.1 shows the curve of fitness in the training stage. One can see that the 
maximum, average and the minimum fitness and convergent speed are tending to-
wards stability with increase of iteration number. Therefore, network architecture and 
connection weights are in near-optimal zone. 

     

Fig. 2. Error convergence of BP (left) and PSO-BP (right) 

Figure.2 shows a curve of error convergence for a BP network (left). The architec-
ture of the BP is 10 x 10 x 1, and illustrates a curve of error convergence for a PSO-
BP network (right). Clearly, the iteration number in PSO-BP is less than BP. There-
fore, the convergent speed is greatly improved as well as the convergence reliability.  

Figure.3 shows fitting of training sample. Both BP and PSO-BP are deal with data 
pre-processing. From Table.1 and Figure.3, we can see that learning results of PSO- 
 

Table 1. shows the comparison of four types of error 

Model MAPE(/%) MSE MAE PR 
BP 
PSO-BP 

9.58 
2.87 

19.34 
6.25 

16.33 
5.21 

0.898 
 0.970 
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Fig. 3. Training results of BP, PSO-BP and real data  

Table 2. gives prediction results of testing samples 

BP Model  PSO-BP Model 
year 

Real 
data Forest 

data 
AE APE Forest data AE APE 

1995 217.1 279.44 62.34 28.72 223.38 6.28 2.89 

1996 273.5 329.24 57.74 20.38 283.19 9.69 3.54 

1997 243.4 275.71 32.31 13.28 247.33 3.93 1.62 

1998 116.9 98.21 18.69 15.98 125.29 8.39 7.18 

1999 313.0 311.88 1.12 0.36 287.05 25.95 8.29 

2000 148.4 203.92 55.52 37.41 157.76 9.36 6.31 

2001 179.7 146.56 33.14 18.44 167.42 12.28 6.83 

2002 209.5 211.57 2.07 0.99 190.60 18.90 9.02 

2003 178.5 230.89 52.39 29.35 156.94 21.56 12.08 

2004 125.1 157.50 32.40 25.90 133.92 8.82 7.05 
Mean 34.57 19.08  12.52 6.48 

 
BP are better than BP. The more important factor to measure performance of a 
method is to check its generalization ability.  

The experimental result shows that generalization ability of PSO-BP outperforms 
BP under the same network input. Furthermore, we use the same method to train 
precipitation data on June and July from 1957-1994 and predict precipitation from 
1995-2004. The experimental results also show that PSO-BP method is more quickly 
convergence and better generalization ability than BP method. 

5   Conclusions 

In this paper, a novel evolutionary neural networks approach, based on particle swarm 
optimization (PSO) algorithm, is presented for meteorological prediction. PSO algo-
rithm is used to find L-groups particles with appropriate network architecture and 
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connection weights. These L- group particles form different neural networks. BP 
algorithm is further used to train these networks. Finally, these swarming networks 
are organized as an ensemble to give a combined output. Data pre-processing is 
adopted for improving data quality. SSA-MGF method reconstructs precipitation data 
and PLS method decrease dimension of feature space. The precipitation data sets have 
been used in our experimental study, which shows that the PSO-based ensemble has 
better generalization ability than the best individual. The results confirm that evolu-
tionary learning should exploit collective information to improve generalization of 
learned systems. 
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Abstract. We proposed a fast cloud detection approach for the geophysical data 
from Moderate Resolution Imaging Spectroradiometer (MODIS), a premium 
instrument aboard on NASA’s satellite Terra to study clouds and aerosols. Pre-
vious pixel-based classifiers have been developed for remote-sensing instru-
ments using various machine learning techniques, such as artificial neural net-
works (ANNs), support vector machines (SVMs). However, their computational 
costs are very expensive. Our novel approach integrated image segmentation 
and SVMs together to achieve the similar classification accuracy while using 
much less computation costs. It exploited the homogeneous property in local 
spatial sub-regions and used radiance information from sub-regions, rather than 
pixels, to build classifiers. The experimental results showed the proposed ap-
proach not only greatly speed up the classification training procedure, but also 
provide insights for domain experts to reveal different cloud types. 

1   Introduction 

Geophysical data collected through satellite remote sensing are increasingly used in 
many applications. The high volume datasets (acquired with TB per day), character-
ized by large variations of observed attributes and the knowledge behind them, create 
many challenges for data mining and machine learning community (Han et al. 2005). 
The challenge addressed in this article is using remotely sensed attributes to detect 
cloud presence, which plays a very important role in earth-atmosphere research. 
Cloud is the source of precipitations; affects the heat escaping from the earth and 
meanwhile screens the sunlight reaching the earth. Many important applications, such 
as retrieval of aerosol particles, climate monitoring and weather prediction, need to 
detect clouds. Because remote sensing data can reveal the fundamental optical charac-
teristics of clouds - reflecting short-wave radiation, absorbing long-wave radiation, 
etc, many researchers have proposed approaches to use the satellite data for cloud 
detection.    

Basically, these cloud detection methods are divided into two types: physical mod-
els and data mining models. By using domain knowledge, physical models mainly set 
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up a series of thresholds of albedo, brightness temperature, etc. for cloud detection 
(Ackerman et al. 1998). However, the complexity of the chemical and physical proc-
esses involved in the climate implies such models were insufficient to characterize 
cloud presence with satisfied accuracy. For examples, multilayered clouds made the 
reflection and emission of radiance complicated. With inadequate understanding of 
cloud properties, researchers recently applied data mining approaches in the field. 
Tian et al (2000), Li et al. (2003) and Bankert (2005) explored neural networks, 
maximum likelihood, decision trees and 1-nearest-neighbor classifiers to detect cloud. 
Comparing with physical models, the data mining approaches greatly improved clas-
sification accuracy. The state of the art accurate cloud classifier is using Support Vec-
tor Machine (SVM, Azimi-Sadjadi et al. 2000, Lee et al. 2004). The time complexity 
of constructing a SVM model is O(N2) (N is the number of training examples). Its 
time complexity for test is O(M) (M is the number of support vectors, usually M line-
arly correlates with N). For satisfying the timely update requirements in applications, 
Mazzoni et al. (2005) used a small number of subset support vectors to approximate 
the hyperplane normally created by all M support vectors. Their approach achieved 
the competitive classification accuracy while running much faster in test stage. How-
ever, the most expensive cost in the training stage is still unsolved. With the climate 
continues changes, SVM models should be timely updated and the model construction 
time becomes the biggest obstacle in cloud detection. Moreover, mining on the pixels 
from the compressed images has been used in other applications, however, the tech-
nique can not work well in our task since it will loss precision and it is hard to coordi-
nate the localization properties among multiple compressed radiation images. 

In this paper, we proposed an approach to integrate image segmentation with SVM 
classifiers. By exploiting spatial autocorrelation property, it firstly applied image 
segmentation to divide all training examples into different homogenous sub-regions. 
Then SVM models are learned based on radiance information from each sub-region, 
rather than from each pixel. Hence, the training dataset size has been greatly de-
creased and corresponding training time becomes much cheaper. We tested our ap-
proach on 10 scenes acquired by MODIS instrument abroad on satellite Terra. The 
experimental results showed our integration approach reduced the training time from 
few hours to few minutes while keep the similar classification accuracy. In addition, 
the results provide additional insights for researchers to reveal cloud types.  

2   Integration of Image Segmentation and SVM Classifier 

Previous classifiers using SVM were based on each pixel, so there are a huge number 
of training examples. However, both remote sensing radiance attributes and the cloud 
mask showed strong autocorrelation property. Figure 1 (a) and (b) gave an example 
image for a radiance attribute and the corresponding cloud mask (provided by NASA 
MODIS team). For some sub-regions, they showed similar or same optical attributes 
and finally they have the same cloud mask values (0 or 1). This encourages us to 
consider an approach to first detect homogenous sub-regions and then apply SVM 
classifier based on these sub-regions.  

Image segmentation provides good ways for detecting spatially correlated ho-
mogenous sub-regions, such as clustering in attribute space, histogram thresholding, 
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etc. According to previously reported experimental results and our pilot study, we 
selected several discriminating radiance attributes for image segmentation.  

Next, we applied k-means clustering to segment images. A homogeneous sub-
region is defined as the pixels in the same clusters and also has the same class labels 
(cloud or cloud-free). Hence, for each cluster, we could obtain one or two sub-
regions. Each sub-region will be randomly sampled tens of examples for training. For 
the cluster with pixel size less than a threshold (such as 30), we will include all its 
pixels for training. In this way, we decreased the examples with homogenous proper-
ties and keep the examples with heterogeneous properties. The training data size is 
greatly reduced while still sufficient for model learning.  

 
(a)                                                                 (b) 

Fig. 1.  (a) One radiance image (b) Cloud mask image (white - cloud; blue - cloud-free)  

Using the reduced-set of examples, we can quickly construct a SVM classifier. 
SVM (Vapnik 1995) is optimized to find the decision hyperplane with the maximal 
separation margin between positive and negative examples. By representing each sub-
region ri with pair (Ai,yi), where Ai = [a1i…aKi] is an attribute vector, yi = −1 for nega-
tives (cloud-free) and yi = +1 for positives (cloudy).  By using the Lagrangian func-
tion to solve a constrained optimization problem, the learned SVM classifier is de-
scribed in (1),   

=
+= SN

j jjj AAKFybASVM
1

),()( α    (1) 

where NS is number of support vectors selected from training examples, A j denotes a 
support vector with K radiance attributes in a sub-region, αi, i = 1…NS, and b are 
model parameters obtained by optimization, and KF is an appropriate kernel function. 
For these parameters, we exhaustively searched the optimal combination of them with 
cross-validation method.   

Finally, we applied (1) on each test example to obtain a soft output as its class la-
bel. To further improve the classification accuracy, we decide the class label of a 
pixel by averaging its soft output with those of neighborhood pixels. If the considered 
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pixel has a high confidence on one class, the average will not change its label. Other-
wise, if the pixel is very close to decision hyperplane and the soft output has almost 
equal value to be positive class and negative class, the average method will encourage 
a homogenous sub-region, which is consistent with the autocorrelation property of 
spatial data. 

3   Experimental Results 

In the experiments, we used MODIS Level1B radiance product MOD02SSH. It in-
cludes 36 radiance bands information globally covering a wide spectral range. Ac-
cording to the previous reported experiments, we selected the band 1, 2, 6, 7, 20, 31 
and 32 as classification attributes. Totally, we used 10 scenes in the experiments. 
Each scene includes 110026 pixels, including radiance information observed by 
MODIS in 5 minutes. If the 10 scenes data are merged, a standard cross-validation in 
which data are randomly divided into training and test samples is likely to produce 
overly optimistic accuracy estimates because of significant spatial correlation. To 
avoid this we used leave-one-scene-out cross-validation instead. In other words, we 
first applied image segmentation on 9 scenes and selected training examples from the 
resulted sub-regions. These examples were used to learn a SVM classifier. Then the 
data from the excluded scene were tested. The leave-one-scene-out process was re-
peated 10 times for each test scene, and the average accuracy is reported as an esti-
mate of classification quality. The cloud detection results are compared with the cloud 
mask provided by MODIS product MOD35_L2.  

In the first step, we used the following 3*3 convolution mask for smoothing, 

∗=
111

121

111

10

1
W

 
  (2) 

The smoothed radiance image for figure 1 (a) is showed at figure 2 (a). It clearly 
shows smoothing procedure effectively eliminates impulsive noise while keeping the 
significance of the central pixel. 

3.1   Image Segmentation by Using K Means Clustering  

We applied K means clustering for image segmentation since it is simple and in linear 
time of training example size. K is selected ranging from 6 to 10. A pilot study shows 
K=8 achieve a best or near-best basis for classification. Figure 2 (b) shows the cluster-
ing results for the figure 3 with K=8.  The clustering iterations generally converge 
after 6-7 rounds. After discussing with domain experts, we found the clusters corre-
spond to different cloud types (cumulus, cirrus, etc.) or different cloud-free areas 
covered with different surfaces (land, ocean, etc.), which suggested that the classifica-
tion based on segmented sub-regions are reasonable in domain, and also provided 
insights for curators to identify cloud properties or surface radiance characters. 
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(a)                                                                 (b) 

Fig. 2. (a) Smoothed radiance image (b) Image Segmentation by Clustering  

Table 1. Comparison between pixel-based SVM classifier and sub-region-based SVM classifier 

Pixel-based SVM Classifier Sub-region-based SVM Classifier Test 
Scene 

Accuracy Time (sec) Accuracy Time (sec) 

1 0.8621 5638 0.8597 135 
2 0.8496 5807 0.8535 129 
3 0.7627 6642 0.7812 152 
4 0.7870 6345 0.7866 165 
5 0.6939 7854 0.6797 191 
6 0.8853 5473 0.8929 143 
7 0.7897 6328 0.7701 179 
8 0.8512 5670 0.8608 148 
9 0.8291 5995 0.8050 172 
10 0.8937 5456 0.8854 133 

3.2   SVM Classifier  

In each cluster, 1-2 homogenous sub-regions are obtained according to corresponding 
cloud masks. For each cross-validation, we selected 1000-2000 examples from 9 
scenes for training. With exhaustively search on SVM parameter, we found a good 
choice turned out to be a polynomial kernel with p=3, regularization parameter 
C=0.11. The soft classification outputs are averaged over a region by using convolu-
tion mask (2). Table 1 compared the training time and accuracy between the pixel-
based SVM classifier and the proposed sub-region-based SVM classifier. The former 
achieves average accuracy 0.8204, in 6121 seconds as average. While the latter 
achieves average accuracy 0.8175, in 155 seconds as average. 
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4   Conclusions 

The proposed cloud detection approach integrated image segmentation and SVM 
algorithm together. It used clustered homogeneous sub-region information to replace 
huge size of pixels as training examples. The experimental results based on MODIS 
data showed the approach achieved the similar classification accuracy while running 
around 40 times faster. In addition, it revealed insights for earth science researchers to 
understand cloud properties and surface radiance characters. This function encour-
aged us to further enhance our approach for cloud type detection in the future.   
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Abstract. Electronic noses (E-nose) have gained popularity in various 
applications such as food inspection, cosmetics quality control [1], toxic vapor 
detection to counter terrorism, detection of Improvised Explosive Devices 
(IED), narcotics detection, etc. In the paper, we summarized our results on the 
application of Support Vector Machines (SVM) to gas detection and 
classification using E-nose. First, based on experimental data from Jet 
Propulsion Lab. (JPL), we created three different data sets based on different 
pre-processing techniques. Second, we used SVM to detect gas sample data 
from non-gas background data, and used three sensor selection methods to 
improve the detection rate. We were able to achieve 85% correct detection of 
gases. Third, SVM gas classifier was developed to classify 15 different single 
gases and mixtures. Different sensor selection methods were applied and FSS & 
BSS feature selection method yielded the best performance. 

1   Introduction 

Electronic noses (E-nose) have found more and more applications in the past decade, 
such as food and cosmetic industries [1], patient’s health diagnostics, environmental 
monitoring in the Space Shuttle and International Space Station [2], explosive 
detection, etc. A typical E-nose has an array of sensors that respond differently to 
different chemicals. Each sensor generates certain resistance values when it is 
exposed to vapors. The relative change in resistance value normally gives indication 
about the presence of vapors and the level of resistance change has certain nonlinear 
relationships with the vapor concentration level. 

Recent theoretical advances and experimental results have drawn considerable 
attention to the use of kernel functions in data clustering and classification. Among 
them stands out the SVM. SVMs were first suggested by Vapnik in the 1960s [3] for 
classification and have recently become an area of intense research owing to 
developments in the techniques and theory coupled with extensions to regression and 
density estimation. SVM is a general architecture that can be applied to pattern 
recognition and classification, regression, estimation and other problems such as 
speech and target recognition.  

In this paper, we summarize our studies on the application of SVM to E-nose data 
from JPL. Our main focus is to detect and classify 10 different vapors and also some 
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combinations of them. In Section 2, we will brief review the E-nose data and the 
basics of SVM. In Section 3, we summarize three methods to address the noise and 
drift issues. Section 4 describes the gas detection and gas classification results. With 
sensor selection, SVM could achieve over 85% correct classification and 85% for gas 
detection. Finally, we conclude the paper in Section 5. 

2   E-Nose, Data, and SVM 

The E-Nose consists of an array of vapor sensors. Popular vapor sensors are metal 
oxide semiconductor (MOS), surface acoustic wave (SAW), composite polymer (CP), 
conducting polymer, gas chromatography, mass spectrometry, etc. A typical time 
response of a signal sensor is shown in Fig. 1. 

To the output signals of the sensors, we need to do a very important data 
preprocessing called feature extraction, which can get the features from signal data for 
the classifier. There are two kinds of features: transient response and steady states. 
The steady states are used for classification because of its robustness. However, most 
sensors require a long time to stabilize. To decrease the time, the transient response at 
specific time is used, which is much earlier than the time for the sensors to arrive at 
the steady states. The sensor measurements at time T(=30 or 90 in Fig. 1) can be used 
directly as features for classification. We also can perform some other preprocessing 
to the raw signal to eliminate the noise introduced by the sensors and environment. 

T0=90

 

Fig. 1. Typical time response of a single sensor [4] 

Jet Propulsion Lab. developed an E-nose with 32 sensors. Details of the E-nose can 
be found in [2]. According to references [5] [6], the two key elements in the 
implementation of SVM are the techniques of mathematical programming and kernel 
functions. The parameters are found by solving a quadratic programming problem 
with linear equality and inequality constraints. The flexibility of kernel functions 
allows the SVM to search a wide variety of hypothesis spaces.  

Based on materials in [6], SVM has great potential to improve the performance of 
existing classification algorithms. Here the theory of SVM is briefly reviewed in a 
two-class classification problem, the classes being ,P N  for 1, 1iy = + −  respectively. 

This can easily be extended to k − class classification by constructing k  two-class 
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classifiers [7]. The geometrical interpretation of Support Vector Machine (SVM) is 
that the algorithm searches for the optimal separating surface, i.e. the hyperplane. 
That is, in a sense, equidistant from the two classes.   

3   Data Preprocessing 

Since the sensors have drift and noise, we used three different pre-processing methods 
to create three different types of sample data sets (Type I, II and II data sets).  

Type I data set: The raw data was low-pass filtered first. Then we used sensor 
resistance value at first sample point as static R0. Relative resistance change  kZ∆  is 

calculated with this R0.  

0

0

,
l l

k

k l

Z R
Z l is sensor number

R

−
∆ =  

(1) 

Type II data set: Here the raw data was low-pass filtered first. The sensor 
resistance value before ith gas event is used as dynamic Ri for sensor outputs of ith gas 
events. Relative resistance change kZ∆  for ith gas events is calculated with this Ri. 

Using dynamic Ri is trying to reduce the baseline drafting in the sensor output. 

, ,
l l

k i

k l

i

Z R
Z l is sensor number i is gas event

R

−
∆ =  

(2) 

Type III data set: A Kalman filter was used to eliminate the high frequency noise 
in the sensor outputs. The low order polynomial fitting method was used to find the 
baseline drafting curve. By subtracting the baseline drafting curve from Kalman filter 
output, we can eliminate the baseline drafting effect in the sensor outputs.    

( ) ( )l l
k k Kalman k Polynomial fittingZ f Z g Z −∆ = −  (3) 

4   Gas Detection and Classification 

For the E-Nose data sets from JPL, we have two steps to determine the vapor types in 
the sample. In the first step, we used two-class classifier to determine if there is gas in 
the sample. The sample data set is generated as below: 

• A total of 148 gas events and one sample per gas event 
• 23,000 non-gas samples are reduced to 150 samples by K-mean clustering 

We assigned 148 gas sample labeled as 1 (gas-event), 150 non-gas samples labeled 
as 0 (non-gas-event). Holdout method was used for SVM classifier performance 
evaluation. To evaluate the SVM performance accurately, we divided the whole data 
set into three parts equally. The first part was for SVM training. The second part was 
for SVM validation to tune the parameters.  The third part was for SVM testing. The 
testing part is always kept out from SVM training and sensor selection procedure. It is 
only used to test SVM performance. After gas detection, SVM were used again for 
gas classification. 
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The main goal of this effort was to investigate the classification performance of 
SVM. Extensive studies for vapor classification of E-Nose based on data from NASA 
clearly demonstrated that the performance of SVM is better than other classifiers.  

4.1  Gas Detection Results 

Initially we used all sensor outputs in our gas detection algorithm. However, since 
sensor outputs are not consistent, they degrade the overall detection performance.  
Then we used a feature selection method to pickup the most reliable sensors for SVM 
in gas detection. The most common sequential search algorithms for feature selection 
are forward sequential selection (FSS) & backward sequential selection (BSS) [8] 
which procedure were shown in Fig. 2 [8].  
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Fig. 2. Diagram for FSS and BSS algorithms 

200 holdout iterations were performed. The results are summarized in Table 1. It 
can be seen that FSS & BSS feature selection methods give a significant improvement 
for the detection rate. The best detection rate is improved from 73% to 85.05% with 
the help of sensor selection. From Table 1, we also observe that by improving the 
baseline drifting compensation algorithms increase the gas detection rate. 

Table 1. Gas detection rates for three different data type data sets 

 Date Type I Data Type II Data Type III 
All sensors 51.87%±4.26% 73.08%±4.11% 55.57%±4.45% 

Selected 
sensors 

60.02%±3.27% 85.05%±2.05% 77.73%±2.33% 

4.2   Gas Classification 

After gas is detected by the SVM gas detection classifier, we need to identify the type 
of gas in the samples. There are 10 different single gases and 5 binary mixtures in the 
JPL data set. The multiple classes SVM classifier is constructed to classify them. This 
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classifier includes 15x14/2=105 two-class SVMs and the final decision is decided by 
the maximum voting rule. 

Because all sample numbers for each gas are less than 3 times of the input data 
dimension (3x32=96), Leave-One-Out method was used to evaluate the SVM 
performance. Same three different type data sets were used for evaluation. 

Sensor selection based on the consistency/repeatability of the sensor response: 
Here sensor selection algorithm is based on the consistency of the sensor outputs 
under the same experimental condition. The idea of the algorithm is shown below: 

 Calculate the variance of the sensor responses for 32 sensors. 
 Pick up n sensors with lowest variances (n<32). 
 Use maximum voting to find the best sensor subset for each data file. 
 Calculate the frequency of each sensor appeared in whole sensor subset lists. 

Threshold is set to select the best sensors which appear mostly in the lists.  

We selected the most reliable sensors from 32 sensors based on whole data set. 
Table 2 is the selection results for different thresholds.  

Table 2. Selected sensor from 32 sensors based on whole data set 

threshold Index of selected sensors 
0.9 8 9 15 20 10 17 18 32 6    
0.8 8 9 15 20 10 17 18 32 6 25 16 19 

12 selected sensors (threshold=0.8) were used for SVM classification. The 
simulation results are shown in Table 3. The best classification rate was 65.54%. This 
sensor selection algorithm gave 10% classification rate improvement. 

Optimal weights using GA algorithm: Genetic algorithm (GA) can be used to 
optimize the weight for each sensor output based on the reliability of the sensor. This 
is similar to feature selection but more flexible since the weights can change 
continuously at any value larger than zero. Vapor identification error rate of SVM 
classifier was used as the objective function to optimize the weights of sensor outputs. 
The simulation results are shown in Table 3. GA algorithm improved the 
classification rates for all three data types by 10% ~ 13%. 

Table 3. Gas classification rates using sensors selected by GA for three data type data sets 

 Date 
Type I 

Data 
Type II 

Data Type 
III 

All sensors 55.41% 29.73% 28.38% 
Selected sensors based on 

consistency 
65.54% 35.81% 23.65% 

Selected sensors based on GA 68.24% 41.89% 38.51% 

Sensor selection based on the forward sequential selection (FSS) & backward 
sequential selection (BSS): Based on our observation of the E-Nose data, we found 
different sensors have different sensitivity for different gases. For two different gases, 
we can select a set of sensors which can separate these two gases most efficiently. For 
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every 2-class SVM in multiple classes SVM classifier, an optimal subset of sensors is 
found using FSS & BSS method. We can get 105 sensor subsets for all 2-class SVM 
using FSS & BSS algorithm. When the testing data come, different selected features 
are fed in the different 2-class SVMs and maximum voting decides the final gas label. 

Based on sensor selection simulation results above, we observed that Type I data 
have out-performed in the gas classification part. Here we only used the Type I data 
for FSS & BSS algorithm. To get the more realistic SVM performance evaluation, we 
have to generate different scenarios to get the FSS & BSS selected sensor subset. For 
each testing point, we take it out from data set. FSS & BSS sensor selection procedure 
is applied to the remaining data. Because for each testing data point, we need to have 
105 2-class SVM classifiers, for whole data set, we need generate 14x148+105-
14=2163 different sensor subsets using FSS & BSS feature selection algorithm. Each 
testing data point will be applied to 105 SVMs using selected features and final class 
label is obtained by maximum voting. Simulation result shows 85% correct 
classification by using FSS & BSS algorithm for Type I data. 

From the simulation results above, we observed that selecting different sensors for 
different gas classifiers will boost the classification rate. This validated our 
assumption that different sensors have different sensitivity for different gases.  

5   Conclusions 

From this period research, we investigated different sensor selection methods and 
different classification algorithms. Using FSS & BSS sensor selection method, we can 
improve the gas detection and gas classification rate dramatically. The best 
classification rate was 85%. 
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Abstract. With the accumulating of the strong earthquakes records, it becomes 
practicable to achieve the more accurate attenuation relationships. Based on the 
seismic records of West American, the Radial Basis Function (RBF) and Back 
Propagation (BP) artificial neural networks model are respectively constructed 
for three-dimensional seismic parameters attenuation relationship. The RBF 
model is nice fitting for the training data, although it has great errors on other 
tested points. While the BP model is not good than the RBF model for the train-
ing data, it possesses a better consecutive property in the whole area. It is a 
proper neural network model for the problem. After training with the selected 
records, the Neural Networks (NN) shows a good fitting with the training re-
cords. And it is easy to construct three-dimensional model to predict the at-
tenuation relationship. In order to demonstrate the efficiency of the presented 
methodology, the contrast is discussed for the results of the BP model and three 
typical traditional attenuation formulae. 

1   Introduction 

Taking from the seismic ground motion attenuation relationships, the movement can 
easily be predicted if certain earthquake occurred. Traditionally, there are two ways to 
get this special relationship. One is make a theoretical attenuation model and analyze 
its influence coefficients and parameters; the other is statistical way from the stations 
seismic records. Since the complicated nature of the problem, the predicted results of 
most relationships can not accord with the stations records nice. 

As we know, Artificial Neural Networks (ANN) are highly parametric functions of 
the input variables through processing units, whose high connectivity makes them 
suitable for describing complex input-output mappings without resorting to a physical 
description of the phenomenon. Some studies in this problem have been reported. 
Zheng Guanfen discussed the earthquake intensity attenuation using Back Propaga-
tion Neural Networks (BPNN) [1]. Wang Hushuang constructed a NN model to simu-
late the peak seismic parameters attenuation relation and a NN to relate the intensity 
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with peak seismic parameters [2]. By using the peak horizontal acceleration records 
acquired in Lancang-Gengma Earthquake in 1988, Cui Jianwen constructed a NN 
model to predict the peak ground acceleration attention relationship in Yunnan  
region [3].  

This paper using the records collected in West America where is abundant in seis-
mic records to study the three-dimensional (3D) attenuation relation of the ground 
seismic parameters. Up to now, it is very difficult to describe the 3D relationships in 
geophysics. The ANN model just presented a solution to this question. This paper 
only studied the three dimensions Peak Ground Acceleration (PGA), the peak ground 
velocity and peak ground displacement can be studied in the similar way. The 3D in 
the earthquake records are two horizontal directions and one vertical direction. In the 
paper, the horizontal directions are named as direction 1 and 2, the vertical direction 
as direction 3. 

2   Experimental Statistical Model 

The experimental models were simply regressed from the strong earthquakes records. 
As for the records in West America, the following models were famous. 

Joyner-Boore [4] West America, bedrock and hard soil, 1981  

2222 3.70025.0)3.7lg(249.002.1lg +−+−+−= DDMPGA  (1) 

This model did not include the magnitude saturation which is proved in many 
strong earthquakes. Huo Junrong [5] revised this model in order to consider the mag-
nitude saturation, as following, 

( ) 33268.0lg904.1046.0241.1935.0lg 6135.02 −+−−+−= MeDMMPGA  (2) 

In these two relations, the attenuation ratio is same when the magnitude is differ-
ent. It means that the same magnitude space in the equations has the same variety 
even in different distance, which is different with the theoretical results and strong 
earthquakes observations. The fact is famous as magnitude saturation phenomenon. It 
says even with middle magnitude earthquake (such as M=5), the PGA in the near field 
may reach a high value; while with the more strong earthquakes, the PGA can’t ex-
ceed an upper limit. The far field amplitude of the ground motion may attenuate with 
different ratio with respect to different magnitude [6]. Thus, Wang Guoxing presented 
the following equation, 

3)84.8lg()251.0797.2(053.4lg −+−−= RMPGA  (3) 

Where PGA is peak ground acceleration, R is the distance from the observation site to 
the focal, D is the direct distance from the observation site to the striking fault and M 
is the Richter Magnitude of the earthquake. 

The relations presented by Boore D. M. [6, 7] also included the fault types, the 
shear wave velocity of the soil where is 30 meters below the observation station. And 
he made the solution more complicated. 
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3   ANN Analysis for the 3D Attenuation Relation 

From the attenuation models presented above, we learned that the different statistical 
model implied different assumption of the relation that is why the given models dem-
onstrated great discrepancy with the earthquake recordings. On the other side, the 
theoretical models are deduced from the very simplified assumptions, which is differ-
ent greatly with the real seismic process and geology situation. How to minimize the 
assumptions in the models and reach a rather feasible attenuation relation for the seis-
mic parameters is a valuable problem. 

Magnitude Distance Soil Condition

Normalization of the Input Vector 

Normalization of the Output Vector 

PGA1 PGA2 PGA3 

Prediction Training PredictionTraining Training Prediction

  

Fig. 1. The PGA, PGV and PGD should be constructed in three ANN models. This figure only 
demonstrated the architecture of the PGA. The PGV and PGD model can just be replaced the 
PGA with themselves. The number of perceptrons in the hidden layer was determined by net-
works itself according to the training effect. 

Since ANN is self-studied, self-organized and self-adapted, it is interesting to use 
this methodology for seismic parameters analysis. The method can learn experiences 
from the real observation records, so the sufficient learning data is required. The ANN 
model needs no assumption which may suitable for this seismic problem. 

When used for data fitting, the NN model such as BP and Radial Basis Function 
(RBF) are often employed.  The RBF network is a linear basis function method, 
which can present 100 percent accuracy for the training data; while for the testing 
data may exhibit great discrepancy. The BP network is limited in the [-1, 1], so it can 
not behave in great difference. This paper takes the BP network as main model for the 
problem. 

Figure 1 is the ANN model constructed in this paper for the seismic ground pa-
rameter analysis. The training samples are the records acquired after the strong earth-
quakes. The Magnitude, Distance and Soil Condition are selected as input part. The 
intensity of the observation station was excluded because it can not be used in the 
prediction procedure. The output parameters were the seismic parameters at the ob-
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servation station, such as PGA, Peak Ground Velocity (PGV) and Peak Ground Dis-
placement (PGD). Because the difference nature of the PGA, PGV and PGD, three 
ANN model were needed to be constructed for the problem.  

 

 

Fig. 2. RBF fitting with contrast to equation (1) 

4   Data Processing 

The data in this paper was coming from reference [9], which includes 63 items strong 
earthquakes of the West America. In order to avoid the deflection of one earthquake 
attenuation relation to the whole region relations, the records were selected. All the 
records in the earthquakes which had small data were accepted, while just part of the 
records was selected for those earthquakes which had excessive records. 186 PGA 
data were picked from the dataset. The magnitude changed from 4.3 to 7.7, the epi-
center distance changed from 1 km to 214 km and the acceleration changed from 
0.0081 to 1.2219 (g). 

The RBF network was used to demonstrate its efficiency in data fitting. The train-
ing data was from 6.0 to 6.5 in magnitude. And the result of the equation (1) was 
drawn in figure 2. It can easily be pointed that the RBF network can fit the data with 
certain satisfaction. While in the place with insufficient data, it demonstrate sudden 
jump of the line, which means the unexpected results may occur. 

Because of the situations demonstrated in figure 2. The BP network was chosen for 
the 3D seismic parameters prediction analysis. In order to present a strong impression 
this method, the results of equations (1) – (3) are listed in Figure 3 -5.  

The data for the network training were also included in these figures. The magni-
tude of attenuation relation changed from 5.5 to 7.7, the epicenter distance changed 
from 5 km to 150 km. One of the horizontal direction results was listed in order to 
balance with other results. 
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Fig. 3. The prediction results of equation (1) 

 
Fig. 4. The prediction results of equation (2) 

 

Fig. 5. The prediction results of equation (3) 
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Fig. 6. Prediction of artificial neural network 

 

Fig. 7. The ANN prediction curves of the three dimensional attenuation of PGA when the 
magnitude equal to 6.6 

Because most of the earthquake records are collected at middle distance with mid-
dle magnitude, the relationships introduced above at this area demonstrated favorable 
fitting results. But for the high magnitude data fitting, the results may be greatly dif-
ferent. The result of equation (3) is the maximum, the equation (1) in the middle, and 
equation (2) is the minimum. With the increasing of the magnitude, the acceleration is 
increased which failed the magnitude saturation fact. The ANN model demonstrates 
the acceleration decrease at the high magnitude, which may represent the magnitude 
saturation phenomenon. Of course, the insufficiency of the records may be one reason 
for the acceleration decrease. For the detail situation of the attenuation relation, the 
three former equations are changed steady while the ANN model is different. 
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Furthermore, the ANN method can easily get the 3D seismic parameter attenuation 
relationships. The target of PGV and PGD can be attained just change the training 
target from PGA to PGV or PGD, and no more assumptions were need for this meth-
odology. 

In order to demonstrate the advantage of ANN method, the earthquakes data which 
magnitude is 6.6 is selected. There are 55 records for the hard soil site in the dataset. 
The ANN data fitting and the original data were pointed in figure 7. 

In figure 7, the fitting curves of the direction 1 and direction 2 are relative close. 
This is because they represent the two horizontal directions. In the near field, they are 
a little different, and while in the far field they are similar. The direction 3 is the verti-
cal direction, which has smaller value than the horizontal direction and has the similar 
attenuation relationship with the horizontal directions. 

5   Conclusions and Suggestions 

From the contrast with the traditional seismic parameter attenuation relationships, this 
paper presented an ANN model to simulate this special relation. After training  
with the data acquired in West America, the model demonstrated favorable results. 
Unlike the traditional method, this model involve the magnitude saturation and length 
influence of the focal just by training the model with the proper data, and the three 
dimensional vectors and three parameters such as PGA, PGV and PGD can easily be 
acquired. 

From the ANN analysis of this paper, it can easily be found out that the attenuation 
curves of the horizontal and vertical are different. The results of this paper can  
provide three dimensional attenuation relationships for engineering usage.  

By employed the RBF and BP networks to the training data, this paper demon-
strated that the BP network is more suitable for this problem. The architecture of the 
BP network was constructed in this paper. By contrast with the traditional models, it 
demonstrated that the ANN model is more suitable for the problem. With the suffi-
cient training data, the model may present a reasonable relationship for the seismic 
parameters attenuation with displacement. 
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Abstract. Earthquakes will do great harms to the people, to estimate
the future earthquake situation in Chinese mainland is still an open
issue. There have been previous attempts to solve this problem by using
artificial neural networks. In this paper, a novel algorithm named MIFEB
is proposed to improve the estimation accuracy by combing bagging of
neural networks with mutual information based feature selection for its
individuals. MIFEB is compared with the general case of bagging on
UCI data sets, then, MIFEB is used to forecast the seismicity of strong
earthquakes in Chinese mainland, computation results show that MIFEB
obtains higher accuracy than other several methods like bagging of neural
networks and single neural networks do.

1 Introduction

Earthquake forecasting is one of the challenging problems all over the world,
where estimation of the future earthquake situation in Chinese mainland is an
interesting topic especially for the Chinese researchers [1]. It is difficult to ob-
jectively give an overall and accurate estimation, because many direct factors
arousing earthquakes cannot be measured, at the same time, the relationship
between earthquakes and the observed precursors is strongly non-linear. In this
paper, the relationship between the seismicity of strong earthquakes in Chinese
mainland and those occurred at plate boundaries in the world will be studied, on
which models will be built to forecast the the future strong earthquake situation
in Chinese mainland.

Since artificial neural networks is a powerful modeling method, it has been
widely used in the earthquake forecasting field. In the previous works on the
topic of estimation of the future strong earthquake situation in Chinese main-
land, Wang et al. [1] have applied single multi-layer perception neural networks
to give an estimation. Nowadays, Ensemble learning is becoming an ad hoc topic
� Corresponding author.
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in the neural networks community [2], which has been widely used to improve the
generalization performance of single learning machine. Neural networks ensemble
has been applied to the comprehensive earthquake forecasting and obtained sat-
isfying results [3]. Therefore, using the bagging [4] of neural networks to estimate
the situation of strong earthquakes in Chinese mainland is an interesting issue.
Yet, there are irrelevant and redundant features in the data sets of earthquake
estimation, In order to improve the accuracy of bagging of neural networks, a
novel algorithm of MIFEB is proposed to use the feature selection methods [5, 6]
to improve the prediction accuracy.

The rest of this paper are arranged as follows: In Section 2, the used data
set for earthquake estimation is briefly described. In Section 3, MIFEB, a filter
feature selection model with the mutual information criteria for bagging, is de-
scribed in details. In Section 4, MIFEB is compared with the general bagging
method on UCI data sets, and then, MIFEB is employed to estimate the strong
earthquake situation in Chinese Mainland. At last, conclusions will be given in
Section 4.

2 The Data Set for Estimation of Earthquake Situation

It is well known that the strong earthquakes in the world occurred mainly on
the circum-Pacific zone and the Eurasian zone. According to the distribution of
the strong earthquakes and the plates boundaries, the world can be divided into
16 districts of strong earthquakes as in Figure 1, where the digits are used to
distinguish different districts, and all the districts are around the circum-Pacific
and Eurasian zones.

The number of strong earthquakes Ms≥7.0 in one district is used as one
feature, there are 16 districts, so there are 16 features for one instance of one

Fig. 1. The divided zones of strong earthquakes in the world
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year. Since some records of the strong earthquakes in the world are not complete,
the instances from 1925 to 2003 are collected as the input, the number of whole
cases is 79. The output is a binary value, which is true if there occur strong
earthquakes Ms≥7.0 in the next year in Chinese mainland, and false, otherwise.
The real output values are collected from 1926 to 2004.

The data set is collected from several earthquake catalogues published by the
government including 1) The Chinese ancient catalogues of strong earthquakes;
2) The Chinese current catalogues of strong earthquakes; 3) The global cata-
logues of strong earthquakes. Detailed information can be found in [1].

3 Computational Methods

The estimation problem of strong earthquakes has been treated by using single
neural networks [1]. Nowadays, ensemble learning is a state of arts technique.
Yet, there are redundant features in the earthquake data sets which will hurt
the performance of learning machines. To remove the irrelevant features for the
individuals of the used ensemble learning method, we propose a novel algorithm
MIFEB (Mutual Information based Feature sElection for Bagging) which uses
the filter feature selection method with the mutual information criteria for bag-
ging of neural networks.

Mutual information describes the statistical dependence of two random fea-
tures. The mutual information between two features R and S can be defined in
terms of the probability distribution of intensities as follows:

I(R : S) =
∑
r∈R

∑
s∈S

p{r, s} lg
p{r, s}
p{r}p{s} , (1)

where p{r, s} is the combined probability distribution of intensities of two fea-
tures R and S. p{r} and p{s} respectively are the individual probability distrib-
ution of intensities of R and S. The mutual information criteria has been widely
used as the filter feature selection model [7].

Algorithm MIFEB
Suppose Tr(x1, x2, · · · , xD, C) is the training set and p is the number of individ-
uals of ensemble.
Tr and p are input into the procedure and ensemble model L is the output.

Step 1. Generate a training subset Trk from Tr by using Bootstrap sampling
algorithm, the size of Trk is three quarters of the size of Tr.

Step 2. Employ the mutual information formula (1) on the training subset Trk

and the target set of Trk to obtain the value vector MI.
Step 3. Rank the vector MI in descending order and sum MI to obtain

SUM(MI).
Step 4. Select all of the first features as the optimal subset, whose total values

should be greater than RMI ∗SUM(MI). RMI is a pre-defined ratio which
is greater than 0 but less than 1.
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Step 5. Generate the optimal training subset Trk−optimal from Trk according
to the optimal features obtained in Step 4.

Step 6. Train the individual modelLk on the optimal training subset Trk−optimal

by using neural networks.
Step 7. Repeat from Step 2 to Step 6 until p models are set up, p is 20 in this

paper.
Step 8. Ensemble the obtained models L by the way of majority voting method.

4 Computational Results

In this section, the novel algorithm of MIFEB will be validated on the UCI data
set, and then applied to the estimation of earthquake situation.

4.1 Experiments on UCI Data Sets

Eight data sets are selected from the UCI machine learning repository [8] and
listed in Table 1, in which the number of instances ranges from hundreds to
thousands and the number of features ranges from 9 to 35. To make them suitable
for our algorithms, the nominal values are changed to be numerical in all data
sets. Then, all the attributes are transformed into the interval of [-1, 1] by an
affine function.

Table 1. The properties of the used UCI data sets

Data set Number of classes Number of features Number of instances
all-hyper 5 29 3772
backup 19 35 683
breast-cancer-W 2 9 699
glass 6 9 214
proc-C 5 13 303
proc-H 2 13 294
soybean-l 19 34 307
statlog-h 2 13 270

The hold out method is used to validate the results. Experiments will be re-
peated fifty times on each data set. In this paper, we use an improved multi-layer
perception neural networks, weight decay based neural networks in Bayesian
frame, which adds a regularized term to the objective function and is insensitive
to the setting of parameters to some degree [9]. The parameters for the neural
networks are the same on all data sets, namely the number of hidden nodes
is 10. The number of individuals for bagging is 20 and The RMI for mutual
information algorithm is 0.9 in our experiment.

Experimental results of the accuracy obtained by the different bagging methods
are shown inTable 2, fromwhichwe can see that themeanaccuracy values obtained
by MIFEB are improved in various degree on different data sets which ranges from
1% to 6%, the average value improved on all the data sets is 3.1 percent. At the
same time, the values of standard deviation are also reduced in some degree.
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Table 2. Statistical prediction accuracy on the UCI data sets

Data set MIFEB Bagging
all-hyper 97.93 ± 0.16 96.76 ± 0.43
backup 91.47 ± 1.62 89.90 ± 2.06
breast-cancer-W 94.01 ± 0.92 91.23 ± 1.71
glass 65.78 ± 4.01 61.75 ± 5.12
proc-C 54.16 ± 2.40 49.93 ± 3.65
proc-H 79.70 ± 2.71 73.89 ± 3.52
soybean-l 84.30 ± 3.38 83.25 ± 3.57
statlog-h 78.98 ± 2.87 74.88 ± 3.87
Average 80.79 ± 2.25 77.69 ± 2.99

4.2 The Earthquake Situation Forecast

For the estimation problem of the strong earthquake situation, to validate
MIFEB, and compare MIFEB with bagging of neural networks and single neural
networks, 4 instances of the last four years are selected out of all 79 instances as
the test sample, the other 75 instances are used as the training sample, where
each instance has 16 features. The parameters for the three algorithms are set
as: the number of hidden nodes is 8, the number of individuals for bagging is 7
and the RMI for mutual information algorithm is 0.9. Computational results on
the test sample by using three different neural networks based learning methods
are shown in Table 3, where the highest level of earthquakes occurred in Chinese
mainland in that year is listed in the 2nd row, the label is determined as in
Section 2 and listed in the 3rd row.

From Table 3, it can be seen that both MIFEB and bagging of neural networks
could obtain 100% accuracy on the four instances, while single neural networks
misclassified one instance.

Since the number of the total instances is small, only 4 are selected as the
test sample, to validate the statistical performance of the three learning meth-
ods, the computation is repeated 20 times, the average estimation accuracy of
MIFEB, bagging of neural networks and single neural networks are 90%, 85%,
and 75% respectively, which shows that MIFEB could build the best model on
the relationship of earthquakes occurred between in Chinese mainland and the
world.

Table 3. Results on the test sample of the earthquake situation data set

Year 2001 2002 2003 2004
Highest Level 8.1 5.9 6.8 6.7
Label 1 0 0 0
Single 1 0 1 0
Bagging 1 0 0 0
MIFEB 1 0 0 0
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5 Conclusions

To improve the estimation accuracy of the strong earthquake situation in Chinese
mainland, a novel algorithm of MIFEB (Mutual Information based Feature sE-
lection for Bagging) is proposed in this paper. Experimental results on UCI data
sets and the earthquake situation data set show that MIFEB obtained better
results than bagging of neural networks and single neural networks did. From the
view of the estimation of earthquake situation, the computational results imply
that there are strong nonlinear relationship between the earthquakes in Chinese
mainland and the world, and this relationship can be modeled by these neural
networks based methods, of which MIFEB is the best method. From the view
of learning methods, the computation results imply that there are redundant
features in the earthquake and other real world data sets, and feature selection
can really improve the accuracy of bagging of neural networks.

Acknowledgement

This work was supported by NSFC (20503015) and SHMEC NSF (05AZ67). The
authors would like to thank the anonymous reviewers for their valuable advices.

References

1. Wang, W., Cao, X., Song, X.: Estimation of the Earthquakes in Chinese Mainland
by Using Artificial Neural Networks (in Chinese). Chinese Journal of Earthquakes
3(21) (2001) 10–14

2. Dietterich, T.: Machine Learning Research: Four Current Directions. The AI Mag-
azine 18 (1998) 97–136

3. Liu, Y., Li, Y., Li, G.Z., Zhang, B., Wu, G.: Constructive Ensemble of RBF Neural
Networks and Its Application to Earthquake Prediction. In: Wang, J., Liao, X., Yi,
Z. (eds): Advances in Neural Networks - ISNN 2005. Lecture Notes on Computer
Science, vol. 3496, Springer-Verlag, (2005) 532–537

4. Breiman, L.: Bagging Predictors. Machine Learning 24 (1996) 123–140
5. Kohavi, R., George, J.H.: Wrappers for Feature Subset Selection. Artificial Intelli-

gence 97 (1997) 273–324
6. Guyon, I., Elisseeff, A.: An Introduction to Variable and Feature Selection. Journal

of Machine Learning Research 3 (2003) 1157–1182
7. Liu, H., Yu, L.: Toward Integrating Feature Selection Algorithms for Classification

and Clustering. IEEE Trans. on Knowledge and Data Engineering 17 (2005) 1–12
8. Blake, C., Keogh, E., Merz, C.J.: UCI Repository of Machine Learning Databases.

Technical Report, Department of Information and Computer Science, University of
California, Irvine, CA (1998) http://www.ics.uci.edu/ mlearn/MLRepository.htm.

9. Foresee, F.D., Hagan, M.T.: Gauss-newton Approximation to Bayesian Regulariza-
tion. In: Proceedings of the 1997 International Joint Conference on Neural Networks.
(1997) 1930–1935



 

J. Wang et al. (Eds.): ISNN 2006, LNCS 3973, pp. 1237 – 1241, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

An Expert System Based on BP Neural Networks  
for Pre-splitting Blasting Design 

Xiaohong Li1, Xinfei Wang1, Yongkang Dong2, Qiang Ge1, and Li Qian1 

1 Key Lab of Ministry of Education for the Exploitation of Southwest Resources  
& the Environmental Disaster Control Engineering, College of Resources  

& Environmental Sciences, Chongqing University, Chongqing 400030, China 
2 North Construction Branch, Chongqing Expressway Co. Ltd,  

Chongqing 400042, China 
xhli@cqu.edu.cn, wangxinfei781231@163.com, yongkd@sohu.com, 

haorenhaoxin@126.com, gogo-1212@163.com 

Abstract. The issue of pre-splitting blasting design is investigated in this paper. 
According to the principle of expert system and neural networks, Visual C++ 
6.0 and SQL Sever 2000 are employed to develop hybrid expert system of pre-
splitting blasting design based on BP neural networks. The proposed expert sys-
tem is a coupling system of engineering database and three-layered BP neural 
networks, which can be applied into cutting excavation of the expressway. The 
experiments show that the system can enhance the reliability of in-site pre-
splitting blasting design scheme, efficiency and quality of construction. 

1   Introduction 

Landform of China’s western region is complex with high and steep mountains. The 
expressway to be constructed must pass through lots of massif, and the quantity of 
cutting excavation is great [1]. Taking optimum pre-splitting blasting design scheme in 
the different geological conditions is a key problem in construction of expressway in 
mountainous area [2]. The main goal of optimization of pre-splitting blasting design 
scheme is to reduce the cost and get the better effect by adjusting parameters and 
method [3]. So far most of the design schemes for pre-splitting blasting are obtained by 
practical experience, thus it restricts the development of pre-splitting blasting tech-
nology and its application in engineering, while the development of computer tech-
nology, artificial intelligent technology, application of expert system and neural  
networks accelerates the development of pre-splitting blasting technology. According 
to the principle of expert system and neural networks, it is feasible to develop hybrid 
expert system of pre-splitting blasting design based on BP neural networks. 

2   Framework of Expert System of Pre-splitting Blasting Design 
(BDES) for Cutting Excavation of Expressway 

An expert system is a computer program that mimics the human reasoning process, 
which relies on logic, belief, rules of thumb, opinion, and experience. Unlike Artifi-
cial Neural Networks, Expert Systems suffer from serious limitations, mainly their 
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hypersensitivity to incomplete and noisy data. Moreover, some human knowledge 
cannot be expressed explicitly in terms of rules. These and several other limitations 
have stimulated the exploration of Artificial Neural Networks for data modeling. 
Expert Systems work in sequential manner, whereas Artificial Neural Networks are 
parallel data manipulators, and sometimes viewed as a reverse approach to Expert 
Systems. Other differences relate to information processing, connectivity, self-
learning ability, fault tolerance, and relation to neurobiology. In order to capture the 
desirable features of both systems, Expert Systems and Artificial Neural Networks are 
integrated into one hybrid system. [4] 
    The BDES is also a hybrid system, consists of user interface, infer processor, blast-
ing design system, dynamic database, neural network system and engineering data-
base management system, as shown in Fig.1 [1]  

 

Fig. 1. System framework of BDES 

    Medsker has explained the five different hybrid strategies. These are: (1) stand-
alone models; (2) transformational models; (3) loose coupling models;(4) tight-
coupling models; and (5) fully integrated models. [5] The BDES used loose-coupling 
strategy. And BDES communicate through the dynamic database and data files. 

Vassiliou et al. and Jarke and Vassiliou have described four ways to integrate ex-
pert systems and databases: (1) elementary data management within ES; (2) general-
ized data management within ES;(3) loose coupling of ES and existing DBMS; and 
(4) tight coupling of the ES and existing DBMS. [5] The engineering database is linked 
to the BDES by loose coupling. The Engineering database consists of database of 
industrial explosive, database of physical-mechanical properties of rocks, database of 
detonators, database of drilling machines and database of engineering instances.  

The main purpose of BDES is to provide optimized parameters and related infor-
mation to engineer manager and technician, to accumulate the knowledge and  
engineer instances, and to make the management and design scheme of pre-splitting 
blasting more efficiently. 
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3   Neural Network System  

According to the character of pre-splitting blasting design, the typical three-layered 
BP network is selected here. Structure of three-layered BP network is shown in 
Fig.2.[6] 

 

Fig. 2. Structure of three-layered BP network 

    The neural network of BDES is trained by the engineering instance. And so the 
practical experience knowledge is dug out and stored in the network. Accumulations 
of engineering instance enhance accumulation of experience knowledge on pre-
splitting blasting technology.  

4   Engineering Application of BDES 

BDES is used to carry on the field experiment in Qinggangbang Slope of the Yuwan 
Expressway. Under the typical blasting condition (as listed in Table 1) of this slope, 
BDES optimizes the pre-splitting blasting parameters (as shown in Table 2), and 
predicts the blasting result (see, Table 3) under the typical blasting condition and 
the optimized the pre-splitting blasting parameters[1]. 

Table 1. Typical condition of blasting design in Yuwan Expressway 

Time 2003-3-24 
Structure of Rock mass Integrated Structure 
Crack growth degree Light growth degree 
Number of free face 2 
Water-contained situation of Rock mass No water 
Type of Rock Sandstone 
Type of explosive No.2 AN rock explosive 
Type of Drilling Machine YT-20 Drilling Machine 
Geometrical parameters of excavation 10.0×5.0×2.0m3 
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Table 2. Parameters for typical condition of blasting design in Some Freeway 

 Type of blast-holes 
Pre-splitting 
hole 

Cushioning 
hole 

Main blast-
ing hole 

Num. 16 9 36 
Diameter /mm 42 42 42 
Length /m 2.2 2.2 2.2 
Hole space /m 0.61 1.00 1.10 
Row space /m 0.72 0.95 1.05 
Loading quantity /kg 0.25 0.68 0.78 
Loading length /m 0.25 0.68 0.80 
Filling length /m 0.28 0.61 0.72 
Loading destiny /kg·m-1 1.00 1.01 0.97 

Parameters of 
blasting-holes

Uncoupling coefficient 1.68 1.68 1.18 
Minimum delay time between pre-splitting  
hole and cushioning-hole /ms 

75 Detonating 
parameters 

Delay time /ms 30 

Table 3. Blasting effect predictions 

Average degree of fragment /cm 62.25 
Block rate/% 1.87 
Toe rate/% 2.15 
Half holes rating/% 84.32 
Levelness of slope/cm 3.77 
Width of pre-splitting crack /cm 5.04 
Connectivity of pre-splitting crack /% 97.5 

    According to the comparison between calculating results and field experiment 
results, the blasting parameters optimized by BDES is valid.  

5   Conclusions 

The expert system for pre-splitting blasting design has been developed and applied to 
cutting excavation of the expressway. The proposed expert system is a coupling sys-
tem of neural network and engineering database. It is worth noting that engineering 
database of the system should be adjusted in the pre-splitting blasting experiment, and 
the neural network must be trained by the pre-splitting blasting engineer instances of 
the engineering database.  An example has been given to show the validity of the 
developed system.  
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Abstract. A new method for arbitrary 3d-object reconstruction in unknown en-
vironment is proposed in this paper. The implicit surface is reconstructed based 
on radial basis functions network from range scattered data.  For the property of 
locality of radial basis function, the method is fast and robust with respect to 
large data. Furthermore, an adapted K-Means algorithm is used to reduce RBF 
centers for reconstruction. Experiment results show that the presented approach 
is helpful in speed improvement and is a good solution for large data  
reconstruction. 

1   Introduction 

It is long cherished that arbitrary 3D objects can be reconstructed fast and completely 
from scattered point data from calibrated cameras or laser scanner, since Boissonnat 
first addressed in the mid-1980s [1]. Additionally, rapidity and robustness to noises 
are essential to industrial application. But most of the reconstruction systems remain 
in need of several minutes or hours to get a 3D model. 

One solution is to cut the data without a loss in accuracy and object features. Some 
of researchers, such as Carr [2], Beatson [2] and Schall [3], believe that the same 
input data may be able to be approximated to the desired accuracy using significantly 
fewer centers. That means dense laser scanned data can be represented by signifi-
cantly fewer centers than the total number of data points. [4] mentioned curtly that 
surface reconstruction results can be drastically improved if an appropriate prelimi-
nary filtering and denoising method is applied to original scattered data. But there is 
still not a universal and effective method to reduce the centers now. 

In this paper, we propose a fast method in which an adapted K-Means algorithm is 
used to reduce the number of reconstruction centers. Furthermore, the RBF neural 
network is brought into the 3D reconstruction field.  
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2   Reconstructing Surface with RBF Network 

There are two main approaches to reconstruct surfaces from 3D scattered data. One 
is Delaunay-based method, which involves the computation of a Delaunay complex 
or of dual structures using the scattered data. But a drawback is geometry method 
can not deal with noisy and under-sampled data. Some researchers [5, 6] now focus 
on this area. The other is volumetric method, which approximates the scattered data 
by a scalar function [7, 8]. Partition of Unity (PU) [9] and Moving Least Squares 
(MLS) are much popular methods now. For the sake of industrial application where 
noises are unavoidable, we use PU+RBF network reconstruction method based on 
the latter. 

2.1   Surface Representation 

In general, surfaces can be expressed in discrete, implicit, or explicit form [10]. Dis-
crete form, such as a collection of polygons and sampled points, can approximate 
smooth surfaces, but is verbose and has fixed resolution. Let 2:f U R R⊂ → .The 

explicit form of surface is the subset consisting of points 1 2 1 2( , , ( , ))x x f x x  

for 1 2( , )x x U∈  an open subset of 2R .The implicit surface in 3R is expressed 

as 3: | ( , , )f R R f x y z constant→ = . As a general rule, the constant is equal to zero. 

Moreover, complicated editing operations are easy to do on implicit surface, such as 
union, difference and intersection. Implicit form is usually adopted for surface recon-
struction now [11] [12]. Our aim is to model the whole object with a single implicit 
function which is continuous and differentiable. 

2.2   RBF Network 

The implicit surface S is defined by a zero level set of radial basis functions net-
work ( )F x , which is greater than zero outside the surface and less than zero inside the 

surface. It is expressed in the following form: 

1

( ) ( , , ) ( )
n

i i i k
i

F x w X c r P xφ
=

= + . (1) 

Where ( )xφ  is a basis function, ( , , )X x y z=  is the input vector, ic  and ir  are the 

centers and radii of the basis, ( )kP x is a degree k polynomial for affine transform, n  

is the number of centers and iw  are unknown weight coefficients to be determined.         

The interpolant will be chosen from (2) 3( )BL R , the Beppo-Levi space of distribu-

tions on 3R  with square integrable second derivatives. So iω  must satisfy the or-

thogonality condition, 

1 1 1 1

0
n n n n

i i i i i i i
i i i i

x y zω ω ω ω
= = = =

= = = = . (2) 
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So we can easily regard the form as summing a collection of weighted radial basis 
functions. The RBF network model of the surface is shown in Fig. 1.  

n

1

 

Fig. 1. RBF neural network model of implicit surface function 

The first layer is composed of input nodes, whose number is the number of interpo-
lation centers; the hidden node is nonlinear radial basis function; the output layer is a 
single linear weighted sum of the output of hidden node. 

The basis function can be not only non-compactly supported functions, such as the 
thin-plate spline 2( ) log( )r r rφ = , the Gaussian 2exp( )r crφ = −( ) , the multiquadric 

2 2( )r r cφ = +  and harmonic spline 3( )r rφ =  [2], but also can be compact supported 

functions proposed by Wendland, Wu or Buhmann. We select the triharmonic spline 
as the basis function in our study. 

To accelerate the training and converging speed of RBF network for complex ob-
jects, we use PU method to divide the global data set into several smaller overlapping 
subdomains and SVD approach to solve equations together. We can only use SVD 
method to obtain the network weights quickly in some small subdomains.  

3   K-Means Algorithm for RBF Center Reduction 

For construction from large scanned data, it is in great need of centers reduction. We 
adapt the K-Means algorithm to reduce the number of centers, which is described in 
details below. 

3.1   K-Means Algorithm 

K-Means is a classical algorithm for clustering [13]. But it doesn’t completely suit 
RBF reconstruction since the centriod condition points may not locate on the surface. 
Therefore, we adapt the K-Means algorithm of RBF network for reconstruction.   
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3.2   Adapted K-Means Algorithm  

Let fix the notation in common use: 1{ }l
i iD x == be a data set with 3

ix R∈ , 

1{ }K
k kW w ==  with 3

kw R∈  be a clustered set, and K l<< . The Voronoi region kR of 

the clustered center kw  is the set of all vectors in 3R  for which kw  is the closest 

vector. The Voronoi set kV  of the clustered center kw  is the set of all vectors in D . 

 3

1
{ | arg min }k j

j K
R x R k x x

=
= ∈ = − . 

 
1

{ | arg min }k i i j
j K

V x D k x x
=

= ∈ = − . 

The adapted K-Means algorithm can be stated as fellows: 

− Step1: Initialize the clustered set W with k  clustered centers. Instead of randomly 
selecting, we keep the distance between initial centers greater than L . Results 
show that the distribution quality of clustered centers is improved greatly. 

− Step 2:  Compute the Voronoi set kV  of each center kw . 

− Step 3:  Move each center to the mean of kV . 

− Step 4: Return the centers kw  if no vector is changed in step 3. Otherwise, go to 

step 2. 

− Step5: Select the vector x D∈  as the clustered center, where x  is nearest to kw . 

This can ensure the computed cluster centers all on the surfaces. 

4   Results 

Fig.2 shows the duck reconstruction from 302 scattered points in comparison between 
only in RBF method and in the adapted K-Means RBF method. The left picture is the 
302 centers (top row) and clustered 178 centers (bottom row) used in reconstruction 
from 302 scattered points; the middle one is the reconstruction from 302 centers only 
in the RBF network method; the right is from clustered 178 centers in the adapted K-
Means RBF method. 

Fig.3 shows the reconstruction of sculpture and squirrel models from scattered 
points in two methods based on RBF network. The top left sculpture model is con-
structed from scattered 25,382 centers while the top right is constructed from clus-
tered 15,139 centers in the adapted K-Means RBF method from the same input data; 
the bottom left squirrel model is reconstructed from scattered 40,627 centers while the 
bottom right is constructed only from clustered 20,234 points in the adapted K-Means 
RBF method. Results demonstrate that the adapted K-Means RBF network method 
can reconstruct not only the complex objects, but also preserve the details well.  

Objects are usually composed by simple shapes in industrial field, such as sphere, 
torus and cube. The reconstruction results show that the number of reconstructing 
centers can reduce fewer than half and the models are identical with the sampled 
objects in the adapted K-Means RBF network method. 
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Fig. 2. The duck reconstruction in RBF method and the adapted K-Means RBF method 

 

Fig. 3. Sculpture and squirrel construction in RBF and the adapted K-Means RBF method 

5   Conclusions 

Our reconstruction method provides us a simple and robust method to create 3D mod-
els. Moreover, we propose an adapted K-Means RBF algorithm for subdomains to 
reduce the interpolation centers, in contrast to the conventional RBF reconstruction 
methods, where all data are selected as centers so that the speed can not satisfy the 
rapidity requirement in industry. Experimental results show that our method reduces  
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the quantity of centers greatly and saves time substantially without loss of reconstruc-
tion precision. For the real-time purpose, we will focus more on the probability distri-
bution of the data to reduce centers while preserving the geometry details well in the 
future work.  
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Abstract. The models of dual modality densitometry were developed. It can be 
used for measuring the gas volume fraction and water volume fraction in oil 
water gas pipe flow. The models are complex. In order to solve models, it often 
uses simplified models. This reduces measurement precision. The method of 
measuring gas and water volume fraction using neural networks was presented. 
The simulation data was gotten using Geant4. The radial basis function net-
works were trained and tested on computer simulation data. The results show 
that networks predicted gas volume fraction fit true gas fraction well and water 
volume fraction has some deviations. 

1   Introduction 

It is important for petroleum industries to measure gas volume fraction (GVF) and 
water volume fraction (WVF) in pipe flow. Many methods can be used to measure 
GVF and WVF, such as capacitance, microwave and gamma radiation etc[1]. The 
gamma ray has higher measuring precision for it can not be affected by the oil packed 
in water or water packed in oil. The dual-energy gamma densitometry and dual mo-
dality densitometry (DMD) are two main methods. The dual-energy desitometry[2] is 
easily modelled and can be used to calculate GVF and WVF directly from models, but 
it is difficult to select a suitable dual-energy source. The principle of dual modality 
densitometry is to detect the transmitted and scattered radiation intensities, but model-
ling of scattered radiation is far more complex. In general, it adopts a simplified 
model that leads to lower precision. The methods to predict GVF and WVF using 
neural networks were presented, which saves the trouble of solving models. 

2   The Principle of Dual Modality Densitometry 

The measurement GVF and WVF using DMD has been studied by many researchers. 
Tjugum S. A. and Johansen G. A. in their paper[3] have developed a simplified model 
and multipile voxel model for scattered radiation. Figure 1 gives a simplified  
measurement geometry. 
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Fig. 1. A simplified measurement geometry 

In figure 1, the gamma source is 241Am. The diameter of pipe is d. The solid angle 
which the scattered detector is to the scattered target is . The average width of scat-
tered target is d1. The distance from the center of scattered target to scattered detector 
is d2. The distance from the center of scattered target to the window of gamma source 
is d0. The fluid in pipe is the mixture of oil, water and gas and the GVF is . Accord-
ing to the theory of gamma ray attenuation, the intensities detected by the transmitted 
detector and the scattered detector are 

(1 )
0

d
tI I e µ αε − −=  (1) 

'
01 2(1 )(1 ) (1 )

0

( )
(1 )

4
dd d

sI I e e eµ αµ α µ ασµθε
π µ

− −− − − −Ω= −  (2) 

where I0 is the intensity of incident radiation,  is efficiency factor of detectors,  and 
’ are the linear attenuation coefficients of the mixture flow at the energy of incident 

and scattered radiation respectively. The radiation energy is reduced in the Compton 
scattering process, and the attenuation coefficient of scattered radiation is thus higher. 

( ) is solid angle of the scattered detector to scattered target. Because the linear 
attenuation coefficient of gas is too small, formulae (1) and (2) does not calculate the 
effect of attenuation of gas. 

The generation of scattered radiation from scattered target is 

1(1 )(1 )de µ ασµ
µ

− −−  (3) 

Where  is the linear attenuation coefficient of Compton scattering. The attenuation 
of radiation from the source to the scattered target is 

0(1 )
0

dI e µ α− −  (4) 

The attenuation from the scattered target to the scattered detector is  
'

2(1 )de µ α− −  (5) 



1250 C. Jing 

 

It is difficult to calculate GVF and WVF from formulae (1) and (2). The simplified 
model was used to measure GVF and WVF, but these methods enlarge the errors.  

3   Simulation Geometries 

In order to study the measurement GVF and WVF using DMD, the computer simula-
tion models were defined by using Geant4 software[4]. Geant4 is a toolkit for the 
simulation of the passage of particles through matter and was developed by CERN. 
Geant4 simulate particles interaction with matter through Monte Carlo methods. A 
simulation geometry constructed by Geant4 shows in figure 2. 

 
 
 
 
 
 
 
 
 

 

Fig. 2. The simulation geometry constructed by Geant4 

In figure 2, the diameter of pipe is 100mm, the detectors are the 40mm×40mm 
NaI crystal. Oil is cetene (molecular formula, C16H34, density, 0.7733g/cm3) instead of 
crude oil, water’s molecular formula is H2O and density is 1.0g/cm3, gas is methane 
(molecular formula, CH4, density, 0.717mg/cm3) intead of natural gas. The radiation 
source energy is 59.5keV. The numbers of simulation event are 100,000. The flow in 
pipe is the mixture of oil, water and gas by giving the fractional mass of each compo-
nent. The intensities of transmitted radiation and scattered radiation decayed by dif-
ferent mixture matter were recorded by Geant4. The simulation data was used to train 
and test the radial basis function neural networks. 

4   Neural Networks and Results Analyse 

It has been demonstrated that a neural network can approach any nonlinear function 
based on inputs and outputs. It can be applied to the recognition and function ap-
proximation of a wide range of situation, pattern and individual features of different 
systems. Bishop and James[5] have shown that it is possible to determine oil, water 
and gas fraction in multiphase pipelines using neural networks based on dual-energy 
densitometry. The aim of this study was to apply the technique to determine GVF and 
WVF in mixture flow using DMD. 

The back-propagation (BP) neural network is the most widely applied neural  
network technique. In general, the BP neural network encounters local minimum, 
slow convergence speed and convergence instability. The radial basis function neural 

Source 

Transmitted Detector Scattered Detector 

Oil/Water/Gas Mixture Flow 
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network (RBF) is similar to the BP. It can be trained very quickly because the algo-
rithm uses a fixed Gaussian function. In this paper RBF neural network was used. A 
RBF neural network architecture used for predicting GVF and WVF is shown in fig-
ure 3. The input layer consists of two neurons which are the intensities of transmitted 
and scattered radiation. The output layer is also two neurons predicting GVF and 
WVF. The hidden layer nodes are called RBF units, determined by a parameter vector 
called center and a scalar called width. The Gaussian density function is used in the 
hidden layer as an activation function. The overall input-output mapping is as follows: 

2 2
0

1

exp( / )
h

i ji j j
j

y w w β
=

= + − −X C  (6) 

where X is the input vector, Cj is the jth center of RBF unit in the hidden layer, h is the 
number of RBF units, wo and wji are the bias term and the weight between the hidden 
and output layers respectively, and yi is the ith output in the m dimensional space. 
Once the centers of BRF units are established, the width of the ith center in the hidden 
layer is calculated by (7). 

1/ 2

1 1

1
( )

h n

i ki kj
j k

c c
h

β
= =

= −  (7) 

where cki and ckj are the kth value of the center of ith and jth RBF units. 
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Fig. 3. A architecture of a RBF neural network 

The training set and test set were gotten by computer simulation. Figures 4 and 5 are 
the comparison of the predicting GVF to true GVF and the predicting WVF to true 
WVF. From figures 4 and 5 it can be seen that the predicting GVF fit true GVF well and 
the predicting WVF has some errors to true WVF. The reasons are the linear attenuation 
coefficient of gas is small, when GVF changes, the detected transmitted and scattered 
radiation intensities change obviously. The water linear attenuation coefficient is close 
to oil, the features that WVF changes are not obvious. Table 1 is statistical results in the 
course of trying to predict GVF and WVF. Although the errors between true WVF and 
the predicting WVF emerge, the mean square error (MSE) is lower. 
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Fig. 4. The comparison of the predicting GVF to true GVF 
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Fig. 5. The comparison of the predicting WVF to true WVF 

Table 1. The statistical results of predicting GVF and WVF 

Performance� WVF GVF 
MSE� 0.001850085� 0.000130955�
Min Abs Error� 0.000539245� 0.001850492�
Max Abs Error� 0.071016457� 0.019572849�

5   Conclusions 

The models of DMD are complex. In order to calculate WVF and GVF in mixture 
fluid using DMD, the soft-sensing method based on RBF neural networks was pre-
sented. The simulation geometries were constructed by using Geant4. The RBF  
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networks were trained and test on similation data. The predicting results show that 
GVF is accurate close to true GVF and WVF has some errors. The overall MSE is 
lower. 
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Abstract. An application based on BP neural network is conducted on
evaluating the state of metal loss in gas conducting pipelines. We employ
network to quantify the defects of metal loss in outer pipe spool according
to the wm, lm and hm of MFL (magnetic flux leakage), which are the
width, length and depth of the area of abnormal magnetic data. After
quantifying, we obtain w, l and d, which are deemed to the width, length
and depth of the defect. The data to train our networks are developed
from MFL data which are picked by Pipe Pig moving in service pipe
with a constant velocity parallel to pipe axis.

1 Classification of Defects in Pipelines

The most frequent cause of deterioration in pipeline integrity is loss of metal from
the pipe wall due to corrosion or mechanical damage. Whether due to the former
or latter, the level of MFL near where the metal loss will be higher than ordinary.
This is a conclusion drawn from theoretical analysis[1], and experiments support
this opinion strongly[2].

Box is the smallest rectangle encapsulating the area of deterioration. The
edges of the box should be parallel or perpendicular to the axis of pipe. l is the
length of box edges which are parallel to axis. w is the length of box edges which
are perpendicular to axis. dis the depth of metal loss, namely the maximum
value of a deterioration below ordinary plane without metal loss.

As show in Fig.1, the defect on the curved face of pipe spool can be deemed
to be on a plane, since the diameter of the pipe is much larger than its thickness.
And we can draw a box as defined above. Conventionally, metal loss is divided
into 7 types according to their geometrical length (l) and width (w). The defects
are never beyond the seven types (Table 1 and Fig.2).

1.1 Magnetic Flux Leakage (MFL) Technology in Metal Loss
Inspection

To decide to which kind certain defect belongs, w and l of box is necessary. But
in reality, these data can’t be obtained easily because pipes are usually buried
deep in earth. The most usually used method to detect pipes is MFL technology.

J. Wang et al. (Eds.): ISNN 2006, LNCS 3973, pp. 1254–1260, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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Fig. 1. Defect and its box on outer spool wall
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Fig. 2. Conventional classification of defects according to their box’s length and width
(horizontal axis indicates defect length in a coordinate plane and vertical width)

Table 1. Conventional classification of defects according to their box’s length and
width. A is the thickness of spool wall.

Defect type Criterion

General w ≥ 3A and l ≥ 3A
Pitting (A ≤ w < 6A and A ≤ l < 6A and 0.5 < l

w
< 2)

and not (w > 3A and l > 3A)
Axial grooving A ≤ w < 3A and l

w
≥ 2

Circumferential Grooving l
w

≤ 0.5 and A < l < 3A
Pinhole 0 < w < A and 0 < l < A
Axial slotting 0 < w < A and l ≥ A
Circumferential slotting w ≥ A and 0 < l < A
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Fig. 3. MFL data of one channel

Fig. 4. MFL data map of channels

The MFL data are collected by Pipe Pig. Pipe Pig is a machine like capsule
equipped with 400 (maybe larger or smaller according to the diameter of pipe)
combinations of stimulator and sensor. These combinations are uniform-spaced
on a circle, which is just smaller than the circle of pipe wall. So when the Pig
moves in pipe, we can accept a spool of data. The data picked up by a sensor is
called a channel (Fig 3), and the data of many channels can form a map of lines
(Fig 4). Certainly, these lines are almost uniform where the pipe wall is perfect
and are curved where defects.

1.2 Traditional Method of Obtaining Defects’ Length, Width and
Depth

Magnetic field data of a defect can be seen as a raised face. So the part above
ordinary level is a swell. We can draw a smallest 3-D box enclose the swell, and
the box’s length (lm) is along the channel, the width (wm) is perpendicular to
the channel and in the plane of channels, and the height (hm) is perpendicular
to the plane of the channels.
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Since the raised face of MFL data is caused by metal loss in certain box of
area, wm, lm and hm should be functions of w, l and d, their relationship can
be shown as wm = Wm(w, l, d),

lm = Lm(w, l, d),
hm = Hm(w, l, d).

(1)

But we aim to inference the formula such as below
w = W (wm, lm, hm),
l = L(wm, lm, dm),
d = D(wm, lm, dm).

(2)

The functions L(.), W (.) and D(.) should be determined. Traditional methods
are either based on analysis according to physical theorem or based on experi-
ences. Employing physical theorem and numerical analysis, experts obtained
nonlinear relations (for the reason of commercial, the detail of the relation be-
tween geometric and magnetic data I s neglected).

2 Using Neural Network to Evaluate the Defects

2.1 Construction of Network

We adopt BP network to build the relationship between wm, lm, hm and w, l, d.
In the BP network, the amount of nodes in both input layer and output layer
are 3. The input vector is (wm, lm, hm)T and output vector (w, l, d)T .

The hidden layer has 6 tan-sigmoid neurons whose transfer function is f(x) =
2

1+e−2x −1. And the output lay has 3 pure linear function neurons whose transfer
function is g(x) = x.

Let n be the number of input neuron, and m hidden neuron. [wji]m×n links
input and hidden neuron. (θi)m is offset of hidden layer. The weight between
hidden and output neuron is (uj)m, and r is output neuron’s offset. Equations
3 to 9 [3] [5] show the steps to train BP network.

Calculate inputs of hidden neuron

ajk =
n∑

i=1

wjixik − θj . (3)

(i = 1, 2, ..., n, j = 1, 2, ...,m, and the same in formulas below)
Calculate output of hidden neuron

bjk = f(ak). (4)

Calculate input of output neuron

ck =
m∑

j=1

ujbk − rk. (5)
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Calculate output of output neuron

yk = g(ck). (6)

Correction term of weight links hidden and output neuron{
δk = (yk − yk)f(ck),
∆ujk = ηbjkδk.

(7)

Correction term of weight links input and hidden neuron{
δjk = f(ak)

∑m
j=1 ujδk,

∆wji = ηδjkxki.
(8)

Update weight {
w′

ji = wji +∆wji,
u′j = uj +∆uj .

(9)

Before training and calculating, data for input should be normalized. Table 2
shows 8 samples of real data groups. The range of wm, lm, w, l is [0, 250], hm

[0, 180], and d [0, A]. A is the thickness of pipe, here A equals to 15. We linearly
map these data to ŵm, l̂m, ĥm and ŵ, l̂, d̂ which are in the range of [0, 1]

Table 2. Conventional classification of defects according to their box’s length and
width. A is the thickness of spool wall.

wm(mm) lm(mm) hm(Gauss) w(mm) l(mm) d(Gauss)

12.5 11.3 50.30 10.0 10.4 3.92
20.2 11.5 70.78 16.0 8.20 4.93
22.7 35.4 72.43 16.5 32.6 5.21
19.3 50.3 97.33 18.1 47.5 7.97
78.5 30.0 73.22 75.3 26.5 5.43
35.3 53.7 96.09 30.1 49.1 8.43
120 42.5 120.3 109 40.2 10.3
210 123 132.3 198 118 12.4

Table 3. The data in Table 2 is normalized to the range of [0, 1] linearly, and the units
are inconsequential

wm lm hm w l d

0.0500 0.0452 0.2794 0.0400 0.0416 0.2613
0.0808 0.0460 0.3932 0.0640 0.0328 0.3287
0.0908 0.1416 0.4024 0.0660 0.1304 0.3473
0.0772 0.2012 0.5407 0.0724 0.1900 0.5313
0.3140 0.1200 0.4068 0.3012 0.1060 0.3620
0.1412 0.2148 0.5338 0.1204 0.1964 0.5620
0.4800 0.1700 0.6683 0.4360 0.1608 0.6867
0.8400 0.4920 0.7350 0.7920 0.4720 0.8267
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Table 4. Columns whose head followed by (A) is defects’ actual size,followed by (N)
is size obtained by BP network, and followed by (F) is size obtained by traditional
formula

w(A) l(A) d(A) w(N) l(N) d(A) w(F ) l(F ) d(F )

102 212 1.34 103 215 2.3 113 213 2.5
242 120 4.53 250 122 5.2 264 130 7.3
230 23.3 12.5 234 24.2 13.2 242 26.6 18.3
21.4 123 14.7 22.5 124 14.6 21.5 128 16.4
12.3 23.3 7.35 12.5 24.5 7.93 12.5 23.3 7.63
12.3 54.5 9.44 11.3 55.5 10.2 12.5 5.1 9.37
31.1 11.3 1.31 32.2 11.9 1.42 31.5 10.9 1.32
1.41 123 13.3 1.41 125 13.6 1.11 159 31.3

(Table 3). Certainly, the data output by network should be mapped back to
their original ranges.

We train the BP network by 160 data groups, the training goal is 0.001 and
epoch is 2000.

2.2 Test

Use the data group other than the 160 data groups above to test the network.
Compare to traditional method of evaluation of metal loss in pipe wall, BP

neural network is better for very large and very small defects. These also happen
when the defect is long and narrow.

3 Conclusion

The mechanics in evaluation of defect on metal gas conducting pipe is not ex-
act, so employing formula to present the relation between defect and MFL is
inaccuracy and fussy. Neural network can build the relation ignoring physical
theorem. Given enough training data, the network can output famous result.
The deficiency of network lies in its dependence on training data. Its accuracy
can hold only in the range of training data.

Acknowledgement

This work is supported by National Science Foundation 90410019.

References

1. Huebener, R.P.: Magnetic Flux Structures in Superconductors. Springer-Verlag,
Berlin Heidelberg New York (1979) 315–333

2. Lukyanets, S., Snarskii, A., Shamonin, M., Bakaev, V.: Calculation of Magnetic
Leakage Field from a Surface Defect in a Linear Ferromagnetic Material: An Analyti-
cal Approach. NDT and E International. 36 (2003) 51–55



1260 W. Zhang, J.-T. Guo, and S.-L. Huang

3. Hecht-Nielson, R.: Theory of the Back-Propagation Neural Network. IJCNN. (1989)
583–604

4. Zhang, G.P.: Neural Networks for Classification: A Survey. IEEE Transac-tions
on Systems, Man, and Cybernetics-Part C: Applications and Reviews. 30 (2000)
451–462

5. Branch, D.W., Wheeler, B.C., Brewer, G.J., Leckband, D.E.: Long-term Stability
of Microstamped Substrates of Polylysine and Grafted Polyethylene Glycol in Cell
Culture Condition. Biomaterials. J. 22 (2001) 1035–1047



 

J. Wang et al. (Eds.): ISNN 2006, LNCS 3973, pp. 1261 – 1269, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

Soft Sensor Using PNN Model and Rule Base  
for Wastewater Treatment Plant 

Yejin Kim1, Hyeon Bae2, Kyungmin Poo3, Jongrack Kim1, Taesup Moon1,  
Sungshin Kim2, and Changwon Kim1 

1 Department of Environmental Engineering, Pusan National University 
San 30, Jangjun-Dong, Kumjung-Gu, Busan, 609-735, Korea 
{yjkim, cwkim, jong93, tsmoon}@pusan.ac.kr 

2 School of Electrical & Computer Engineering, Pusan National University 
San 30, Jangjun-Dong, Kumjung-Gu, Busan, 609-735, Korea 

{baehyeon, sskim}@pusan.ac.kr 
3 Water Environment & Remediation Center, Korea Institute of Science and Technology 

39-1, Hawolkokdong, Seongbukku, Seoul, 136-791, Korea 
kmboo@kist.re.kr 

Abstract. The biological wastewater treatment plant, which uses microbial 
community to remove organic matter and nutrients in wastewater, is known as 
its nonlinear behavior and uncertainty to operate. In spite of strong needs of 
automatic monitoring of nutrients, it is thought that tremendous expense may be 
required to install equipments related with remote control system, especially 
on-line sensors for monitoring organic and nutrient concentrations in the treat-
ment processes. In this research, as a cost-effective tool for replacing expensive 
on-line sensor, PNN(Polynomial Neural Network) models were developed to 
estimate the NOx-N and ammonia concentrations by only using on-line values 
of ORP, DO and pH at the wastewater treatment plant. Developed PNN model 
could estimate the NOx-N and ammonia profile well. However, the error was 
increased at the first anoxic period of the first sub-cycle and NOx-N accumula-
tion was occurred at the sub-cycle. To deal with those errors, the rule-base-
compensator was developed based on operational knowledge.  

1   Introduction 

The biological wastewater treatment plant, which uses microbial community to re-
move organic matter and nutrients in wastewater, is known as its nonlinear behavior 
and uncertainty to operate. Therefore, operation of the biological wastewater treat-
ment process much depends on observation and knowledge of operators. Recently, 
small-scale sewage treatment plants (SSTPs) have been gradually focused because 
large-scale wastewater treatment plants were mostly constructed and operated in Ko-
rea. Nearly 330 SSTPs may be constructed in those areas in the near future and they 
should be incorporated by unmanned remote management system. It is thought that 
tremendous expense may be required to install equipments related with remote control 
system, especially on-line sensors for monitoring organic and nutrient concentrations 
in the treatment processes. The minimum numbers of sensors are recommended to 
reduce initial investment and management cost.  
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Therefore, many researches have worked on developing cheaper alternative sensors 
to replace the expensive on-line nutrient sensors for wastewater treatment plants.   
Lee et al. [1] used artificial neural network to develop the soft sensor. However, this 
sensor required too many input variables such as ORP(t), pH(t), DO(t), ORP(t-30), 
pH(t-30) and so on, which made the model structure and input data processing much 
complicated. They also used two models applied for separately anoxic and aerobic 
period. The model structure was so complicated that it was difficult to modify the 
model. As other important research results, there were some cases of developing soft 
sensor to predict some variables which takes long time to measure manually [2][4]. 
However, they used input variables as influent measurements which also take some 
hours to measure. Therefore, the fast sensing of target output variables were difficult. 
As other cases, there was some cases of using on-line sensor measurements to detect 
target variables [3][5]. Their soft sensors were made by artificial neural network 
(ANN) and each variable had each ANN model. However, more models make more 
variables to be set and modified.  

 In this research, as a cost-effective tool for replacing expensive on-line sensor, the 
soft sensor was developed to calculate NOx-N and ammonia concentrations which 
were the key variables in the wastewater treatment process. This on-line soft sensor 
was made using on-line values of ORP, DO and pH obtained from conventional sen-
sors. Sequencing batch reactor (SBR) that was considered as the suitable and flexible 
process for SSTP was selected as a target treatment process. The polynomial neural 
network (PNN) [6] was applied to make soft sensor. PNN could filter unimportant 
input variables during training procedure that could prevent over-training. Also it had 
relatively simple structure that could be easily programmed and updated. In addition, 
the errors between model estimation results and real measured data could be reduced 
using the rule-base-compensator representing human operator’s knowledge. This 
could significantly improve the soft sensor’s performance.  

2   Methods 

2.1   Polynomial Neural Network  

PNN based on the GMDH algorithm is a useful method to model the system from 
many observed data and input variables. It is widely employed for the modeling of 
dynamic systems, prediction, and artificial intelligent control because of the advan-
tages in data handling. Fig. 1 shows the model of four input variables and the outputs 
of node13 and node15 are represented as follows: 
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where yij is the jth node of ith layer. The final output z is represented by the polyno-
mial equation of y13 and y15 as 
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The least square estimator (LSE) is applied for estimating the parameters at an each 
node to minimize an objective function. If there is m number of data, the output equa-
tions at each node are formed as follows: 
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(3) 

where x0=1, yij=Φω, and yij is the jth node of ith layer.  
Statistical learning networks have no loops. Therefore the network is a tree of  

interconnected functions that implements a single input/output function. In the litera-
ture, there are described several composition schemes for network functions and  
corresponding estimation algorithms [6]. The parameters are estimated by  
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All of parameters are estimated in this step and then the polynomial equation is 
completely determined for the node’s output in each layer. 

 
Input Selection. In Fig. 1, DPNN has 4 input variables and one output variable and 
nodes are 6 at the first layer that are determined by the combination 4C2 because two 
input variables are connected into each node. Among the 6 nodes, three nodes are 
selected based on a performance indicator. The selected three nodes are used for the 
next layer inputs. The number of nodes at the second layer is three that are con-
structed by the combination 3C2. At the final layer, the best performance node is 
selected from three nodes of the output layer. Finally, the selected nodes determine 
the best model. In Fig. 3, node13 and node15 at the first layer, and node23 at the 
second layer are selected for the final model. Therefore, the best inputs are chosen as 
x1, x2, and x4. The output of node13 is composed with the coefficient and variable  
matrix as follows: 
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The variable x4 is commonly selected at the node13 and node15. Therefore, x4 is 
considered as the important variable for the performance.  

2.2   Target Treatment Plant and Data Collection 

Target plant was pilot-scale SBR working volume of 60 L equipped with on-line pH, 
DO, ORP sensors. The control panel for blower and mixer manipulation also was 
installed. Measured values obtained from sensors were stored every 30 seconds. 
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Fig. 1. Selection variable for the best performance 

NH4
+-N and NOx-N were analyzed with Auto Analyzer 3 (Bran+Luebbe) after filter-

ing with 0.45 µm filter. MLVSS concentration was maintained about 7000 mg/L and 
temperature was controlled as 30. The ammonia loading rate was manipulated as 
0.175, 0.25 and 0.4 kgNH4

+-N/m3 with C/N ratio of 3. Fig. 2 shows that operation 
data at the ammonia loading rate of 0.175 kg/m3-day with C/N ratio of 3. The NOx-N 
concentration was gradually accumulated every sub-cycle until addition of external 
carbon, suggesting that denitrification was limited by the lack of carbon source. The 
denitrification capacity in each sub-cycle was maintained constant and the profiles of 
ORP, pH, and DO showed similar pattern. 

 

Fig. 2. Operation data at ammonia loading rate of 0.175 kg NH4+-N /m3-day (C/N ratio 3) 

2.3   Model Development for Soft Sensor 

Poo [8] found that the DO-lag-time that was defined as the required time for the  
DO level to reach 3 mg/L had proportional relationship with influent loading rate. Bae 
et al. [9] developed the N-fuzzy-inference-system for evaluating ammonia loading  
rate based on the DO-lag-time. Prior to application of the PNN model, the classifica-
tion of loading rate was performed using the N-fuzzy-inference-system. Our research 
concentrated on NOx-N and ammonia estimation with PNN model and the rule-base-
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compensator as inner area of bold line in Fig. 3. The training data set for PNN model 
was the first and second sub-cycle data at each experimental condition. The anoxic 
period among the first sub-cycle was not used for training because of absence of 
NOx-N. 

 

Fig. 3. Schematic diagram of soft sensor 

3   Results and Discussion 

3.1   PNN Model Development 

Fig. 4 shows the sample structure of NOx-N estimation model developed for ammo-
nia loading rate of 0.4 kg/m3 at C/N ratio 3. Each node had an equation to calculate 
output value. The coefficients of the polynomials were automatically determined via 
the model training procedure.  

 

 
(a) PNN model structure 

 
node11   = -0.7482 + 1.1350* DO(t)  
node12   = 1.2292 + 0.0075* ORP(t) 
node13    = -27.7693 + 3.6693* PH(t) 
 
node21    = - 0.1635 - 1.27*node11  
                  - 0.3023*node12 - 1.1798*node13 + 0.1554* node11

2  - 0.7004* node12
2  

+ 0.0901* node13
2  - 1.0793*node11*node12 - 1.3708*node11*node13  

- 0.4021*node12*node13 - 0.4749*node11*node12*node13  
+ 0.0843* node11

3 - 0.2042* node12
3 

 
NOx-N-N =  0 + 25.6506+ 27.92276* node21 

(b) PNN model equation 

Fig. 4. NOx-N estimation model for ammonia load 0.4kg/m3 with C/N ratio of 3 
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    The results of model application and measurements are shown in Fig. 5. The PNN 
model was used to predict NOx-N concentration at the loading rate of 0.4 and 0.175 
with C/N ratio of 3. However, it could not predict the NOx-N accumulation because 
the ORP, pH and DO patterns as input variables of PNN model were not varied ac-
cording the NOx-N accumulation. To overcome this difficulty a rule-base compensa-
tor was proposed as following section. 

 

  
(a)                       (b) 

Fig. 5. NOx-N estimation results. (a) Load 0.175,  (b) Load 0.4.  

3.2   Development of Rule-Base-Compensator 

Rule 1 : Compensation for no denitrification at first anoxic period 
During the first anoxic period, ORP decreased because of the oxygen depletion. In 
this case, PNN model could not estimate NOx-N concentration. The pattern of ORP, 
DO and pH values were similar to those at other sub-cycle in Fig. 3. In order to esti-
mate NOx-N concentration at first anoxic stage, the first rule was used as below. 

 
 IF “state” is “ANO1”, THEN  NOx-N(t)=NOx-N_last_fin 

 
NOx-N_last_fin =  The final effluent concentration of NOx-N at the last 

cycle. 
     ANO1     =  The first anoxic stage of 1st sub-cycle 
 

Rule 2 : Compensation for NOx-N accumulation at each sub-cycle 
The second rule was the compensation for NOx-N accumulation at C/N ratio of 3 
caused by the lack of carbon source in influent. The NOx-N concentration increased 
with sub-cycle repetition. Poo [8] presented that the minimum ORP value was higher 
than -300 mV when denitrification was not completed.  Based on this operating 
knowledge, following rule was suggested. 
 

IF ORPANO_MIN > -300mV, THEN NOx-N(t)=NOx-N_last+NOx-N(t_pnn) 

NOx-N_last = estimated NOx-N concentration at the last of previous sub-
cycle 

NOx-N(t_pnn) = estimated NOx-N concentration at time t by PNN only 
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    Estimated NOx-N and ammonia concentration are compared with measured value 
in Fig. 6. The rule-base-compensator made the model produce reliable estimation 
results during NOx-N accumulation. The RMSE (Root Mean Square Error) of each 
case are listed at Table 1. It should be noted that the RMSE was decreased signifi-
cantly about 0.5 ~ 15 times by incorporating the rule-base-compensator. Relatively 
high RMSE were presented at ammonia estimation model. However, the model could 
estimate well the pattern of ammonia profile as shown in Fig. 6. It was said that the 
high RMSE was originated from the time difference between measured and estimated 
data. 

  

(a) Load 0.175, NOx-N           (b) Load 0.175, NH4+-N 

  

(c) Load 0.25, NOx-N           (d) Load 0.25, NH4+-N 

  

(e) Load 0.4, NOx-N                        (f) Load 0.4, NH4+-N 

Fig. 6. Measured and estimated concentration of NOx-N and ammonia 
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Table 1. RMSE of the soft sensor estimation results 

Loading rate[ kg NH4
+-N/m3] 

Output var. Model 
0.175 0.25 0.4 

PNN only 19.131 10.661 15.649 
NOx-N 

PNN + Rule 8.433 5.254 1.231 

NH4+-N PNN only 9.184 2.543 11.222 

4   Conclusions 

The soft sensor based on PNN model which can estimate NOx-N and ammonia con-
centration in SBR was developed in this research. Developed PNN model could esti-
mate the NOx-N and ammonia profile well. However, the error was increased at the 
first anoxic period of the first sub-cycle and NOx-N accumulation was occurred at 
sub-cycle. Therefore, the rule-base-compensator was developed to solve these prob-
lems based on operational knowledge. The incorporation of the rule-base-
compensator strengthened the PNN model accuracy that the developed model could 
estimate both of NOx-N and ammonia at the operating condition of various influent 
loading rates and C/N ratios. It was concluded that developed PNN model with the 
rule –base-compensator could be an alternative for nutrients sensor.  
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Abstract. Expertise acquisition is always the obstacle and bottleneck in the de-
velopment of intelligent design system. In order to generalize and accumulate 
the expertise and experience of simulation analysis and experiments, the intelli-
gent design system of sugarcane harvester is introduced. In the intelligent  
system of sugarcane harvester, the neural network is applied to overcome the 
difficulty of knowledge acquisition (KA). In this study, the application of neural 
network in the system is illustrated, including data predisposal, generation and 
management of the knowledge. An example is given to explain the application 
as well. The research shows using neural network can simplify the procedure of 
knowledge acquisition. It can also evaluate and forecast the performance of 
sugarcane harvester in design phrase. And it is beneficial to enhance the devel-
opment success rate of the digital product and to lessen the development cost of 
physical prototype. 

1   Introduction 

In the south of China, many academies and colleges have developed the sugarcane 
harvesters since 1970s or the sugarcane harvesters are introduced from other countries 
to imitate a new one. However, the physical prototypes are still developed with the 
traditional pattern so that the development cost is higher and the development cycle is 
longer. In our studies [1-4], the working mechanisms and the laws of motion of the 
major components, such as the equipments of holding and cutting, the cleaning ele-
ment of sugarcane harvester, are simulated and analyzed with the virtual design 
method and experimental researches. Meanwhile, the design experience is enriched 
through simulations and experiments. In order to make good use of the experience 
and design knowledge, the knowledge base (KB) and the intelligent system are pre-
sented to help the designers to develop the sugarcane harvester effectively.  

With the development of computer technology and artificial intelligence, the expert 
systems, which have the ability of solving problem similar to the experts, are applied 
widely[5,6]. However, its development is limited by KA. The automatic KA methods 
can be divided into machine learning, induction, analogy and artificial neural network 
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[7, 8]. The artificial neural network can improve the capacity and quality of the stored 
knowledge through new samples’ training. Also it can extract the similarities and 
discrepancy among the samples. These make it become one of the focal points of KA. 
Therefore, the intelligent design system of sugarcane harvester is integrated with the 
artificial neural network to build KB. The compatibility and associability of neural 
network are used to acquire and represent the knowledge and the feedforward propa-
gation algorithm is applied to reuse it. So the performance of sugarcane harvester can 
be evaluated and forecasted in the design phase. 

2   Intelligent Design System Structure of Sugarcane Harvester  

In the intelligent design system of sugarcane harvester (Fig.1), the design require-
ments of users are first of all input into the system and mapped into the functions of 
sugarcane harvester. The reasoning system searches for knowledge in KB, matches 
them with the requirements and outputs design plan and major parameter values. 
Second, the structural and parameterized design is carried out on CAD system based 
on the plan and parameter values. And then, the dynamic and kinetic characteristics of 
the parameterized model output from CAD system are simulated and analyzed on 
CAE system. Finally, these characteristics are input into the performance evaluation 
module to evaluate the performance of sugarcane harvester according to the evalua-
tion indexes of KB. If the characteristics can meet the needs of the performance  
requirements, the digital prototype is achieved. Otherwise, it needs to return to the 
upper module or the uppermost module to choose and design the plan of the 
parameterized model once more. 

 

Fig. 1. Structure of the intelligent design system based on neural network 

According to the above phases of the product design, the intelligent design system 
of sugarcane harvester is divided into three modules, that is, the expert system for 
design, the engineering analysis module and the performance evaluation module. In 
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the expert system, the reasoning mechanism searches for knowledge in KB according 
to the performance requirements of product to output the initial design plan of sugar-
cane harvester. The plan is regarded as the bases to guide and assist the structural and 
detailed design later. The engineering analysis module is utilized to analyze the dy-
namic and kinetic characteristics and the performance optimization. The analysis 
results are output in the forms of curve and data. The performance evaluation module 
is integrated with several technologies, such as the artificial neural network, fuzzy 
comprehensive evaluation, to evaluate the cutting performance, the cleaning perform-
ance, and others of sugarcane harvester. These modules are independent as well as 
relative with each other. The expert system provides the engineering analysis module 
with the structural and functional parameters about the performance of design plan. 
Meanwhile, the engineering analysis module services the expert system to test the 
reasonability and reliability of the plan. Based on the above results, the performance 
evaluation module assesses the plan further. This module can accumulate experience 
through the analysis procedure. So the capacity of KB is enriched and the intelligent 
level of the intelligent design system is enhanced. In this paper, it mainly describes 
the application of neural network in KA of the performance evaluation module. 

3   Analysis on Performance Evaluation Module Based on Neural  
Network 

In the intelligent design system of sugarcane harvester, it makes use of the self-
learning ability of neural network to exploit the inherent laws among the data 
achieved from the experiments and simulation analysis to automate the procedure of 
KA. The neural network can be taken as a calling function embedded into the intelli-
gent system to become a tool of KA and the performance evaluation. 

3.1   Data Predisposal and Normalization 

Data predisposal means to select the indexes of the sample data and to build the sam-
ple database. For the convenience of modification, expansion, and visualization, the 
sample data is stored in database. Therefore, data predisposal includes the selections 
of structure and contents of the sample data. Different data indexes reflect different 
performances of sugarcane harvester, so it needs to build different neural network 
evaluation models. The major performance parameters of the whole-stalk sugarcane 
harvester are the proportion of ragged root, the remainder ratio of sugarcane leaf, the 
productivity ratio, and others. 

(1) Index of the proportion of ragged root. The factors affecting the cutting per-
formance are the driving speed of machine, the rotational speed and dip angle of cut-
ting dish, and others. The proportion of ragged root is usually taken as the major 
evaluation index to measure the quality of harvesting. It is judged through the length 
and width of the split, the height of convex fracture and the number of splits on the 
root of sugarcane. Therefore, the performance evaluation model on the proportion of 
ragged root based on neural network can take the driving speed, the rotational speed, 
and the dip angle as its input vectors, and the proportion of ragged root as its output. 
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(2) Index of the remainder ratio of sugarcane leaf. The cleaning equipment of sug-
arcane harvester depends on the rotating cleaning element to strike and rub against the 
sugarcane to strip the leaves away. So the effects on the cleaning element are about 
the reacting force and the stress on the root. These influence directly the remainder 
ratio of sugarcane leaf, the scrape of the sugarcane, and the service life of the element. 
The factors affecting the reacting force and the stress includes material of element, the 
installed spiral angle, the number of rows of element, the installed front angle, and the 
intersection depth between the element and sugarcane. Thus, these factors can be 
regarded as the inputs of neural network, and the reacting force and the stress as the 
outputs to measure the remainder ratio of the cleaning equipment. 

(3) Index of productivity. The productivity is one of the whole performance indexes 
of sugarcane harvester. It is related to the whole links of harvesting sugarcane. In 
general, it is weighed by the indexes of the proportion of ragged root, the ratio of 
holding sugarcane, the remainder ratio of sugarcane leaf, transportation, and so on.  
In the simulation and experiment of sugarcane harvester, the performance testing is 
combined with the orthogonal experiment method. Thus, the training samples of neu-
ral network are composed of the orthogonal experimental data. The experimental 
conditions and results are normalized to make the training of neural network easy to 
be convergent. The transformation pattern is showed as Fig.2. The input vectors come 
from the levels of orthogonal table. And the output vectors are between 0 and 1, 
which are transformed from the fuzzy evaluation results of the experimental results. 

 

Fig. 2. Transformation pattern of data disposal of neural network 

3.2   Modeling of BP Neural Network 

The procedure of KA includes the selection of training samples, the structural pa-
rameter design of neural network, and the training algorithm. The training samples 
used to train the neural network integrated in the system come from the simulation 
and experiments. The neural network is feedforward three-layer network including the 
input, hidden and output layers, whose activation functions are Sigmoid function. The 
improved back propagation (BP) algorithm is applied to train the neural network. 
After the neural network is trained until the error function tends towards stability, the 
knowledge is contributed in the connecting weights. 

3.3   Knowledge Management of Neural Network 

The knowledge of neural network includes the initialization knowledge and training 
knowledge. The initialization knowledge includes the structural parameters of  
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network, such as the number of layers and nodes, and the training samples. The 
knowledge acquired from training neural network is mainly memorized in the con-
necting weights and biases among the nodes of neural network. In order to make use 
of the knowledge effectively, the connecting weights and biases are stored in database 
in the form of data file. In this way, the neural network doesn’t need to be trained 
again when it is used to evaluate the performance. And the system directly calls the 
data stored in database so that the training time of neural network is shortened. How-
ever, the knowledge is stored in the form of the structural parameters of neural  
network, so it can’t be revised arbitrary. The regeneration and maintenance of the 
knowledge can be modified only when the structure and contents of samples or the 
structure of neural network are changed and the neural network is trained again. 

4   Application Example 

In order to achieve automatic KA and performance forecast based on BP neural net-
work, the orthogonal experiments are carried out on the cutting experiment platform 
to obtain training samples. From the orthogonal experiments, the effects of the driving 
speed, the rotational speed, and the dip angle on the length and width of the split, and 
the height of convex fracture can be found out. The orthogonal experiments are con-
ducted by the orthogonal table L25(5

6). And the factors are showed in Table 1. The 
experimental results are in Table 2. The fuzzy comprehensive evaluation method is 
used to evaluate the proportion of ragged root. The fuzzy evaluation results are also 
showed in Table 2. In Table 2, when the evaluation result is between 90 and 100 
score, it means the proportion of ragged root belongs to lower grade. It is the same to 
80~90, 70~80, 60~70, 50~60. They respectively belong to low, average, high, and 
higher grades.  

Table 1. Factors and levels of orthogonal experiment 

Driving speed 
(m/s)(A) 

Rotational speed 
(r/min)(B) 

Dip angle 
(°)(C) 

1 (0.13) 1 (412) 1 (0) 
2 (0.29) 2 (550) 2 (2) 
3 (0.46) 3 (687) 3 (4) 
4 (0.66) 4 (825) 4 (6) 
5 (0.79) 5 (962) 5 (8) 

    The neural network applied to evaluate the cutting performance takes the factors in 
Table 2 as the input vectors, and the fuzzy evaluation results of proportion of ragged 
root as the output vector. The structure of neural network is 3×3×1(the number of 
neurons of the input layer, the hidden and output layers). The training samples in 
Table 2 are normalized with the transformation pattern (showed in Fig.2) and distrib-
uted between 0 and 1. The learning rate, the momentum parameter and the overall 
error of training the neural network are 0.6, 0.8, and 0.0001. After the training  
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processes are 454, the error function is tended to be stable. And the final training 
results are in Table 2. Now the connecting weights and biases of the neural network 
can reflex the inherent law of the training samples. Also these parameters and net-
worked structure can be taken as the actual parameters and structure of the cutting  
performance forecast model. According to the connecting weights and biases, the 
knowledge about the performance of the sugarcane harvester is acquired. 

Table 2. Results of orthogonal experiments and fuzzy evaluation & BP neural network 

Experimental results 
No. A B C Height∗ 

(mm) 
Length∗ 
(mm) 

Width∗ 
(mm) 

Num-
ber∗ 

Fuzzy 
evalua-
tion 

Neural 
network 

Grade 

1 1 1 1 0.55 20.49 0.82 1.67 83.22 84.4212 lower 
2 1 2 2 0.62 16.21 1.08 1.7 84.14 83.4104 lower 
3 1 3 3 0.34 12.74 1.18 1.6 85.64 83.5784 lower 
4 1 4 4 0.53 6.86 0.87 1.44 88.68 84.6516 lower 
5 1 5 5 1.17 4.04 0.48 1 89.54 85.7008 lower 
6 2 1 2 1.77 15.07 1 1.5 81.93 81.5186 lower 
7 2 2 3 1.74 13.26 1.03 1.29 83.16 81.8173 lower 
8 2 3 4 2.37 17.15 1.52 2.5 75.41 80.6559 lower 
9 2 4 5 2.28 0.38 0.83 1.5 83.20 79.9453 average 
10 2 5 1 0.42 20.06 1.21 1.22 83.63 86.2767 lower 
11 3 1 3 3.16 17.89 1.22 0.89 75.76 74.4009 average 
12 3 2 4 2.98 18.63 0.55 0.86 75.64 76.3033 average 
13 3 3 5 3.88 15.38 0.93 0.88 73.84 73.6581 average 
14 3 4 1 0.65 20.57 1.08 0.9 84.64 87.9746 lower 
15 3 5 2 1.55 12.32 0.85 0.7 85.05 87.3122 lower 
16 4 1 4 4.03 18.3 2.22 1.11 70.37 72.3522 average 
17 4 2 5 4.51 17.86 0.73 0.71 72.84 75.2807 average 
18 4 3 1 0.84 17.02 1.1 0.9 85.57 89.1280 lower 
19 4 4 2 0.91 3.25 0.44 0.25 91.13 87.9884 lower 
20 4 5 3 2.54 7.2 0.5 0.5 82.42 85.8578 lower 
21 5 1 5 5.24 14.22 1.1 1 76.20 74.5393 average 
22 5 2 1 1.13 18.11 1.53 1.11 83.66 81.2564 lower 
23 5 3 2 0.83 14.14 1.11 1.14 86.28 84.4238 lower 
24 5 4 3 2.25 4.67 0.43 0.4 84.65 83.5211 lower 
25 5 5 4 3.26 2.5 0.088 0.25 79.22 79.445 average 

∗Means the height of the convex fracture, the length, the width  and the number of the splits. 

The acquired knowledge is reused through the feedforward calculation of neural 
network to evaluate the performance of sugarcane harvester. For examples, in Table 3, 
5 samples not to be taken as training samples are considered as the new design condi-
tions to forecast the performance of sugarcane harvester. These new conditions are also 
evaluated with fuzzy comprehensive evaluation method. From Table 3, it can be seen 
that the forecast results are in coincided with the fuzzy evaluation results. It also illus-
trates using neural network can extract the similarities and discrepancy among sam-
ples. The compatibility and associability of neural network can make the knowledge 
memorized in the connecting weights and biases easy to be acquired and reused. 
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Table 3. Forecast results of BP neural network 

No. A B C
Fuzzy 
evalustion 

Neural 
network 

grade 

26 3 4 4 80.91 81.6921 lower 
27 3 5 4 83.19 84.3110 lower 
28 2 4 4 81.47 83.5762 lower 
29 4 4 4 77.95 79.6996 average 
30 5 4 4 76.88 78.9937 average 

5   Conclusion 

For the sugarcane harvester, the expertise and design experience usually come from 
the simulation and experimental researches. The experience is complex and various, 
and is often difficult to be acquired and accumulated in the procedure of design. The 
application of neural network in the intelligent design system of sugarcane harvester 
can overcome the difficulty of knowledge acquisition to some extend. Meanwhile, the 
neural network has the ability of associative memory. With the ability, the intelli-
gence and reasoning efficiency of the intelligent design system can be enhanced. 
Also, the intelligent system of sugarcane harvester can realize the whole links from 
design to analysis, evaluation and to redesign because the system integrates the expert 
system technology with neural network. It can meet the need of practical requirements 
and convenient the designer to develop a new product. 
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Abstract. This paper presents the application of artificial neural network 
(ANN) in saturator. Phase Doppler Anemometry (PDA) is utilized to 
investigate the distribution of water droplets diameter and velocity in the 
saturator. The data obtained from experiment is used as input-output of ANN. 
Before using ANN method, some prerequisites have to be processed, including 
the selection of the number of input and output variables, hidden layer neurons, 
the network architecture and the normalization of data etc. The results indicate 
that the trained ANN can provide accurate prediction values which agree with 
real experimental data closely. 

1   Introduction 

HAT (humid air turbine) cycle, first put forth by Rao [1], can enhance gas turbine 
performance greatly, particularly with high efficiency, more specific work output, as 
well as lower emission of NOx. HAT cycle, therefore, has aroused considerable 
attention in the urgent situation of energy crisis and anti-pollution. The saturator, key 
component in the HAT cycle, introduces water droplets under boiling point into the 
compressed air steam with minimal energy loss [2]. Absorbing the low quality energy 
of water droplets in low temperature for adding air humidity and temperature, HAT 
cycle will have more power output. So it’s important to research the behavior of the 
saturator to improve the thermodynamic performance. However, since the air-liquid 
two-phase flow in saturator combines the heat and mass transfer simultaneously, as 
well as with severe turbulent flow, the atomization mechanism is too hard to be 
known just with theoretical methods. Some prior practices [3, 4] have tried to use the 
conventional methods to set up theory models of saturator, but the results are not 
satisfactory because of lots of limitations in the assumptions of those theories. 
Therefore, it’s necessary to further study about thermodynamic assessment of 
saturator with experimental method. 

With the support of National Nature Science Foundation of China, an experimental 
countercurrent spray saturator model system is built. The state-of-the-art laser 
measurement equipment PDA (Phase Doppler Anemometry) is used in experimental 
research. Mean diameter and velocity of water droplets at one location in the flow 
field can be measured with PDA which has high level of accuracy [5]. Analyzing 
experimental data at different operating conditions, we can learn the characteristics of 
heat and mass transfer process between water droplets and humid air. 
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However, there has one disadvantage in PDA that diameter and velocity of droplets 
in a single point can be measured at one time. Only a few points can be measured 
within the limited experimental time, so the information about the whole flow field 
can’t be obtained. Additional tools and technologies should be applied for the 
imperfection of PDA [6]. The data obtained from the experiment is severe non-
linearity, so the selected tools and methods must have the ability of full analyzing 
such data with high accuracy. Finally, because of the merit in solving these problems 
efficiently [7, 8], the artificial neural network (ANN) method is considered as the 
most suitable method. This paper presents the application of ANN to evaluate 
thermodynamic parameters in saturator. 

2   Experimental Facilities 

Figure 1 is the schematic diagram of the experimental system. The body of counter- 
current saturator model consists of transparent glass so that the detecting laser of PDA 
can get through it. Figure 2 shows the experimental facilities with PDA. The detailed 
descriptions are presented in the literature [9]. 

 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
PDA can measure both distributions of droplets diameter and velocity in the 

saturator. By changing some input parameters, such as temperature and mass flow 
rate of water, we can get experimental data at different operating conditions. The 
results then can be used as the input-output data-set of ANN. 

3   Application of Artificial Neuron Network 

During the past 10 years, the application of ANN in engineering is becoming more 
and more popular. The ANN method has been applied successfully in some fields 
[10]. The advantages of ANN, compared with conventional data process methods, are 
fastness, simplicity and the ability of learning from examples. It can deal with non-
linear problems with robustness and fault tolerance, so less engineering efforts are 

Fig. 1. Experimental system Fig. 2. Experimental facilities with PDA 
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required. ANN operates as a “black box” model without requiring detailed 
information about the system. In addition, it can learn the relationship between the 
input and output data. The most useful neural network model for steady state systems 
is ‘feed-forward’ model, in which the information is propagated in one direction [11]. 
The structure of neural network usually consists of three parts: input layer, some 
hidden layers and output layer. 

3.1   Selection of Inputs and Outputs Variables 

To construct a neural network, inputs and outputs variables should be determined on 
the basis of the real process of the saturator. Input variables should just include the 
independent parameters that have considerable influence on the results of outputs. In 
this study, the interested outputs are the diameter and velocity of droplets in the flow 
field. According to the spray process and some prior trial experiments, four main 
parameters are considered as crucial input parameters in ANN: inlet water/air ratio, 
water inlet temperature, air inlet humidity and the height level of measurement section 
in the saturator (To simplify the problem, it’s assumed that all droplets in one height 

level are the same diameter). The temperature of inlet air is 23 C  constantly in the 
experiment. Finally the number of inlet and outlet variables is four and two, 
respectively. Four input variables are inlet water/air ratio, water inlet temperature, air 
inlet humidity and the height, while output variables are diameter and velocity of 
droplets. 

3.2   Decision of Number of Hidden Layer and Neurons 

In this work, the number of input and output variables is few, so a single hidden layer 
in ANN is enough. However, it is not easy to choose the approximate number of 
neurons in the hidden layer, because there are no definite rules to determine it only 
with continuous trials and comparisons. Too few neurons could impair the neural 
network and prevent correct mapping of input to output. Too many neurons could 
increase training time and cause over-fitting [12]. After trial and training several 
times, the optimal number of neurons in hidden layer is chosen to be twelve. 

3.3   Other Important Parameters of ANN 

For three layers of ANN above, there has no transfer function in the input layer. 
Logistic sigmod (logsig) transfer function shown in Eq. (1) is chosen in the hidden 
layer [13].  

1
( )

1 w
f w

e−=
+

 (1) 

Where w is the weighted sum of the input. Pure linear (purelin) transfer function is 
used in the output layer. That is shown in Eq. (2). 

( )f z z=  (2) 

where z is the input of output layer, namely the output of hidden layer. 
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Because the output range of logsig transfer function is limited between 0 and 1, the 
necessary normalization process is adopted: 

min

max min

A A
A

A A

−=
−

 (3) 

where A is the raw data, minA and maxA are the minimum and maximum value in data 

set. Thus A  is the normalized value within the range [0, 1]. Before training network, 
the goal and epochs of ANN is chosen 0.001 and 500 respectively. The BP learning 
network has adopted Levenberg-Marquardt algorithm. Figure 3 shows the schematic 
of ANN structure used in present study. 

 

 

 

 

 

4   Results and Discussion 

Lots of experimental data is 
obtained at different operating 
conditions with PDA. Here 128 
data sets are chosen as input-
output data source of ANN. 
Figure 4 shows the neural 
network training condition. The 
thin line is the training 
convergent line and the thick 
line is the goal line with constant 
0.001. It can be seen that the 
convergent process is very fast. 
That indicates the structure of 
ANN is suitable and the number 
of hidden layer neurons is 

appropriate. The convergent line reaches the goal line at about 105 epochs. The 
prediction performance of ANN vs. experimental data of diameter and velocity is 
shown in Fig. 5. The predicted values are evenly and tightly distributed around two 

Fig. 4. Training line of ANN 
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sides of the regression line. The maximum relative error of diameter and velocity is 
5.1% and 7.1% respectively. It demonstrates the high accuracy of ANN and good 
correlations between prediction values and measurement data. Furthermore, the 
conclusion can be drawn that most water droplets diameters are in the range between 
40 and 65 mµ  and the maximum velocity is less than 6m/s. We can also notice there 

are some points of negative velocity1 in Fig. 5 (b). The reason is that the flow speed of 
inlet humid air will increase with the decreasing of water/air ratio, thus some small 
droplets will move upwards along with the air when the velocity of the air is too much 
higher. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
So care should be taken to avoid extrapolation of the results, because, in reality, the 

neural network model has no reliable basis to give the output response, like any other 
polynomial regression techniques [14]. 

After the ANN model is trained, the distribution of diameter and velocity of 
droplets at any height level section and different operating conditions can be obtained 
with it. The results can be used as the input of computational fluid dynamic codes or 
to evaluate the thermodynamic assessment of saturator and explore the behavior of 
heat and mass transfer process between water droplets and humid air.  

5   Conclusions 

The saturator, the key component in HAT cycle, combines the complicated water/air 
two-phase interacting process with severe turbulent flow. It’s necessary to evaluate 
thermodynamic performance of the saturator with experimental method. The diameter 
and velocity of water droplets are measured with PDA and the experimental data has 
been processed with ANN method. Before using ANN, the number of input and 
output variables, the hidden layers neurons and the layer transfer functions are 

                                                           
1 We define upward direction in the saturator as positive direction. 
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determined and the input raw data is normalized. The results indicate that the trained 
ANN model can successfully applied in this work. The convergent speed is fast and 
the prediction values agree with the real experimental data closely with maximum 
associated errors less than 5.1% and 7.1%. The results can be used in other further 
studies, such as CFD codes and thermodynamic assessment of the saturator. 
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Abstract. Combining the time-frequency location and multiple-scale analysis 
of wavelet transform with the nonlinear mapping and self-learning of neural 
networks, an error decomposition method in dynamic measuring system is 
proposed. According to whole-system dynamic accuracy theory, the whole-
error model of dynamic measuring system is given, and then the whole-error is 
decomposed into sub-errors by wavelet neural networks, which are traced so 
that units of the system are found which generate these errors and error 
transmission characteristic is controlled. 

1   Introduction 

There are two types of dynamic measuring data in a dynamic measuring system. One 
is the measured value, and another is the measuring error. After the measuring error 
must be separated from the measured value effectively, we want to know sub-errors, 
through which the dynamic measuring system performance can be available by the 
measuring error separated. So we may improve measuring accuracy and dynamic 
performance by these sub-errors. 
    The wavelet neural networks is a new neural network model, which combines the 
time-frequency location and multiple-scale analysis of wavelet with the nonlinear 
mapping and self-learning of neural networks. It has great capability of approach, 
analysis and tolerance [1]. In this paper, first of all, According to whole-system 
dynamic accuracy theory, the whole-error model of dynamic measuring system is 
given. Then we use wavelet neural networks to handle and analyze error 
decomposition in dynamic measuring system, which are traced so that the units of 
the measuring system are found and error transmission characteristic can be 
controlled. 

2   Error Model of Dynamic Measuring System 

A measuring system is composed of many independent units generally, which are 
different in dynamic characteristic and movement rule by time. A typical dynamic 
measuring system is shown in Fig. 1 [2]. 
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Fig. 1. The structure model of dynamic measuring system 

Suppose if is transform function of thi unit, which is represents by parameters of its 
components: 

( )1 2, ,

1, 2, ; 1,2,
i i i inf c c c

i n j m

υ=
= =

 (1) 

Where: ijc  is the thj component parameter of the thi unit. 

The transform function is shown in the following measuring system: 

( ) ( )1 2 3 4 1 2 3 4, , ,F f f f f f f f f= +  (2) 

Where:  if represents transform function of the thi unit. 
    So the whole-error model is given by: 

( ) ( ) ( ) ( )y x i F F yU t n t F f U n n t= + + +  (3) 

Where: ( )yU t  represents dynamic measuring error in the whole system; 

           ( )xn t represents disturbed  input;  

           ( )yn t  represents disturbed output;  

           ( )( )1,2,iF f i n=  represents system transform function;  

           Fn  represents the whole error caused by unit disturbed;  

           FU represents the whole error caused by all units 

Suppose the error caused by the thi unit is ( ) ( )1,2,ie t i n= , the whole error is 

shown as follows: 

( ) ( )( ) ( ) ( )1 2 2 4 3 4 4FU e t f e t f e t f e t= + + +  (4) 

3   Error Decomposition Based on Wavelet Neural Networks 

3.1   Error Decomposition Principle 

Error decomposition Principle based on wavelet neural networks is: first of all, we 
sample the whole error signal and produce discrete signal. Then we use the wavelet 
transform to exact appropriate feature vectors from the signals sampled. The feature 
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vectors represent sub errors that is belong to different frequency brand respectively. 
According to the feature vectors, these sub-errors are regard as input feature vectors 
of three-layer BP neural networks and output of BP neural networks is the whole error 
of the measuring system. The error decomposition principle is shown in Fig. 2. 
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Fig. 2. Error decomposition principle 

3.2   Extract Feature by Wavelet Transform 

The wavelet transform has introduced a new technique for various signal processing 
application. The wavelet transform transforms a function by integrating it with 
modified versions of some kernel function [2][3]. The kernel function and its modified 
versions are named the “mother wavelet”, and daughter functions respectively. The 
continuous wavelet transform decomposes any function on a family of functions 
obtained by dilating and translating a basis function, which takes the form:  

( )
1

2
,a b

x b
x a

a
ψ ψ− −=  (5) 

where a is the dilation(resolution or scale), b is the translation(shift) 

( )xψ  is the set of all squares integral or a finite energy function is admissible if: 

( ) 21
ˆC dψ ψ ξ ξ

ξ
= < ∞  (6) 

    The continuous wavelet transform is defined as the inner product of signal and 
wavelets 

( ) ( ) ( ),, , a bW a b f t tψ=  (7) 

Suppose ( ) 22 , 2 , ,j ja b k j k Z= = ∈  in the equation (5), then the equation (7) become 

the discrete wavelet transform, which is used to decompose a discrete signal into 
different resolution levels and maps a sequence of numbers into a different sequence 
of numbers. 
    If wavelet functions and scaling functions are used as building blocks to 
decompose and construct the signal at different resolution levels, the wavelet function 
will generate the detail version of the decomposed signal and scaling function will 
generate the approximated version of decomposed signal. The decomposition 
equation and algorithm can be presented in equation (8) and Fig.3: 

( ) ( ) ( )

( ) ( ) ( )
1

1

2

2

j j
k Z

j j
k Z

c n h k n c k

d n g k n c k

+
=

+
=

= −

= −
 (8) 
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Fig. 3. The multi-resolution wavelet decomposition 

    So signals at various resolutions give information about different features. At a 
coarse resolution, we get information about the large features of signals; while at a 
fine resolution, we get information about more localized features of the signals. 
This paper has proposed a method using wavelet transform to extract sub-errors 
signal, the main steps as follows: 

1. Decompose the error signal with disturbance into N different resolution levels.  
2. Rebuild wavelet packet in each different frequency band, extract 2N pieces if 

frequency signal in N layer from low frequency to high frequency. Each frequency 
band signal shows with 1 2

, NS S  separately. 

3. Construct sub-error vectors as follows: 

1 2 2
, , NE E E E=  (9) 

3.3   The Example of Error Decomposition  

A simulation system chosen are the same as fig.1.Suppose transform function of each 
unit is 1. Each unit produces transform error respectively as following: 

( )
( ) ( )
( ) ( )

( )

1

2

3

4

0.5

2sin 4

sin 50
4

e t t

e t t

e t n t

e t t

π

ππ

=

=

=

= +

 (10) 

where e3(t) is a white noise which is a zero- mean. 
    According to equation (3), the whole error of the system is given by

( ) ( )( ) ( ) ( )

( )( ) ( )

( ) ( )

1 2 2 4 3 4 4

0.5 2sin 4 sin 50
4

0.5 2sin 4 sin 50
4

FU e t f e t f e t f e t

t t n t t

t t t n t

ππ π

ππ π

= + + +

= + + + +

= + + + +

 
(11) 
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    The whole error signal is sampled by 100Hz sampling rate, and the whole error 
signal is shown in Fig.4. Then the approximate signal and detail signal at various 
levels are obtained by using Daubechies 6 wavelet to decompose the original sampled 
signals (Fig. 5). Fig.5 shows a white noise which is a zero- mean random variable of 
disturbance, a linear error whose slope rate is 0.5, and two sine signals, the frequency 
is 2Hz and 25 Hz respectively, phase different is π /4. So the results of sub-error of 
each unit are: 

( )
( ) ( )
( ) ( )
( ) ( )

1

2 1 1

3

4 2 2

0.5

sin 2

sin 25

e t t k

e t A t

e t n t

e t A t

ϕ

ϕ

= +

= +

=

= +

 (12) 

where 1 2 1 2, , , ,A A kϕ ϕ are unknown.  

    We build a 4-18-1 3-BP neural networks where the sub-errors are regarded as 
inputting and the whole error is outputting (Fig. 6). Levenberg-Marquart optimal 
algorithm is used to train neural networks, and training error is 10-4. So the results are 
shown as follows: 

( )
( ) ( )
( ) ( )
( ) ( )

1

2

3

4

0.4999

1.996sin 2

0.999sin 25 0.785

e t t

e t t

e t n t

e t t

=

=

=

= +

 (13) 

 

Fig. 4. Error curve of the simulated system 
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Fig. 5. Daubechies 6 wavelet decomposition 

4   Conclusions 

After the whole error is decomposed, we may understand transform characteristic of 
measuring system and master the effect the sub-error of each unit on the whole error 
and transformation discipline. According to the units contributing to the whole error 
in the system, we take effective measure to reduce or remove their passive effect in 
order to improve accuracy of the dynamic measuring system and meet high accurate 
measuring satisfy. 
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Fig. 6. 3-BP neural networks 
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Abstract. A filtering method aided by neural network to improve the maneu-
vering target tracking performance is proposed in this paper. Based on un-
scented Kalman filter, the unscented particle filter (UPF) has more accurate 
proposal distribution and better approximation to non-linear tracking problem 
than other Sequential Monte-Carlo methods. The neural network is constructed 
and trained by the maneuvering features, and the outputs of NN are used as ac-
celeration control parameters to correct model parameters. Simulation results 
show the performance of UPF aided by NN is much improved than extensive 
Kalman filter. 

1   Introduction 

The question of maneuvering target tracking is a nonlinear problem. A maneuvering 
target detection system usually contains many different kinds of sensors, of which 
measurement data have disparate feature and accuracy. Thus attempting to include 
these data efficiently will require novel multisensor data processing method. On the 
other hand, for the high nonlinearity of maneuvering target tracking, high tracking 
performance is difficult to obtain using traditional linear tracking methods, such as 
Interactive Multiple Model (IMM). 

To solve above problems, unscented particle filter (UPF) aided by neural network 
(NN) ([1][2]) is presented to improve the tracking performance in this paper. Mul-
tisensor data features are extracted to fuse by NN [3], whose outputs modify the UPF 
parameters to compensate the tracking model’s uncertainty. These construct an on-
line tracking system for maneuvering target. Simulation results verify the effective-
ness of NN-aided UPF compared with extensive Kalman filter (EKF). 

2   Unscented Particle Filter in Target Tracking 

First, in order to tackle the non-linearity of tracking problem, the target motion model is 
constructed, and the UPF is inferred to improve the accuracy of target state estimation. 

2.1   Tracking Model  

In the Cartesian coordinates, all nonlinearities of tracking system occur in the meas-
urement relation. Considering the two-dimensional tracking problem, the discrete 
state and measurement equation are given by 
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/ 1 1 1k k k k k k− − −= + +Gx x u wΦ , (1) 

( , )
k k k

h=z x v , (2) 

where we define the state vector by [ , , , ]
k xk yk xk yk

r r r r=x , 
k

u is the target maneuvering 

control parameter consisting of the acceleration components in the x and y direction. 
Since the target control parameter is unknown, it is considered as process noise in the 
model. Then the system matrices are given by 

1 0 0

0 1 0
( / 1)

0 0 1 0

0 0 0 1
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k k − = , 
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0 / 2

0

0

T

T

T

T

= , (3) 

where 
1k −w and 

k
v  are Gaussian white noise with zero mean. Their covariance is 

calculated by 
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4 2
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where sample time 
1k k

T t t+= − covariance 
2 2

q ×=Q I . 

2.2   Unscented Particle Filter 

UPF is Unscented Kalman filter (UKF) applied in Sequential Monte Carlo methods 
(also known as particle filter) ([4][5]). UKF is able to more accurately propagate the 
mean and covariance of the Gaussian approximation to the state distribution than EKF 
[6]. In the target tracking problem based on particle filter, UKF can provides heavy 
tailed distributions as the proposal distribution generator [7]. This section describes 
UPF, which is used to estimate the target state vector. The UPF process is given by: 

Step 1: Initialization. (Sampling time k=0) 

Sample N particles from the prior
0

( )p x , we can obtain data set 
0

{ }ix : 

0 0 1
[( [ ]) , 0, 0]

a

ia i T T

n
E ×=x x ,

0

0 0 0 0 0

0 0

[( )( ) ] 0 0

0 0
a a

ia ia ia ia ia T

n n

E

×

= − − =

P

P Q

R

x x x x . (5) 
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Step 2: On-line iteration. (k=1, 2, 3…) 
Step (2a) Calculate sigma points: 

1 1 1 1 1 1
( ) ( )ia ia ia ia ia ia

k k k a k k a k
n nχ κ κ− − − − − −= + + − +P Px x x . (6) 

Step (2b) Propagate particle into future (time update): 

1 1 1 1 1 1
( ) ( )ia ia ia ia ia ia

k k k a k k a k
n nχ κ κ− − − − − −= + + − +P Px x x , (7) 

2

| 1 / 1 1 1 | 1 , | 1

0

ˆ
a

n

ix ix w i m ix

k k k k k k k k j i k k

j

Wχ χ χ χ− − − − − −
=

= + =xΓ , (8) 

2

| 1 | 1 | 1 | 1 , | 1

0

ˆ( , )
a

n

i ix iv i m i

k k k k k k k k j j k k

j

h Wχ χ− − − − −
=

= =z z z , (9) 

2

| 1 , | 1 | 1 , | 1 | 1

0

ˆ ˆ[ ][ ]
a

n

i c ix i ix i T

k k j i k k k k i k k k k

j

W χ χ− − − − −
=

= − −P x x , (10) 

where ixχ , iwχ  and ivχ present the corresponding weights of state vector, process 

noise and measurement noise respectively. 
Step (2c) Incorporate new observation (measurement update): 

| 1 | 1

2

, | 1 | 1 , | 1 | 1

0

ˆ ˆ[ ][ ]
a

k k k k

n

c i i i i T

z z j j k k k k j k k k k

j

W
− − − − − −

=

= − −P Z Zz z , (11) 

| 1 | 1

2

, | 1 | 1 , | 1 | 1

0

ˆ ˆ[ ][ ]
a

k k k k

n

c ix i i i T

x z j i k k k k j k k k k

j

W χ
− − − − − −

=

= − −P Zx z ,
| 1 | 1 | 1 | 1

1

k k k k k k k k
k x z z z− − − −

−=K P P , (12) 

| 1 | 1
ˆ ˆ ˆ( )i i i

k k k k k k k− −= + −Kx x z z ,
| 1 | 1

| | 1
k k k k

i i T

k k k k k z z k− −−= −P P K P K , (13) 

where state estimation and covariance of proposal density is inferred. 
Step (2d) Particle sampling and calculating weight: 

1 |
ˆ~ ( | , ) ( , )i i i i i

k k k k k k k
q N− =x x x z x P , (14) 

0: 1 1: 1 1

0: 1 1: 0: 1 1: 1

( | ) ( | ) ( | )

( | , ) ( | )

i i i i

i k k k k k k

k i i i

k k k k k

p p z p
w

q q

− − −

− − −

∝
z x x x x

x x z x z
. (15) 

Step (2e) Resampling: 

According to ( ) ( ) ( )

| | 1
( )i j j

k k k k k
Pr w−= =x x , new particle set

1: 1:
{ , }i i

k k
wx  can be obtained. 

Step 3: State vector estimation. 
The outputs of the Step (e) can be used to approximate the state vector as follows: 

1:

1

ˆ [ ] ( | )
n

i i

k k k k k k k

i

p w
=

= = ≈ZEx x x x x . (16) 
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3   Maneuvering Target Aided by Neural Networks 

Under the model-invariant tracking assumption, high accurate constant velocity target 
tracking results can be obtained by UPF. However, the process and magnitude of the 
acceleration are always sudden and unknown. Although a higher value of the process 
noise could be used, the tracking performance will be degraded. Thus, NN is incorpo-
rated into UPF to obtain the maneuvering control parameters. 

3.1   Structure of NN-Aided Tracking System 

The task of NN is to find the relationship between maneuvering features and accelera-
tion control parameters. As shown in Fig 1 the feed forward NN is constructed includ-
ing three layers. Three kinds of maneuvering feature vectors are acted as NN inputs, 

and acceleration vector ˆ
k

u  as output. We used the sigmoid function ( )tanh x  in the 

hidden units and the linear function ( )f x x=  in the input and output units. 

First input feature. In the radar measurement data, the first type of acceleration fea-
ture at time k can be extracted as follows: 

| 1 | 1

2
| 1

1

ˆ( )
( )

k k k k

k k k

z z

f k
− −

−−
=

z z

P
, (17) 

where | 1ˆk k k −−z z  denotes the innovation of measurement, 
| 1 | 1k k k kz z− −

P is given by (13). 

Second input feature. The second input feature comes from the target course change, 
which can be calculated by UPF estimation. That is: 

( 1)
2

( 1)

( ) x kxk

yk y k

rr
f k

r r
−

−

= − , (18) 

where xkr and ykr denote the velocity components of estimated state vector. 

Three input feature. The Doppler shift reflects the change in the range rate. By the 
range rate the change of velocity can be gotten. f3 is as follows: 

3 12

2
( ) ( )k k

sf

f k D D
λσ −= − , (19) 

where kD is the rang rate, 2
sfσ  the variance of Doppler shift, and λ  the wavelength of 

the transmitted wave. 
    The above three features contain position, course and velocity change information 
that is adequate to train NN. A cost function can be defined as follows: 

ˆ{|| ||} minimumk k kJ E u u= − → . (20) 

By several trajectories of typical target maneuvers, NN is trained off-line with three 
features with known maneuvering control parameters. 
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Fig. 1. Structure of NN-aided UPF Tracking System 

4   Training and Simulation Results 

A simulated maneuvering target is generated to give the noisy measurements. The 

original motion parameters of the target are
0

[5000,8660,10,6]=x , state vari-

ances 3 3 3 3[100 10 ,100 10 , 0.1 10 , 0.1 10 ]diag= × × × ×
0

P . The target performs random 

constant acceleration and coordinated turn movement. 
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Fig. 2. After 100 Monte Carlo simulations, trajectory tracking comparison of IMM-EKF and 
NN-aided UPF with N = 800 particles 
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Fig. 3. The tracking range RMSE of IMM-EKF and NN-aided UPF 
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The method of the NN-aided UPF presented is right through the simulation results 
compared with IMM-EKF. NN-aided UPF yields more accurate state estimation than 
IMM-EKF. After the target maneuvering, IMM-EKF tracking lags behind the target 
and presents bias feature in trajectory tracking, whereas NN-aided UPF can also track 
the target without much delay. However NN-aided UPF cost much time in the initial 
tracking period, thus the future researches should focus on how to increase the con-
vergence speed to realize rapid tracking. 
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Abstract. The principal components of near infrared spectroscopy were 
calculated by nonlinear iterative partial least squares (NIPALS).  The best 
number of principal components was determined by cross-validation method. 
Thus, limited principal components that free from noise and orthogonal each 
other were obtained. After standardization, these principal components were 
used as input nodes of back propagation artificial neural networks (B-P ANN). 
ANN was used to build nonlinear model. In the method, the data of whole 
spectra can be fully utilized, the best principal components free from noise and 
nonlinear model obtained, the iterative time of B-P ANN shorted strongly, and 
better calibration model can be obtained. The method has been applied to 
quantitatively determine the starch of barely. The calibration and prediction 
correlation coefficients are 0.982 and 0.945; the relative standard deviations are 
1.81% and 2.80%, respectively. 

1   Introduction     

The vibration absorptions in the near infrared are overtone and combination 
frequencies of absorption bands that occur in the mid-infrared.  These overtones and 
combinations cause overlapping absorption bands, which make it difficult to visually 
identity chemical groupings of a molecule from their near infrared spectra.  The 
overtone and combination bands are one to three orders of magnitude weaker than the 
fundamental bands.  With the development of computer’s technology and introduction 
of chemometrics, the analysis problem of this spectral range was solved, thus, near 
infrared spectroscopy was succeed applied in quantitative analysis. Near infrared 
spectroscopy has a series of advantages in quantitative analysis, such as analysis 
speed is faster, sample prepare is simple, may analysis multi-component from single 
spectrum, non-destroy sample, no chemical pollution etc.  Near infrared spectroscopy 
has wide-ranging application in agriculture product analysis, food component 
determination, forage, pharmaceuticals, petrochemical product analysis etc. [1-3].  

For building near infrared spectroscopy quantitative analysis calibration equation, 
some method such as stepwise regression analysis, principal component regression, 
and partial least square (PLS) were general used to build linear model between 
chemical values and spectral parameters of sample [4,5].  But in the near infrared 
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spectroscopy, some nonlinear exist between the spectral parameters and chemical 
values, it’s nonlinear especially obvious when the concentration range of sample is 
width.  Artificial neural networks (ANN) were used to build the nonlinear model.  
Long has use ANN in quantitative analysis of near infrared spectroscopy [6].  In the 
quantitative analysis of ANN, the amount of input nodes in ANN should not too 
much, otherwise, its iterative time would be longer, so wavelength selected methods 
were used. We have used stepwise regression analysis method to select the 
wavelengths of cereal’s Fourier transform near infrared diffuse reflectance 
spectroscopy, used these selected wavelengths as the input nodes of ANN, to 
quantitative analysis the components of cereal [7]. But the select wavelength method 
does not fully utilized the spectral information of the whole spectra, may lose some 
information.  In this article, we use nonlinear iterative partial least squares (NIPALS) 
to calculate the principal component of sample spectra, use cross-validation method to 
determine the best number of principal component. These principal components were 
used as input nodes of ANN, to build the quantitative analysis model.  In this method, 
limited principal component free from noise and orthogonal each other were obtained.  
The method not only fully utilized the data of whole spectra, but also shorted the 
iterative time strongly, and build better calibration model.  Starch of barely was 
quantitatively analysis by the method, and the results were satisfied. 

2   Theory 

2.1   Calculating Principal Components of Sample Spectra Using NIPALS  
Algorithm  

Suppose, A is absorbance matrix of n calibration samples on m wavelength, E is 
statistical residual matrix, using the nonlinear iterative partial least squares (NIPALS) 
algorithm, divided absorbance matrix A into the product of the score matrix T and the 
loading matrix W: 

mnmddnmn EWTA ×××× +•=  . (1) 

Where, are orthogonal each other respectively among the column variables of T, and 
among the row variables of W. Where d is the best dimension, which is determined by 
the cross-validation method. Every column of T is a principal component vector of 
samples, thus, d is the number of principal components. 

2.2   Determined the Number of Principal Components by Cross-Validation  
Method 

For one dimension H, select k samples as prediction from n calibration samples, using 
remain n-k samples to set up calibration equation, which is using to prediction this k 
samples. These k samples is reinstated and another k samples are selected as 
prediction, repeat the process as above. Through calibration and prediction repeatedly, 
until these entire sample be predicted one time, thus obtain total error sum of squares: 
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=

−=
n

i
iCiP CCH

1

2)()(δ  . (2) 

Where H is one dimension, CiP   represents prediction concentration; CiC represents the 
known concentration. 

For every dimension, calculate the total error sum of squares )(Hδ , compare 

these )(Hδ , the H corresponding with the minimum of total error sum of squares, is 

the best dimension (the number of principal component) d. 

2.3   Artificial Neural Networks  

A feed-forward network was constructed by using three layers of nodes: an input 
layer, a hidden layer, and an output layer, as shown in figure 1.  The input nodes 
transfer the weighted input signals to the nodes in the hidden layer.  A connection 
between node i in the input layer and node j in the hidden layer is represented by the 
weighting factor Wji. These weights are adjusted during the learning process.   

 

Fig. 1. Three layers B-P ANN for calibration and prediction of content of starch in barley 

The output of each hidden node is a sigmoid function of the sum of that node’s 
weighted inputs. The sigmoid function shown in equation (3) 

xe
xf −+

=
1

1
)(  . (3) 

The outputs from each node in the hidden layer are sent to each node in the output 
layer.  For our calibration applications, only one output node was used in the output 
layer, having an output node equal to the scaled concentration of the component of 
interest.   

The error in the expected output is back-propagated through the network by using 
the generalized delta rule to determine the adjustments to the weights.  When a linear 
output function is used, the output layer error term is given by  

pkpkpk ot −=δ  . (4) 
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where pk is the error term for observation p at output node k, tpk is the expected output 
for observation p, and opk is the actual node output. 

The error term at node j of the hidden layer that uses a sigmoid transfer function is 
the derivative of the sigmoid function multiplied by the sum of the products of the 
output error terms and the weights in the output layer 

=

−=
K

k
kjpkpjpjpj oo

1

)1( ωδδ  . (5) 

The error terms from the output and hidden layers are back-propagated through the 
network by making adjustments to the weights of their respective layers.  Weight 
adjustments, or delta weights, are calculated 

)1()( −∆+=∆ non jipipjji ωαηδω  . (6) 

Where ji is the change in the weight between node j in the hidden layer and node i 
in the input layer.  In EQ 6,  is the learning rate, pj is the error term for observation 
p at node j of the hidden layer, opi is the observed output for node i of the input layer 
for observation p,  and  is the momentum.  The terms n and n-1 refer to the present 
iteration and the previous iteration, respectively. 

An equation similar to EQ 6 is used to adjust the weights connecting the hidden 
layer of nodes to the nodes in the output layer.  

3   Experiment 

The 68 barley samples were ground and passed through 0.45mm sieve.  Pure barium 
sulphate (BaSO4) was used as the black (reference) sample.  The near infrared spectra 
were scanned on dispersion near infrared spectrometer.  Each sample was scanned 3 
times and the mean was calculated as the spectrum of the sample.  The spectrum of 
barley is shown in figure 2.  The wavelength range is from 1480nm to 2500nm.  
Interval 8nm taken one data point; therefore, there are 128 data points contained in 
each spectrum. 

 

Fig. 2. The near infrared spectrum of barley sample 
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The standard starch concentrations of 68 barley samples were determined using the 
traditional optical rotation method.  Many times measurement was conducted to 
ensure the reliability of results.  The results of chemical determination were regarded 
as standard values, and the results of near infrared calculation were regarded as 
prediction values.  

40 samples were used as calibration set, which was used to establish calibration 
equation between starch concentrations of barely and near infrared spectra.  Another 
28 samples were used as prediction set, which was used to test the reliability of 
calibration equation. 

4   Results and Discussion 

By cross-validation, the best dimension is 8, as shown in figure 3. Thus, through 
NIPALS algorithm, 8 principal components of starch in barely samples were 
calculated. After standardization, these 8 principal components were used as the 
values of input nodes in ANN. The parameters of ANN are list in table 1. 

 

Fig. 3. Determine dimension (the number of principal component) 

Table 1. The parameters of ANN 

Number of nodes                       Learning rate     Momentum 
Input layer     Hidden layer     Output layer 

8                     6                       1                    0.15                 0.25 
 

After minutes, the best results are obtained when the times of iteration reaches 250. 
The correlation coefficient and relative standard deviation of starch in calibration set 
and prediction set are list in table 2. These results are super to the results of PLS that 
we calculated before. 

Table 2. The correlation coefficient (R) and relative standard deviation (RSD) of starch 

Sample set      Sample number   correlation coefficient       RSD(%) 
Calibration set           40                        0.982                        1.81 
Prediction set             28                       0.945                        2.80 
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The plots of scatter points for starch of barely in calibration set and prediction set 
are shown in figure 4 and figure 5 respectively. 

 

Fig. 4. The plot of scatter points for starch of barely in calibration set 

 

Fig. 5. The plot of scatter points for starch of barely in prediction set 

The chemical values, prediction values and relative errors of samples in prediction 
set are list in table 3. 

Some nonlinear is existed between near infrared spectroscopy and concentration of 
sample components, partial least squares (PLS) was used to build linear model, 
whereas ANN was used to build nonlinear model, thus, the results of ANN are super 
to the results of PLS. 

There are 128 data points in every sample, if all these data points were used as 
input nodes of ANN, the structure of ANN would be huge, and the calculated speed 
would be slower.   

Using NIPALS to calculate principal component, and using cross-validation to 
determine the best dimension, thus, the best number of principal components free 
from noise were obtained and the principal components were orthogonal each other. 
The data of whole spectra can be fully utilized, and limited best orthogonal principal 
components were obtained.  Using calculated principal components as the values of 
input nodes in ANN, the iterative time of B-P ANN shorted strongly. 
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Table 3. The chemical values, prediction values and relative errors of samples in prediction set 

    

     No.   Chemical values    Prediction values    Relative errors (%) 
                     1                53.85                  53.30                    –1.0 

2                49.51                  48.20                    –2.6  
3                55.18                  52.73                    –4.4 
4                48.01                  48.70                      1.4 
5                58.11                  56.85                    –2.2  
6                63.90                  63.31                    –0.9 
7                58.75                  61.40                      4.5 
8                57.55                 56.16                     –2.4  
9                59.19                 57.06                     –3.6 
10              60.67                 61.37                       1.1 
11              54.78                 56.06                       2.3 
12              54.16                 54.46                       0.6 
13              49.12                 48.59                     –1.1  
14              55.66                 55.43                     –0.4  
15              52.09                 52.42                       0.6 
16              56.23                 56.98                       1.3 
17              62.86                 65.00                       3.4 
18              57.48                 59.08                       2.8 
19              62.08                 62.67                       1.0 
20              62.39                 64.50                       3.4 
21              65.55                 64.68                     –1.3  
22              58.12                 56.22                     –3.3 
23              63.59                 62.72                     –1.4  
24              65.49                 64.00                     –2.3  
25              57.96                 57.65                     –0.5 
26              59.33                 61.21                       3.2 
27              56.38                 58.84                       4.4 
28              63.29                 59.33                     –6.3  

5   Conclusions 

We demonstration one method that using NIPALS to calculate the principal 
components of near infrared spectroscopy, using cross-validation to determine the best 
dimension, and using ANN to build nonlinear model.  The advantage of the method is 
that the data of whole spectra can be fully utilized, the iterative time of ANN can be 
shorted strongly, and better calibration model can be obtained.  The method applied to 
quantitatively determine the starch of barely, the results were satisfactory. 
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Abstract. Application of feedforward neural networks for integrated circuit 
(IC) modeling is presented. In order to accurately describe IC behaviors, a set of 
improved equations for dynamic feedforward neural networks has been utilized 
for IC modeling. The rationality of the improved equations is elucidated by 
analyzing the relation between the circuits and the equation parameters. 
Through some special choices of the neuron nonlinearity function, the feed- 
forward neural networks can themselves be represented by equivalent circuits, 
which enables the direct use of neural models in existing analogue circuit 
simulators. Feedforward neural network models for some static and dynamic 
systems are obtained and compared. Simulated results are included to illustrate 
the accuracy of the neural networks in circuit modeling. 

1   Introduction 

In electronics industry, engineers increasingly rely on advanced computer-aided 
design (CAD) or electronic design automatic (EDA) tools to help them with synthesis 
and verification of complicated electronic system designs. The circuit simulator 
software, such as Berkeley SPICE, Mentors’ Eldo, and Philips’ Pstar, is recognized as 
the key EDA tool, especially for analogue integrated circuit designs. 

In integrated circuit simulation, one needs to perform two major modeling tasks. 
The first modeling task is to develop new models for emerging devices, whereas the 
second modeling task is to search for more efficient yet accurate models to replace 
existed device models or sub-circuits, which are often called macro-models. 

In the first modeling task, one often focuses more on model availability than model 
efficiency, that is, obtaining usable device models to enable the circuit simulation is 
the primary goal. A classical approach to get a usable model is to make use of 
available physical knowledge, and forge that knowledge into a numerically well-
behaved model. Such a numerical well-behaved model is commonly called as 
physical model. The relation between the underlying device physics and physical 
structure remains a very important asset of such handcrafted models. In general, it 
takes years to develop a good physical model for a new device. 

In the second modeling task, one often focuses on model efficiency, that is, to 
obtain computationally efficient models without compromising its accuracy is the 
primary goal. To achieve this primary goal, one could obtain discrete behavioral data 
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from device measurements or simulations. These discrete data can be put into lookup 
tables. The merits of this kind lookup table approach and a number of useful 
techniques to establish lookup tables are discussed in [1], [2]. This kind of modeling 
schemes is commonly called as table modeling technique. A very important 
advantage of the table modeling techniques is that one can, in principle, obtain a 
quasi-static model of any desirable accuracy by providing a sufficient amount of 
discrete data. Table modeling can be applied without the risk of finding a poor fit due 
to some local minimum resulting from optimization. However a major pitfall is that a 
single quasi-static model cannot express all kind of behaviors relevant to devices and 
sub-circuits under modeling. 

Generally speaking, the computational time in a circuit simulation is dominated by 
the number of devices and the time to simulate each device. The model efficiency for 
devices is extremely crucial to speedup circuit simulations. With a great advancement 
of artificial neural networks, more attentions have been attracted to build circuit 
models by employing the neural networks [3]. 

In this work, the possibility to use feedforward neural networks for integrated 
circuit (IC) modeling will be explored. A set of improved equations for both static and 
dynamic feedforward neural networks will be utilized. The specific choices for the 
neuron nonlinearity function, which expresses some behaviors of the (sub-)circuits, 
will be discussed. It will be shown how the feedforward neural networks can 
themselves be represented by equivalent electrical circuits, which enables the direct 
use of neural models in existing analogue circuit simulators. Examples for modeling 
some static and dynamic systems are included, the examples illustrate that the 
improved feedforward neural networks are very accurate for circuit modeling. 

2   Problem Statements and Definitions 

2.1   Circuit Equations 

In general, many of electronic circuits can be mathematically described by a system 
of nonlinear first order differential equations: 

0),
)(

)(( =p
y

y
t

tf                                                   (1) 

where the real-valued vector y represents electrical input signals, internal variables, 
and output signals at time t, which could be charges, fluxes, currents or voltages. The 
real-valued vector p denotes the circuit and device parameters, which may represent 
component values for resistors, inductors and capacitors, or any other quantities 
determined by the particular choice of circuit design and manufacturing process. 

2.2   Improved Equations for Feedforward Neural Networks 

Models using neural networks have demonstrated superior performance in both 
efficiency and universal approximation, without compromising accuracy. In 
particular, the classic feedforward neural networks were widely employed to build 
models in circuit simulations [3]. In order to accurately represent the behaviors of 
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integrated circuits, improved equations for feedforward neural networks have been 
introduced as follow: 

),( ikikik sy αf=                                                   (2) 
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Comparing (2) and (3) with the classical static feedforward neural networks 
equations [4], an additional weight parameter vijk plays an important role for the 
frequency dependent part of the connection strength. It is a weight for the rate of 
change ty kj 1, −  in the output of neuron j in layer k-1. The multiplication of the 

time derivative ty kj 1, −  and the weight vijk determines the dynamic response of 

neuron i in layer k (in practical discrete system, tnyny kjkj ∆−− −− ))1()(( 1,1, is used 

to displace ty kj 1, − ). Moreover, f is a vector function that is assumed to be the 

same for all neurons within the networks. Parameter ikα  can be utilized to set an 

appropriate scale of change in qualitative transitions in function behavior. Thus f for 
neuron i in layer k takes the form ),( ikiks αf , which reduces to )( iksf for functions 

that don’t depend on ikα . 

A further reason for the combination of wijk and vijk lies in the fact that it simplifies 
the representation of the (sub-)circuits, which consist of resistors and capacitors. The 
total current, consisting of the dc current and the time derivative of the diffusion 
charge, is then obtained by first calculating a bias-dependent nonlinear function with a 
value proportional to the dc current. In the subsequent neural network layer, this 
function is weighted by wijk to add the dc current to the net input of a neuron, and its 
time derivative is weighted by vijk to add the capacitive current to the net input. 

2.3   Dynamic Feedforward Neural Networks 

The static feedforward networks, as a special case of the dynamic feedforward neural 
networks, have a general capability for representing any continuous multidimensional 
static behavior up to any desired accuracy with a nonlinear, monotonically increasing 
and bounded continuous function f, requiring not more than one hidden layer. More 
literature on the capabilities of neural networks and fuzzy systems as universal static 
approximations can be found in [5], [6]. 

In order to represent some dynamic behaviors, one should employ the dynamic 
networks instead of the static networks. One of the most common cases for a build-in 
circuit model is that dc terminal currents I(dc) and equivalent terminal charges Q of a 
device are directly and uniquely determined by an externally applied time-dependent 
voltage V(t), as depicted on the left of Fig. 1. This is typical in quasi-static modeling 
of MOSFETs to get rid of the non-quasistatic channel charge distribution. The actual 
quasi-static terminal currents of a device model with parameters P are then given by 
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d

d
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t
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Fig. 1. Differential circuit and equivalent dynamic feedforward neural networks 

The left circuit of Fig. 1 can be mapped into the right dynamic feedforward 
networks. The input of layer 3 is the desired outcome and must therefore be 
transparently passed on to the network outputs by using linear behavior in f. A 
number of nonzero wij3 and zero vij3 values are used to copy the dc currents into the 
net input si3 of output neurons in this layer. Zero wij3 and nonzero vij3 values are used 
to add the appropriate time derivatives of the charges, as given by the outputs of other 
neurons in layer 2. 

This simple constructive procedure shows that some of the devices and (sub-) 
circuits can be represented to arbitrary accuracy by the improved dynamic neural 
networks [7]. It does not exclude the possibility that the same may also be possible 
with two hidden layers. 

2.4   Mapping Function f  into Circuit 

Two special choices for the neuron nonlinearity f are typical for semiconductor 
devices and circuits. The first one is the familiar logistic function f1 [8], [9], as 
illustrated on the left of Fig. 2, which is strictly monotonically increasing with sik: 
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1
)(1f                                                        (5) 

on the right of Fig. 2, I is the current through a series connection of two identical ideal 
diodes, having the cathodes wired together at an internal node with voltage V0, 
whereas V is the voltage across the series connection [10], [11]. The relation between 
I and logistic function f1 can be derived as follows: 
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Fig. 2. Logistic function 1f  and equivalent circuit 

The other choice for f, which uses the argument ikα  to control the sharpness of the 
transition between linear and exponential behavior, is taken as follows: 
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as shown in [4], function f2 can be mapped into the circuit on the right of Fig. 3. 

 

Fig. 3. Nonlinearity ),( ikiks α2f  and equivalent circuit 

3   Modeling of Static Circuit Systems 

Both static and dynamic feedforward neural networks are employed to model the 
static circuit of simple amplifier in this section. Firstly, the simple amplifier circuit, as 
illustrated in Fig. 4, is simulated with the transient analysis of Pspice. The input data 
of Vin (V(2,1)) and the output data of V0 (V(4,0)) are recorded. Secondly, the data pairs 
of Vin and V0 are used as the target behavior in a training set. As shown in Fig. 4, 
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2-layer feedforward neural networks can be constructed to model the simple amplifier 
circuit, where the functions of the layer 1 are sigmoid, and the ones of the layer 2 are 
pure-linear. 

As an example, Vin is the sine source with amplitude of 10mV and a frequency of 
1MHz, the output signal V0 can be obtained as a sine wave with amplitude of 322mV 
and a frequency of 1MHz. The model software then adapts the parameters of neural 
networks macro-model with 5000 iterations of Levenberg-Marquardt, until a good 
match is obtained, during which 401 equidistant time ranges from 0 to 2us. 

 

Fig. 4. Amplifier circuit and neural macro-model 

 
Fig. 5. Results from both static and dynamic feedforward neural networks 
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Fig. 6. Results for dynamic circuit system with C1 from pF10000  to pF10  
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The target output data V0 and the trained outputs from both static and dynamic 
neural networks are, respectively, depicted in the two left pictures of Fig. 5. The two 
curves are not distinguishable in both two left pictures, because the differences 
between the target data and the outputs from both static and dynamic neural networks 
are too small, as illustrated in the two right pictures of Fig. 5. From the results, one 
can conclude that the dynamic feedforward neural networks can also accurately 
approximate to the behavior of the static circuit system, so do the static feedforward 
neural networks. 

4   Modeling of Dynamic Circuit Systems 

Both static and dynamic feedforward neural networks are employed to model the 
dynamic circuit of R-C, which is shown on the left of Fig. 1. Let the nonlinear source 

)2sin(1 ftAU π= , and one can obtain: 
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with MHzfVA 1,10 == , Ω= KR 11 . As discussed in the section 2.3, the 3-layer 

dynamic feedforward neural networks depicted on the right of Fig. 1 are employed, in 
which the values of w123, v113, vij1 and vij2 are zero, and the functions of layer 1 are 
sigmoid, whereas the functions of both layer 2 and layer 3 are pure-linear. 

After simulation and modeling, the target output data I(1,0) and the trained outputs 
from both static and dynamic neural networks are, respectively, depicted in Fig. 6 for 
various values of C1 from 10000pF to 10pF. In Fig. 6, the left column shows the 
results from static feedforward neural networks, whereas the right column is from the 
dynamic feedforward neural networks. 

From Fig.6, one can observe that the dynamic feedforward neural networks give 
much more accurate results than the static counterparts. Only when I (dc) >> I (ac) (e.g., 
C1=10pF), the static feedforward neural networks can approximate the circuit with a 
reasonable accuracy, but give unacceptable errors for larger I (ac) (e.g., C1 100pF). On 
the other hand, the dynamic feedforward neural networks can very accurately 
represent this dynamic circuit system for all values of C1 from 10000pF to 10pF. 

5   Conclusion 

In this work, a scheme to model integrated circuits employing the feedforward neural 
networks has been investigated. In order to represent some behavior of dynamic 
systems, a set of improved equations for dynamic feedforward neural networks has 
been utilized. Through analyzing some special choices for the neuron nonlinearity 
function f, the feedforward neural networks can themselves be represented by 
equivalent circuits, which indicates the probability of directly using neural models in 
existing analogue circuit simulators. Numerical examples for both static and dynamic 
electrical systems are included, the results have shown that the dynamic feedforward 
neural networks models overcome the pitfall of the static feedforward neural 
networks, and have the excellent performances on approximation to some behavior of 
both static and dynamic circuit systems. 
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Abstract. Neural network is employed to construct the power macromodel of 
complementary metal-oxide-semiconductor (CMOS) integrated circuits. In con-
trast to previous modeling approaches, it does not require empirically  
constructed specialized analytical equations for the power macromodel, and ob-
tained statistics of a circuit’s primary outputs simultaneously. It is suitable for 
power estimation in core-based systems-on-chips (SoCs) with pre-designed 
blocks. In experiments with the ISCAS-85 circuits, the average absolute relative 
error of the macromodel was below 5.0% for not only the average power dissi-
pation, but also the maximum power dissipation. 

1   Introduction 

Power dissipation has become a critical concern in very large scale integrated (VLSI) 
circuits design with the advent of portable and high-density microelectronic device, 
especially for SoCs, which incorporates a diversity of functional blocks in a single 
chip. Excessive power dissipation may reduce the reliability and performance of 
VLSI chips. Hence, in order to synthesize circuits with high reliability, it is impera-
tive to obtain a fast and precise estimation of the power dissipation of VLSI circuits at 
high abstraction levels in the early design stages [1].  

Power macromodel is widely used in the high-level power estimation of CMOS in-
tegrated circuit design. It is useful when one is reusing a previously designed func-
tional block. The basic idea underlying power macromodeling at the register transfer 
level (RTL) is to generate a mapping between the power dissipation of a functional 
block and certain statistics of its input/output signals [2], based on which the power 
dissipation could be directly obtained.  

In this paper, neural network approach is employed to construct the power macro-
model. In contrast to other proposed techniques, it could be used to perform RTL 
power analysis for CMOS circuit without the storage of a large look-up table (LUT) 
[3],  [4], and does not require to empirically construct specialized analytical equations 
for the macromodel [5], [6]. It is more suitable for circuits with highly non-linear sta-
tistical properties than polynomial-based macromodels. In addition to average and 
maximum power dissipations, statistics of a circuit’s primary outputs are also ob-
tained, which makes it more suitable for the power estimation of core-based SoCs. 
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2   Neural Network Power Macromodel 

Power macromodels should be simple enough and applicable to the whole range of 
possible input signal statistics of any given circuits. It should include a fixed template, 
based on which the model construction process could be automatically performed [6]. 
Most existing abstract power macromodels are based on a template with a proper, 
limited set of parameters that are mainly responsible for the power dissipation of the 
circuits.  

2.1   Macromodel Characterization 

Key issues in designing a power macromodel include choosing a limited set of statis-
tics, based on which the macromodel is constructed by a learning process with evenly 
distributed samples of power dissipation and statistics parameters. The efficiency of 
the power macromodel largely depends on the statistics of the input/output vector 
streams of the functional circuit block.  

In this paper, average signal probability p, average switching activity d, average 
spatial correlation s, average temporal correlation t of the input/output stream are cho-
sen as the input/output parameters to build the macromodel [3], [4], [5]. Consider a 
circuit block with M input/output ports and a binary input/output stream S = {(x11, 
x12 , … , x1M), … , (xN1, xN2 , … , xNM)}, these parameters are defined as follows: 
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where l is the time-shift. If l = 1, statistics t can be uniquely determined by the knowl-
edge of p and d [4], therefore, like in [5], an empirical value of 10 is chosen for the 
time-shift in experiments. Some other constraints, that statistics of p, d and s should 
satisfy, were also proposed in [4]. 

2.2   Mapping Methods 

In power macromodel techniques, the power estimation process is viewed as a practi-
cal vehicle for performing a nonlinear mapping between the power value and certain 
input/output statistics of a functional block, based on which the power dissipation 
could be directly obtained for any given input vector streams. Let mi denote the num-
ber of the input parameters, and mo the number of the output parameters, the neural 
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network includes a mapping 
i o

: m mf V V→  from mi-dimensional Euclidean input 

space to a mo-dimensional Euclidean output space. 
Based on the statistics of average signal probability pin, average switching activity 

din, average spatial correlation sin, average temporal correlation tin of the input vector 
stream, and the corresponding average power dissipation Pavg of the functional block, 
a simple macromodel for Pavg could be constructed based on the mapping: 

{ } { }in in in in avg: , , ,f L p d s t L P→ , (5) 

where { }in in in in, , ,L p d s t  and { }avgL P  are the respective Euclidean space.  

Similar statistics of the output stream of the functional block, including pout, dout, 
sout, and tout, could be obtained simultaneously if the mapping of the macromodel is 
taken as: 

{ } { }in in in in out out out out avg: , , , , , , ,f L p d s t L p d s t P→ . (6) 

It is reasonable to consider that more information of the functional block would lead 
to higher accuracy of the mapping, however, it might become more difficult for a 
multi-output mapping to converge under certain learning process [7].  

In order to improve the accuracy of the power macromodel, average switching ac-
tivity of the output stream dout were introduced as an input parameter of the mapping 
[4]. dout is measured from a zero-delay simulation of the functional block, which add 
an indispensable step of the power estimation process. It is based on the idea that [4], 
during high-level (RTL) power estimation, one should perform an initial step of esti-
mating the signal statistics at the visible RTL nodes from a high level functional 
simulation.  

{ } { }in in in out avg: , , ,f L p d s d L P→ , (7) 

In fact, there are quite a lot many stratified statistical sampling techniques to im-
prove the efficiency of power estimation, which is based on a lower-cost zero-delay 
power estimate [8]. If the zero-delay power dissipation Po is taken as one of the input 
parameters of the mapping, higher accuracy could be obtained for the power macro-
model:  

{ } { }in in in in o avg: , , , ,f L p d s t P L P→ . (8) 

Power macromodel techniques are not only useful for the estimation of average 
power dissipation Pavg, but also applicable to the prediction of other measures of 
power dissipation, including the maximum power dissipation Pmax. Comparative 
power macromodel of Pmax could be constructed based on the following mappings: 

{ } { }in in in in out out out out max: , , , , , , ,f L p d s t L p d s t P→ , (9) 

{ } { }in in in in o max: , , , ,f L p d s t P L P→ . (10) 
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2.3   Macromodel Construction 

Neural network, including back-propagation (BP) network and radial-basis function 
(RBF) network, are employed as the template to construct the power macromodel. For 
the sake of brevity, only RBF macromodel are presented in this paper. RBF network 
is a type of feedforward neural network that learns using a supervised training tech-
nique. It involves three layers with entirely different roles: the input layer, the hidden 
layer and the output layer. The design of a RBF neural network is equivalent to a 
curve-fitting problem in a high-dimensional space, and the learning process is to find 
a surface that provides a best fit to the training data. Radial basis functions are a spe-
cial class of functions, whose response decrease exponentially with the distance from 
a center point. Theoretically, RBF network are able to approach any reasonable con-
tinuous function mapping with a satisfactory level of accuracy if enough number of 
hidden nodes are employed. However, too many hidden nodes may significantly in-
crease the complexity of the RBF-NN macromodel, and accordingly, increase the 
time consuming as well as the memory cost. In consider that power macromodel is a 
“high-level” technique, which cannot yield results with very high accuracy due to the 
intrinsic “roughness” of the macromodel. Hence, in our experiments, the learning 
process is stopped when the average relative errors of the estimated power value are 
sufficient small (e.g. less than 10%). The average absolute relative error εavg are  
defined as: 

macro sim 
avg

1 sim 

1 N
i i

i i

P P

N P
ε

=

−
=  , (11) 

where N is the number of the input vector stream, sim iP  and macro iP  are the power 

value of the i stream by gate-level simulation and by power macromodel, respec-
tively. 

3   Accuracy Evaluation 

Macromodels of the ISCAS-85 benchmark circuits were constructed based on formu-
las (6) and (9) in previous section. In order to study the accuracy of these macromod-
els, input vector streams of length 200 were randomly generated, which cover a wide 
range of signal statistics p, d, s and t. Reference values were obtained by simulating 
the circuits over 500 input vector streams at gate level, 300 of which were used to 
train the macromodel, and the rest 200 were used to verify the accuracy. In experi-
ments, it is found that 20 hidden nodes are enough for the RBF macromodel to 
achieve very good accuracy. 

In order to examine the results for all the circuits on the same plot, the power dissi-
pations by gate-level simulated vs those by macromodel were plotted in normalized 
dynamic power unit: d. p. unit = (transitions × fanouts) / (clocks × gates). The com-
bined scatter plot of all ISCAS-85 circuits showing the accuracy of macromodel for 
both the average power dissipation and maximum power dissipation are presented in 
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Fig. 1 (a) and (b), respectively. The solid line represents an exact matching between 
the macromodel values and the gate-level simulation data, whereas the dash lines cor-
respond to the bound of a10% relative error. Both the average power dissipation value 
and the maximum power dissipation show good agreements with the gate-level simu-
lation results, which prove the ability to learn and therefore generalize of the RBF 
network, and hence, the efficiency of the macromodel. Results with the same accu-
racy have also been obtained for the BP macromodel. 
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Fig. 1. Agreement between the power values from macromodel and the power values from 
gate-level simulation of (a) average power dissipation (b) maximum power dissipation 

Table 1. Average absolute relative errors of power estimates and output statistics 

Circuit Pmax Pavg pout dout sout tout 
c432 0.75% 3.15% 2.51% 4.42% 3.99% 5.18% 
c499 0.69% 2.10% 0.77% 1.56% 1.05% 1.37% 
c880 2.66% 1.90% 0.89% 3.48% 1.84% 1.41% 
c1355 1.05% 1.43% 0.79% 1.59% 1.04% 1.36% 
c1908 0.72% 2.05% 1.06% 2.49% 2.32% 2.41% 
c2670 1.59% 1.70% 0.39% 1.02% 0.78% 0.70% 
c3540 1.17% 2.25% 1.43% 3.16% 3.07% 2.79% 
c5315 1.07% 1.20% 0.69% 2.22% 1.39% 1.30% 
c6288 2.46% 1.47% 1.50% 1.73% 2.66% 2.96% 
c7552 1.53% 2.16% 0.58% 1.72% 1.16% 1.12% 

Table 1 shows the accuracy of the macromodel for the average and maximum 
power dissipation, as well as the signal statistics of the output streams. The average 
absolute relative errors are calculated according to equation (11), with most of the 
values less than 5%. It is worth noting that although some of the maximum powers by 
macromodel deviate apparently from those by gate-level simulation in Fig. 1 (b), the 
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average errors still remain low enough. It is due to the very small probability that the 
stream with a low Pavg to have a very high Pmax. 

It should be mentioned here that the efficiency of the neural network is signifi-
cantly dependent on the training set. In power macromodeling the generation of input 
streams with different and diverse statistics significantly affect the accuracy. In our 
experiment, although randomly generated input vector streams could cover a wide 
range of signal statistics p, d, s and t, the input space is still far from being exhausted. 
Recently, advanced techniques for stream generation have been proposed [2], [4]. 

4   Conclusion 

Neural networks are employed to construct power macromodel for high-level power 
estimation of CMOS circuits. Statistics of the input/output streams of the circuits, in-
cluding average signal probability, average switching activity, and average spatiotem-
poral correlations were extracted as the input/output parameters of neural network. 
Over a wide range of signal statistics, the macromodel shows good accuracy for not 
only the average power dissipation, but also the maximum power dissipation. It is ad-
vantageous to use neural network to build the macromodel because it does not require 
specialized empirical analytical equations, and statistics of a circuit’s primary outputs 
are obtained simultaneously, which makes it more suitable for core-based power es-
timation in SoCs. 
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Abstract. This paper proposes an efficient hardware architecture for
a function generator suitable for an artificial neural network (ANN). A
spline-based approximation function is designed that provides a good
trade-off between accuracy and silicon area, whilst also being inherently
scalable and adaptable for numerous activation functions. This has been
achieved by using a minimax polynomial and through optimal place-
ment of the approximating polynomials based on the results of a genetic
algorithm. The approximation error of the proposed method compares
favourably to all related research in this field. Efficient hardware multi-
plication circuitry is used in the implementation, which reduces the area
overhead and increases the throughput.

1 Introduction

Artificial neural networks (ANN) have found widespread deployment in a broad
spectrum of classification, perception, association and control applications [1].
However, practical ANN implementations for high dimensional data tasks, such
as multimedia analysis, computer gaming, etc, create considerable demands for
microprocessor cycles. This is due to the fact that such ANN require extremely
high throughput, in addition to a large number of inputs, neurons and layers.
The associated computational complexity is highly undesirable from a real time
operation and low power consumption perspective. This poses considerable prob-
lems for constrained computing platforms (e.g. mobile devices) which suffer from
limitations such as low computational power, low memory capacity, short bat-
tery life and strict miniaturisation requirements. An attractive solution to this
is to design systems whereby ANN complexity can be addressed by offloading
processing from the host processor to dedicated hardware for general purpose
ANN acceleration.

There has been considerable research in both analog and digital hardware
ANN implementations – [2][3][4]. Low complexity approaches have the benefit of
allowing reduced silicon area, but this typically comes at the expense of output
performance. It is generally accepted that, as the resolution and precision of the
inputs, weights and the activation function are reduced, so too is the ability of
the ANN to act as a universal approximator [5][6]. However, in an era where
large microprocessors now use half a billion transistors, the overall benefit of
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area savings in the order of tens to hundreds of transistors is questionable, if the
output performance and scalability is compromised. This observation has moti-
vated us to design a high precision, power efficient hardware activation function
generator, which is capable of accommodating multiple activation functions and
their derivatives.

The rest of this paper is organised as follows: Section 2 details related prior re-
search in the area. Section 3 proposes the use of a minimax spline approximation
scheme. Section 4 outlines an associated hardware architecture for this scheme.
Section 5 details hardware synthesis results and power consumption estimates,
whilst section 6 draws conclusions about the work presented.

2 Related Research

Given its desirable non linear characteristics and ease of differentiability, a sig-
moid based activation function, such as that defined in eqn. 1, is commonly
used in neural networks [7]. However, a direct hardware implementation is not
practical as it requires excessive logic, resulting in significant power loss.

y(x) =
1

1 + e−x
(1)

Consequently, a number of approximations amenable to hardware implementa-
tion have been developed. Since a direct look up table (LUT) implementation
uses excessive memory, approaches typically fall into the following broad cat-
egories: piecewise linear approximations [8][9][10][11] [12][13], piecewise second
order approximations [11] and combinatorial input/output mappings [14]. Fur-
thermore, there is considerable variance within each category. For example, an
A-Law companding technique is used in [8], a sum of steps approximation is
used in [9], a multiplier-less piecewise approximation is presented in [10] and a
recursive piecewise multiplier-less approximation is presented in [13]. An elemen-
tary function generator capable of multiple activation functions using a first and
second order polynomial approximation is detailed in [11]. Recently, a combina-
torial approach has been suggested that considerably reduces the approximation
error [14].

Our approach, which is described in detail in Section 3 & Section 4, uses
a first order minimax polynomial approximation. The use of a minimax poly-
nomial has been suggested before in the context of a floating point activation
function approximation [12], however we further minimise the maximum error
and implement an area and power efficient architecture. As will be seen from the
benchmarks in Section 5, our approach produces the best approximation error,
whilst being suitable for the implementation of multiple activation functions.

2.1 Data Representation and Precision Requirements

In function approximation there are two sources of error, the approximation
method error and the data representation error resulting from the use of a finite
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number of bits. To minimise area and power consumption, the minimum num-
ber of bits should be chosen, which will result in an acceptable error. Reduced
precision Hardware ANN issues were explored in [5] [6]. It was found that 10
precision bits were sufficient for multi-layer perceptrons (MLP) trained via back
propagation [6]. Using fewer precision bits than this will effect the convergence
speed for on-chip learning, and in some cases may completely prevent conver-
gence. The number of integer bits should be chosen based on the range of the
activation function. The functions we have implemented (see Section 5) have
a maximum usable input integer range of ±8 and a maximum usable output
range of ±1. Outside of these bounds greater than 10 bits of precision would
be required to represent the values. For these reasons we propose using a 4.10
fixed point representation (4 integers bits and 10 fractional bits) for inputs and
a 2.10 fixed point output representation (2 integer bits and 10 fractional bits)
for outputs. The data representation and precision used in related research is
shown in Table 1.

Table 1. Data widths and precision used in related research

Input Output
Total Range Integer Fractional Total Range Integer Fractional
Bits Bits Bits Bits Bits Bits

Myers et al [8] 16 [-8,8) 4 12 8 [0,1) 1 7
Alippi et al [9] not discussed
Amin et al [10] 8 [-8,8) 4 4 8 [0,1) 1 7
Vassiliadis et al [11] 14 [-8,8) 3 10 14 [-8,8) 4 10
Faiedh et al [12] Single precision floating point
Basterretxea et al [13] not discussed
Tommiska-337 [14] 6 [-8,8) 3 3 7 [0,1) 0 7
Tommiska-336 [14] 6 [-8,8) 3 3 6 [0,1) 0 6
Tommiska-236 [14] 5 [-4,4) 2 3 6 [0,1) 0 6
Tommiska-235 [14] 5 [-4,4) 2 3 5 [0,1) 0 5

3 Proposed Approximation Scheme

Polynomial approximating functions, the best known of which is the Taylor’s Se-
ries, can be used to represent any arbitrary continuous function. Whilst the error
in a Taylor’s Series is very small at the expansion point, it rapidly increases at the
boundaries of the interval. Therefore when using a finite order polynomial, often
a more evenly distributed error is preferable. Consequently other approximating
polynomials, such as least squares, have been employed [11]. We propose using
a minimax approximation instead [15]. A minimax polynomial exists for every
approximation and has the characteristic of minimising the maximum error, by
evenly distributing the error across the entire approximation range. To reduce
the order of the approximating polynomial, the input domain of the function can
be sub-divided into smaller intervals. This allows a polynomial of much lower
order to approximate each of the of sub intervals. The resulting composite func-
tion is known as a piecewise polynomial or spline. Using a spline-based activation
function approximation offers the benefit that multiple activation functions can



1322 D. Larkin et al.

be accommodated with ease, by merely changing the coefficients of the approxi-
mating polynomial. This also means that minimal extra hardware is required to
support the additional functions.

We use a Remez exchange algorithm in Matlab [16] to find the appropriate
coefficients to generate minimax polynomials on discrete intervals for each activa-
tion function. This approach is novel in the context of fixed point ANN activation
function approximation. As is detailed in Section 5, this greatly improves the
approximating error relative to other polynomial approximating schemes such
as least squares. We advocate employing a first order minimax approximation.
This has the benefit of avoiding higher order xn operations. The minimal error
representable from 10 bits of precision (see Section 2) is reached when using only
a small number of first order minimax approximating polynomials. To further
reduce the number of polynomials required to achieve a specified accuracy, we
employ the common approach of range reduction. Range reduction exploits in-
herent function redundancies such as function symmetry, periodic behaviour etc
to allow fewer polynomial segments represent the function.

3.1 Optimisation of the Location of the Approximating Polynomials

The placement of the approximating polynomials on the input range clearly has
a major bearing on the overall approximation error. The simplest approach is
to evenly distribute the polynomials over the approximating range. However,
astute placement can reduce the approximating error, although the potential
search space is large. For example when using 5 polynomials in a 0 to 8 range
with a precision of 10−3, there are in the order of 1017 possible combinations
for the location of the polynomials. Due to this large search space issue, we
propose using a genetic algorithm (GA) to find the optimum location of the
approximating polynomials. Unlike an exhaustive search, this solution is scalable
even if the input range becomes extremely large, for example if using a double
precision floating point representation.

The GA was implemented using the Genetic Algorithm Optimization Toolbox
(GAOT) for Matlab [16]. The fitness function firstly uses the Remez exchange
algorithm to generate the minimax polynomial coefficients for each candidate
in the seed population. The Remez exchange algorithm works by solving a set
of linear equations. Using the coefficients which are generated at each step, the
minimax spline approximation for the chosen activation function (e.g. sigmoid)
is constructed. The mean and maximum errors are then calculated from this
approximation, using at least 106 samples. The GA explores the search space
whilst attempting to minimise these mean and maximum error values.

As is the norm, the GA needed extensive tuning through trial and error ex-
ploration of the different input parameters. Initial population sizes of 10 to 1,000
were considered, along with extensive investigation into different crossover func-
tions and different mutation functions. We achieved best results using arithmetic
crossover and a multi-point non-uniform mutation with 5 mutation points. The
GA typically improved the approximating error by 30% to 60% relative to an
even distribution of the approximating polynomials.
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4 Hardware Architecture

A simplified block diagram of the hardware datapath can be seen in figure 1.
The range reduction and range reconstruction blocks currently have a trivial im-
plementation, because only symmetry around the Y-axis is exploited. However,
this is sufficient for a wide range of potential activation functions.

Range
Reduction

Polynomial
Calculation

Ax + B

Range
Reconstruction

X Yactivation_function

Fig. 1. Simplified datapath

Co-efficient
LUT

X

B

A

Y

clkgateclk

blkShutdown

actfn_sel

latch

Fig. 2. Polynomial evaluation

Figure 2 shows a direct implementation of the linear polynomial (AX + B)
calculation. The value of the input, X, is used as an index into a LUT, which
stores the values of the A and B coefficients. A single clock cycle array multiplier
is used in conjunction with an adder to generate the approximation. However,
this implementation has a number of drawbacks. Firstly, relative to the area of
the full design, the hardware multiplier requires a considerable area overhead.
Secondly, the multiplication is costly in terms of power consumption. This has
motivated us to investigate alternative micro architectures for the polynomial
evaluation. Consequently we propose using a radix-4 modified Booth algorithm
to generate the partial products, this halves the number of partial products [17].
Efficient summation of the partial products is then achieved by using (7;2) col-
umn compressors [17]. The carry out of the (7;2) compressor does not depend on
the carry in, therefore the critical path is improved and a higher clock frequency
is supported. The resultant carry and save are added to the B coefficient using
a (3:2) counter. A carry propagate adder is used to generate the final result.
Employing these techniques provides the proposed architecture (see fig. 4) with
a good trade off between speed, area and power consumption. The architec-
ture is easily modified for additional pipeline stages should a higher throughput
be required. Power reduction is further tackled at the gate level, by employing
clock gating and using tristate buffers on the inputs. These two techniques help
minimise the power when the block is not active.
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5 Results

We use the sigmoid activation function approximation to compare our approach
to previous research. We tested our method using 2 to 8 approximating poly-
nomial segments. The maximum and average error results for these tests can
be seen in table 2. This table allows a fair comparison of method error between
various approaches who share the same range and number of segments (rele-
vant for piecewise approximations). In the cases where a direct comparison is
possible, our method clearly outperforms related research. Tommiska [14] uses a
direct input/ output combinatorial mapping, therefore the number of segments
is not applicable. In this case it is fair to claim our method outperforms this
approach on an ±8 range when using 5 or more segments. The improvement

Table 2. Maximum and average Sigmoid Approximation errors

Design Range Segments Maximum Average
Error Error

Myers et al [8] [-8,8) N/A 0.0490 0.0247
Alippi et al [9] [-8,8) N/A 0.0189 0.0087
Amin et al [10] [-8,8) 3 0.0189 0.0059
Vassiliadis et al (First Order) [11] [-4,4) 4 0.0180 0.0035
Vassiliadis et al (Second Order) [11] [-4,4) 4 0.0180 0.0026
Faiedh et al [12] [-5,5] 5 0.0050 n/a
Basterretxea et al (q=3) [13] [-8,8) N/A 0.0222 0.0077
Tommiska (337) [14] [-8,8) N/A 0.0039 0.0017
Tommiska (336) [14] [-8,8) N/A 0.0077 0.0033
Tommiska (236) [14] [-4,4) N/A 0.0077 0.0040
Tommiska (235) [14] [-4,4) N/A 0.0151 0.0069
Proposed approach [-8,8) 2 0.0158 0.0068
Proposed approach [-8,8) 3 0.0078 0.0038
Proposed approach [-8,8) 4 0.0047 0.0024
Proposed approach [-8,8) 5 0.0032 0.0017
Proposed approach [-8,8) 6 0.0023 0.0012
Proposed approach [-8,8) 7 0.0017 0.0009
Proposed approach [-8,8) 8 0.0013 0.0009
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Table 3. Max and Mean Errors approximations for other functions

Design
Sigmoid Derivative Tanh

Range Maximum Average Range Maximum Average
Error Error Error Error

Vassiliadis et al (1st Order) [0,8) 8.8 × 10−3 2.6 × 10−3 [0,8) 5.7 × 10−2 5.0 × 10−3

Vassiliadis et al (2nd Order) [0,8) 4.6 × 10−3 5.0 × 10−4 [0,8) 1.6 × 10−2 1.6 × 10−3

Our approach (4 segments) [0,8) 3.1 × 10−3 1.7 × 10−3 [0,8) 9.5 × 10−3 2.4 × 10−3

achieved by leveraging the effective search capabilities of genetic programming
is apparent from comparing our five segment approach with the five segment
approach of [12], who employs a minimax polynomial with a floating point data
representation. The GA is predominately responsible for the 36% improvement
in error. Table 3 shows maximum and average approximation errors for addi-
tional functions, including Tanh and the sigmoid derivative. Tanh is another
commonly useful activation function, whilst the sigmoid derivate is important if
on-chip training (using back propagation) is used. Our approach gives a better
maximum error than both the first and second order approximation of [11].

5.1 Hardware Implementation Results

Two architectures were implemented, a conventional array multiplier approach
and the efficient multiplier architecture, which was described in Section 4. Both
architectures complete processing within one clock cycle. Similar to other sin-
gle cycle activation function hardware architectures, this is considerably faster
than a software implementation. For example we profiled a direct implemen-
tation (ANSI C) of Eqn. 1 on an ARM 920T processor (commonly found on
mobile devices), a single evaluation requires 395 clock cycles to complete. Con-
sequently there is considerable throughput and power reduction gains from using
a hardware implementation.

The proposed architecture was captured in Verilog HDL and synthesised using
Synopsys Design Compiler and Synplicity Synplify Pro for a 90nm TSMC ASIC
library and a Xilinx Virtex 2 FPGA respectively. Dynamic power consumption
estimates for the ASIC library (1.2V source) were generated using Synopsys
Prime Power, whilst Xilinx X-Power was used for the FPGA. A summary of the
synthesis results for an eight segment implementation can be seen in table 4.
Using the ASIC library the area and power figures are comparable for both de-
signs at 100 MHz. However as the frequency increases, the differences become

Table 4. Hardware synthesis and power consumption results

Design Frequency Area Average Power
[MHz] [Gates] Milliwatts

ASIC - Array multiplier 100 1,812 0.1101
ASIC - Array multiplier 270 2,907 0.2810
ASIC - Proposed approach 100 1,783 0.1379
ASIC - Proposed approach 270 2,272 0.4167
FPGA - Array multiplier 40 5,383 8.000
FPGA - Proposed approach 40 2,904 9.000
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more pronounced. The maximum clock frequency of the array multiplier ap-
proach is 270MHz, whilst the corresponding figure for the proposed approach is
330MHz. The proposed approach uses almost 22% less area at 270MHz than the
array multiplier. The difference in area between the architectures on the FPGA
is even more pronounced, as can be seen from table 4. As would be expected,
the maximum clock frequency for both designs is considerably lower when us-
ing the FPGA, fortunately this can be easily improved by adding additional
pipeline stages.

6 Future Work and Conclusions

This paper has presented a high precision, scalable hardware architecture for an
activation function generator. It represents preliminary work toward a complete
power efficient hardware ANN accelerator suitable for high dimensional data sets.
An extension to the number of activation functions supported is planned, along
with modifications to the GA to take account of representation issues caused
by fixed width word length. In addition we also intend to conduct a thorough
investigation on the suitability of using floating point representation.
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Abstract. This paper proposes a reconfigurable architecture for VLSI imple-
mentation of BP neural networks with on-chip learning. Basing on systolic ar-
rays, this architecture can flexibly adapt to neural networks with different 
scales, transfer functions or learning algorithms by reconfiguration of basic 
processing components,. Three kinds of reconfigurable processing units (RPU) 
are proposed firstly basing on the analysis of neural network’s reconfiguration. 
Secondly, the paper proposes a reconfigurable systolic architecture and the 
method of mapping BP networks into this architecture. The implementation of 
an instance on FPGA is introduced in the last. The results show that this flexible 
architecture can also achieve a high learning speed of 432M CUPS (Connection 
Updated Per Second) at 100MHz using 22 multipliers. 

1   Introduction 

Artificial neural networks (ANN) are widely used in intelligence control and pattern 
recognition. However, the traditional software implementation basing on general-
purpose processor have two problems: one is lacking of parallelism, the computing 
speed could not satisfy the real time requirement; the other is that many embedded 
applications have special restriction on stability, power and size of ANN system. For 
these reasons, researchers have proposed kinds of hardware implementation methods, 
including FPGA (Field Programmable Gate Array) implementations [1], neuro-chip 
[2][5][6][8] and DSP accelerator board [7], etc.  

However, neural hardware has the shortcoming of lacking flexibility. For different 
applications (such as different control objects), neural networks vary in scale, parame-
ter, topology and training methods. But hardware can hardly adapt to these changes. 
Relative works, such as general purpose neuro-chip [2] and general purpose neuro-
computer [3], have given some ideas to improve the flexibility of neural hardware. 
But the high cost of these methods became another block for their using in practical 
application. Moreover, time-to-market is another sensitive requirement for engineer-
ing applications.  

In order to seek a proper solution, this paper proposes a reconfigurable architecture 
based on systolic array. The main idea is: neural algorithm are decomposed into sev-
eral basic computations that are executed by reconfigurable processing units (RPU), 
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which are designed carefully as IP cores and saved in core library; all the RPUs are 
interconnected in regular arrays, so when neural networks changed, new hardware can 
be reconfigured by increase (or decrease) the amount of RPUs or replace RPUs with 
different functions;  reusable IP (Intellectual Properties) cores and FGPA devices 
provide the fast prototyping ability. 

This architecture is researched with an example of the most widely used BP net-
works. The reconfiguration of neural networks is analyzed and three kinds of RPUs 
are proposed in section 2. Section 3 introduces the reconfigurable systolic architecture 
for neural processor and the hardware-mapping algorithm. Section 4 gives out an 
implementation example and its’ results. And in the last section, the directions of 
future research work are concluded. 

2   Reconfiguration Analyzation of BP Networks 

From the structure and mathematical model of neural networks, we can conclude that 
neural networks can be represented as a four elements tuple [V, E, f, s], where ‘V’ is 
the set of neurons, ‘E’ is the set of connections between different neurons, ‘f’ stands 
for transfer function, and ‘s’ denotes learning algorithm. So, the reconfiguration of 
neural networks can be divided as three aspects: structure reconfiguration, transfer 
function reconfiguration, and learning algorithm reconfiguration. 

To explicitly explain those reconfiguration features, BP network is used as an ex-
ample for analyzing. Considering from the view of computing, the execution of BP 
algorithm can be divided as three stages known as feed-forward, error back-
propagation and weight updating. The mathematical descriptions are as follows: 
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Where k
io  represents the i-th neuron’s output in the k-th layer; k

ijw  represents weight 

goes from the j-th neuron in layer k-1 to the i-th neuron in layer k; 
kN  is the number 

of neurons in layer N;  is learning rate. Threshold value can be treated as a special 
weight; it connects a clamped input 1, so (1) is simplified to multiply-accumulation. A 
virtual layer is defined behind the output layer, which contains two nodes that have 

1=1 2=-1 and w1q=yq w2q=oq  respectively. By this means, the  of both hidden and 
output layers can be computed in (2). 

Components for different operations can be merged into three kinds of RPUs: 
MAC for multiply-accumulation; F for non-liner function mapping; WU for weight 
update.  
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3   Reconfigurable Systolic Architecture and Mapping Algorithm 

3.1   Architecture Design 

Neural network is a massively parallel computing system. However, parallel comput-
ing in hardware faces bottleneck of data communication, which is how to transfer 
operation data (generally from a host) to multiple parallel-computing units, and  
how to send the results to memories simultaneously. Besides, we can know from the 
algorithm of BP networks that multiply of weight matrix and input vector (multiply-
accumulation in scalar) is the main computation, so how to implement this matrix-
vector multiply efficiently is the key of neural hardware.  

Systolic array [4] is a processing unit’s network that could transfer and compute 
operation data rhythmically. This architecture can settle the data bottleneck problem 
effectively and can implement matrix-vector multiply using pipeline. Besides, the 
modularity and expandability of systolic array are two other features suitable for our 
reconfigurable approach.  

Connecting the RPUs proposed in former section in arrays, we could get the re-
configurable systolic architecture shown in Fig. 1(d). In this architecture, MAC 
array do the multiply-accumulation job in feed-forward and back-propagation 
stage, WU array compute new weight values, between these two arrays are WM, 
TM is memories for temporary results, all operations are controlled by finite state 
machine FSM. Because of the regularity of arrays, when neural networks changed 
in scale, new hardware can be reconfigured by increasing (or decreasing) the 
amount of RPUs or modifying the multiplex methods in FSM control. Besides, we 
can replace F and WU modules with different functions so as to adapt to transfer 
function and learning rules changes.  

3.2   Mapping Algorithm 

Mapping algorithm refers to how the data and computing processes of BP networks 
can be mapped into the components and data path of the architecture. 

In this architecture, we use neuron parallelism as the basic computing mode for 
RPU, which requires one multiplier per neuron, all the neurons in the same layer work 
in parallel, it has lower degree parallelism but also need less hardware resources. 

Assume N=Max(n(1),n(2)……,n(M)), which n(i) is the neuron numbers of the i-th 
layer. Then the number of MAC nMAC N, all computations of the k-th neuron in 
some layer are arranged to the (k mod nMAC)-th MAC. Because the multiply-
accumulation results come out from systolic array in sequence, only one F module is 
needed (nF=1). This is an important feature of systolic array. Great hardware re-
sources are saved in the implementation of nonlinear function no matter in lookup 
table method or in approximation method.If nWU (the number of WU) > nMAC, 
RAW (read after write) error will occur in weight update phase. If nWU < nMAC, 
two WM read operations and one WM write operation may happen at one same time. 
This conflict can be avoided if nWU=nMAC. 
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The biggest amount of operands in neural networks is weight. In order to save stor-
age space and operation time, this design uses a unified memory structure for comput-
ing in three phases of BP algorithm—feed-forward, back-propagation and weight 
updating. However, we can see from (1), (2) and (3) that weight matrix used in back-
propagation is the transpose of its counterpart in feed-forward and weight updating 
stages. So the key issue is how to implement three pipeline processes basing on one 
storage structure.  

(a) feed-forward pipeline mapping

(b) back-propagation pipeline mapping

(c) weight update pipeline mapping

(d) reconfigurable systolic architecture
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Fig. 1. Reconfigurable systolic architecture and mapping algorithm 

Rule 1: (feed-forward pipeline, MAC array working at the kth layer, Fig.1(a)) 

1. The outputs o1o2…oN of the (k-1)-th layer enter the MAC array in sequence, and be 
transferred in pipeline. 

2. In the i-th tap, o1 arrive at MACi as the first operand, and wi1wi2...wiN start to enter 
MACi in sequence as the second operand. 

3. oj multiply wij in MACi and the product is added to accumulation result in last tap; 
starting from the Nth tap, the neuron accumulation result neti goes out from MACi 
in sequence. 

Rule 2: (back-propagation pipeline, MAC array working at the kth layer, Fig.1(b)) 

1. Initial value 0 enters MAC1’s accumulation pipeline input in each tap. 
2. i of the (k+1)-th layer is pumped back to MACi and holds on as the first operand. 

In the i-th tap,  wi1wi2...wiN start to enter MACi  in sequence as the second operand. 
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3. i multiply wij in MACi and the product is added to accumulation result come from 
MACi-1, the sum is transferred to MACi+1 through accumulation pipeline input; 
starting from the Nth tap, the accumulation result ei  goes out from MACN in  
sequence. 

Rule 3: (weight update pipeline, WU array working at the kth layer, Fig.1(c)) 

1. The outputs o1o2…oN of the (k-1)-th layer enter the WU array in sequence, and  be 
transferred in pipeline. 

2. i of the (k+1)-th layer is pumped into WUi and holds on as the first operand. In the 
i-th tap, o1 arrive at WUi as the second operand, and wi1wi2...wiN start to enter WUi 

in sequence as the third operand. 
3. i multiply oj and  in WUi and the product is added to wij, the sum is new weight 

value wij, and it is write back to the weight memory. 

4   Implementation Results 

We implement the proposed architecture with a example of 25×10×10 three layers 
feed-forward network, which has sigmoid transfer functions and uses basic BP algo-
rithm as learning rule.  

16-bit fix-point data is used for data representation. Because the computing rules 
for feed-forward and back-propagation pipeline are different, the data path of MAC 
module is designed having the ability of dynamic reconfiguration, which is controlled 
by a “forward/backward” signal coming from FSM. According to the distribution of 
sigmoid function, two compressed look-up-tables are used to implement transfer func-
tion and its’ derivative in F module. 

We explored the scale reconfiguration by using different number RPUs to imple-
ment the same neural network. Using Xilinx virtex2 pro FPGA as target device, the 

synthesis results  are shown in table 1
If nMAC=10, it takes 81 cycles to complete the iteration of one training vector. At 

the frequency of 100MHz, the learning speed (weight updated per second) is 432M 
CUPS, which is about 60 times speedup than software implementation on PC (Pen-
tium4 processor, Windows 2000 operation system).  For different learning algorithm, 
we replace the WU module with new MWU module, which uses momentum back-
propagation algorithm to update weights. It has a lower Max Freq. in the synthesis 
results, but it also takes 81 cycles to complete the iteration of one training vector.  

Explicit comparisons between various typical implementations are listed in table 2. 
The approach of ours achieved the greatest performance also with flexible advantages. 

Table 1. Synthesis results with different number RPUs 

xcv2p4-6 nMAC=10 nMAC=5 
Slices 1600 1056 
Slice Flip Flops 1320 840 
4 input LUTs 2820 1904 
BRAM(18Kb) 17 20 
MULT(18×18bit) 22 12 
Max. Freq. (MHz) 104.150 104.150 
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Table 2. Comparisons of various implementations 

Name Chip Type Size (Processing 
Elements, PE) 

Precision (bits) Performance 
(CUPS) 

Reconfigu-
ration 

Ability* 
CNAPS[5] Neuro-chip: N6400 64 (per chip) 16(fix point) 256M S 
SYNAPSE[6] Neuro-chip: MA16 4 (per chip) 16(fix point) 4.25M S 
RAP[7] DSP : TM320C30 4 (per board) 32(floating point) 13.2M S, T 
RSA[8] Neuro-chip: RSAP-16 16 (per chip) 16(fix point) 19.9M S, L 
PC CPU: Pentium4 2.0G 1 (per chip) 32(floating point) 7.78M S, T, L 
Ours FPGA: XC2VP20 20 (per chip) 16(fix point) 432M S, T, L 

   *S stands for scale reconfigurable, T stands for transfer function reconfigurable, L stands for learning algorithm reconfigurable. 

5   Conclusion 

The paper discussed the reconfigurable systolic architecture based on BP networks. It 
should be noticed that this reconfigurable architecture not only fit for BP networks, 
but also can be generalized to fit for more kinds of ANN. Reconfigurable devices 
FPGA and advanced EDA development methods (such as IP reuse) make the imple-
mentation of this architecture more easy and fast. Our focus and directions of future 
research are to build up a reconfigurable platform basing on this architecture. Through 
the two key technologies of RPU library construction and mapping algorithms, the 
platform can automatically generate synthesable hardware description codes for neu-
ral networks. By using this platform, neural hardware design can be improved from 
RTL level to algorithm level, which will push forward the application of neural hard-
ware in relative fields. 
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Abstract. In this paper we present the results of neural network hard-
ware in-the-loop training for an analogue Local Cluster Neural Network
(LCNN ) chip. We use a Probabilistic Random Weight Change (PRWC )
algorithm that is a combination of the random weight change and sim-
ulated annealing algorithms. We applied the PRWC algorithm to in-
the-loop training for multi-dimensional function approximations and for
predictions. We discuss the training strategy and the experiment results.

1 Introduction

The Local Cluster neural net (LCNN) proposed by Geva and Sitte [1] is a spe-
cial kind of multilayer perceptron where clusters of sigmoidal neurons generate
localized functions. The LCNN has been realized in the LCX analog VLSI im-
plementation [2] [3]. Characterization of the LCX chip had showed that it closely
reproduces the mathematical function of the LCNN [4]. In this paper we inves-
tigate the training of LCX chip for multivariate function approximation.

During the past decade, different methods for training analog neural nets
have been proposed and applied. Most of this research focused on model-free
techniques for training analog neural nets. The techniques were tested in simu-
lations or in neural net hardware for simple problems. Random Weight Change
was used for training a neural net chip [5]; Weight Perturbation was used for
XOR function in an analog circuit [6]; Back Propagation, Weight Perturbation
and Simulated Annealing were used in neural net training in simulations [7] [8].
However there are no reports on training an analog VLSI neural net for func-
tion approximation. We refer to these techniques and formulate the Probabilistic
Random Weight Change algorithm for training the LCX analog chip function
approximation. This paper briefly describes the LCNN and the LCX chip, ex-
plains the training procedure and specific training algorithm, presents the results
for various training tasks and discusses the training convergence and accuracy.

2 Local Cluster Neural Network (LCNN ) and Its Analog
Hardware Implementation

Fig. 1 shows the signal flow diagram for a segment of two clusters of a Local
Cluster Neural Network (LCNN ). The LCNN uses sigmoidal neurones in two

J. Wang et al. (Eds.): ISNN 2006, LNCS 3973, pp. 1334–1339, 2006.
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hidden layers to form functions localised in input space, which is similar to Radial
Basis Functions (RBF ) but capable of representing a wider range of localised
function shapes [3]. The LCNN output is a linear combination of localised scalar
functions in n-dimensional input space:
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Fig. 1. Network structure of LC net

y(x) =
m∑

µ=1

vµLµ(Wµ, rµ, k,x) (1)

where vµ is the output weight, Wµ is the weight matrix that determines the
local function shape, and the weight vector rµ determines the position of the
localised function and k is the sigmoid slope.

The LCX chip has eight equal clusters, six inputs, one output and 8-bit digital
weight storages. Each cluster receives the same inputs and has the structure as
show in Fig. 2.

3 Training the LCX chip

The LCX chip does not have on-chip weight adaptation circuitry. Weight values
have to be down-loaded on the chip from an external source. This suggests off-
chip computation of the weights. However, this method does not work because
of the fluctuations and deviations of the fabricated analogue circuits from their
design specifications[4]. The weights obtained by training a software simulated
LCNN will produce a different function on the chip due to unknown fluctuations.
The solution to this problem is hardware-in-the-loop training where the weight
update is calculated using the output from the hardware neural net instead of
the simulated neural net from the computer. Fig. 3 shows a block diagram for
the hardware-in-the-loop training of the LCX chip. The computer sends input
and weights to the chip, reads the output from the chip, adjusts weights, and
sends them to the chip for next training iteration.
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4 Training Algorithms

Training of a Neural Network consists in finding the weights that minimise the
error of the output compared to a desired response. We used the mean square
deviation as the error function:

E =
1
p

p∑
i=1

(yi − y∗i )2 =
1
p

p∑
i=1

e2i (2)

where p is the number of training samples, y is the neural network output and
y∗ is desired output.

4.1 Gradient Descent Training Algorithm

In the LCNN simulation we obtained good results with a modified gradient
descent (GD) method, that uses individual adaptive learning rates. The weight
update equations are (3-5). For a detailed description of this algorithm see [1].

∆wµij = ηw

∑
p

ep
∂y(xp)
∂wµij

= ηw

∑
p

epvµσ
′
o(fµ(w, r, k1,xp) − b)

∂fµ(xp)
∂wµij

(3)

∆rµj = ηr

∑
p

ep
∂y(xp)
∂rµj

=ηr

∑
p

epvµσ
′
o(fµ(w, r, k1,xp)−b)

n∑
i=1

∂lµi(xp)
∂wµij

(4)

∆vµ = ηv

∑
p

ep
∂y(xp)
∂vµ

= ηv

∑
p

epLµ(w, r, k1, k2,xp) (5)
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This method can not be used for LCX chip-in-the-loop training because inter-
mediate values are required as in equations (3) – (5) and these are not accessible
on the LCX chip. An alternative training algorithms has to be found.

The Random Weight Change (RWC ) [5] and the Simulated Annealing (SA)[9]
are potential candidates. These two algorithms have the advantages of being
model-free and no intermediate outputs are needed in the calculation.

4.2 Random Weight Change (RWC ) and Simulated Annealing (SA)

The Random Weight Change (RWC ) algorithm [5] is defined by equations
(6), (7). If the new weights decrease the error E, the same weight changes are
iterated. When the error E increases, the weight changes are reset randomly.

wi(n+ 1) = wi(n) +∆wi(n+ 1) (6)

∆wi(n+ 1) =

{
∆wi(n) ∆E < 0
δ ×Rand(n) ∆E ≥ 0

(7)

The Simulated Annealing (SA) algorithm [9] employs a random search that
not only accepts weight changes that decrease error, but also some changes
that increase it. In each training step, weights are updated by small random
values. If the error decreases, the updated weights are accepted. The case of
error increasing is treated probabilistically: the probability that the updated
weight is accepted is p(∆E) = e−

∆E
T .

4.3 The Algorithm for In-the-Loop Training

To get better convergence and more effective training, we construct a new al-
gorithm, the Probabilistic Random Weight Change (PRWC ) for the LCX chip
in-the-loop training based on the RWC and SA. The PRWC algorithm is defined
as follows:

wi(n)′ = wi(n) +∆wi(n) (8)

∆wi =


Lr k = 0
(−1) × Lr k = 1
0 k �= 0 & k �= 1

(9)

k = rand mod m (m = 3, 4, 5, ...) (10){
wi(n+ 1) = wi(n)′ ∆wi(n+ 1) = ∆wi(n)/Lr E(n)′ < E(n)
wi(n+ 1) = wi(n) ∆wi(n+ 1) = new ∆wi E(n)′ ≥ E(n)

(11)

where Lr is the learning rate, rand is a positive random value. k is the remainder
of the random number divided by m. The weight wi and weight change ∆wi in
the next training epoch are calculated as equations (11). ∆wi is decided by
k in equation (9), where the weight wi is changed with probability 2/m. The
probability 2/m becomes smaller with decreasing error. Each adjustable weight
in LCX chip will be updated with probability 2/m in training.
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5 Experiment Results for LCX Chip In-the-Loop
Training

To investigate and analyse the LCX chip’s ability for function approximation,
with hardware-in-the loop training, we used several different target functions,
with input dimension up to six. Because of lack of space we only show 2 repre-
sentative results. One of the target functions is Mexican Hat function. The plot
on the right of Fig. 4 shows a one-dimensional target function and the result
after 600 training epochs. The mean square error (MSE ) is plotted on the left.
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Table 1. The mean square errors for all input channels in five training trials

test channel 0 channel 1 channel 2 channel 3 channel 4 channel 5
1 0.037 0.077 0.060 0.057 0.054 0.068
2 0.034 0.045 0.032 0.063 0.048 0.064
3 0.073 0.050 0.043 0.056 0.072 0.085
4 0.051 0.065 0.037 0.042 0.044 0.049
5 0.051 0.057 0.049 0.048 0.027 0.059

average 0.049 0.059 0.044 0.053 0.049 0.065

Table 1 shows the results in statistic experiment: the final MSE for each of the
input channels repeated five times. These results demonstrated good convergence
of PRWC for analog neural net chip in-the-loop training.
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The second target function consists of two displaced 2D Gaussian functions
of opposite sign. Fig. 5 shows the training error, the training target and training
output for a 2 dimensional input. After 1000 training epochs, the MSE is 0.053.

6 Conclusions

The results obtained with hardware in-the-loop training of the Local Cluster
Neural Network (LCNN) analog chip confirm that the influence of fluctuations
and deviations in an analog Neural Network chip can be compensated by in-the-
loop training. The PRWC training algorithm has good convergence for multi-
dimensional functions with up to six inputs (the number of inputs available
on the chip). The speed of training is still determined by the weight updating
computation carried out on the computer and the downloading of the weights
into the chip. The PRWC algorithm is simple and suitable for implementation
in hardware in a future version of the LCNN chip.
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Abstract. In this paper, hybrid neural network processor (HANNP) is
designed in VLSI. The HANNP has RISC based architecture leading to
an effective general digital signal processing and artificial neural networks
computation. The architecture of a HANNP including the general digital
processing units such as 64-bit floating-point arithmetic unit (FPU), a
control unit (CU) and neural network processing units such as artificial
neural computing unit (NNPU), specialized neural data bus and interface
unit, etc. The HANNP is modeled in Veilog HDL and implemented with
FPGA. Character recognition problems and Kohonen self-organization
problems are applied to the proposed HANNP to justify its applicability
to real engineering problems.

1 Introduction

For over a decade, artificial neural networks (ANNs) have been recognized in
many fields of artificial intelligence as powerful tools for complex problem solv-
ing tasks due to their learning capability [1,2]. However, their use in real-time
applications such as speech recognition, image processing and robot control often
demands high performance and hardware system cost. In this reason, many ANN
applications eventually require specialized neural network processor (SNNP) to
achieve adequate performance at reasonable cost and a number of special purpose
neural network processors specialized for the implementation of ANN architec-
tures are proposed [6]. However, the design effort for SNNP is still in a relatively
early stage and existent designed specialized neural network processors have a
drawback that it is not appreciate for using in general digital signal processing
due to their specialized architecture for neural network computation. In this
paper, we propose a new neural network processor that can efficiently support
general digital signal processing as well as ANN computation in order to over-
come the limits of the previous specialized ANN processors. We have focused not
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on designing and implementing a high-speed neural network processing engine
itself, but also on building a hybrid neural network processor that can handle
the general digital signal processing operating unit. For supporting ANN and
general RISC instructions,we proposed hybrid neural network processor that is
consisted of several major parts: 64-bit floating-point arithmetic unit (FPU), a
control unit (CU), special data bus, interface unit, and neural network processing
unit (NNPU). The proposed NNPU employs SIMD architecture for neural net-
work processing because data intensive operators in neural networks need high
computing power and have a great potential for SIMD parallel processing. Such
architectural features of Hybrid Artificial Neural Network Processor (HANNP)
are optimally customized for achieving high-speed digital signal processing while
providing flexibility for efficient computation of the ANN. The structure of this
paper is as follows: In the next section, the artificial neural networks are briefly
reviewed with the proposed neural instruction set. The architecture of the pro-
posed hybrid neural network processor is presented along with the brief descrip-
tions of each subcomponent in the section 3. Experimental results including
instruction set usage measurements and implementation result are presented in
section 4, and we conclude in section 5.

2 Artificial Neural Network

An Artificial Neural Network (ANN) is an information processing paradigm that
is inspired by the way biological nervous systems, such as the brain, process in-
formation. It is composed of a large number of highly interconnected processing
elements working to solve specific problems and can be implemented by means
of a massively parallel processor with tools for gaining knowledge from expe-
rience. Each ANN is composed of different number of neurons and the main
characteristics of ANNs are [4]:

· Adaptive Learning: The behavior of the network is changed according to
the data given as input. The network is decided how it will be reacted and
continued when new data is fed to the system.

· Self-Organization: The structure of the network is changed according to the
data given. The structure of the network can be changed either by changing
the strength between the neurons or the learning algorithm.

· Error tolerance: The network is capable of finding a generalization for new
or distorted data. A model is determined for each given data.

· Real-time operation: As a consequence of parallel processing, real time op-
eration becomes possible.

· Parallel information processing: Like the neurons in the human brain, the
processing between the neurons in ANN is parallel.

2.1 Design and Structure of ANN Unit

In order to design processing units of ANN, we consider multilayer neural net-
works composed by source nodes which correspond to the input layer and by
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one output layer of computation nodes [7]. The input layer and output layer are
responsible for extracting knowledge from the environment and for the commu-
nication with the environment respectively. The hidden layers are responsible
for the execution between these two layers. The signal propagates along the net-
work from the input to the output [4]. This kind of network is called Multilayer
Perceptron (MLP) and is characterized by the following three properties:

· The model of each neuron presents a smooth nonlinearity in the output, like
in the logistic function.

· The network consists of one or more hidden layers between the I/O layers,
learning complex problems through the progressive identification of mean-
ingful aspects from the input data set.

· The high number of synaptic connections determines the high degree of con-
nectivity and a change in a connection influences all the synapses population
or their weights.

The MLP are frequently used to solve complex problems by a supervised learn-
ing process based on a popular technique known as back-propagation algorithm
(BP). It consists of two distinct steps: a forward step and a backward step. In
the former an input vector is applied to the network and its effect propagates
through the layers. At the output layer, a set of values is produced as actual re-
sponse of the network. That response is then compared to a set of target values
and during the backward step, the synaptic weights are corrected considering the
errors between real and expected output. One presentation of the entire training
set is called epoch. The learning process goes on a epoch by epoch basis until
the synaptic weights and threshold levels of the networks stabilization. In the
back-propagation learning, a training set is usually presented to the network to
evaluate the synaptic weights considering as many training examples as possible,
to achieve a good capacity of the network in generalization performance [7].

2.2 Instruction Set for HANNP

The function of the proposed processor is programmed by means of 24 customized
instructions for neural network specified application and general RISC instruc-
tions such as add, store and load as shown in Table 1. They include instructions
for memory access, data transfers, arithmetic operations, and flow controls. As for
the normal instruction set architecture, the processor provides typical instruction
sets and most of them are executed in one internal cycle. Out of all instructions, six
are for immediate data processing, fifteen for arithmetic operations, five for data
move, nine for branch operation, fourteen for data loading and store, and twelve
for logic operation. A 9 out of 32-bit word instruction is served to opecodes. The
compute operations of both the ALU and floating-point unit are based on two
operands and have the same format. Table 2 shows the neural instruction list in-
cluding several special purpose instructions such as BR, WLD, etc. BR is used for
for neural network specified application. The selection is made by the flag bit ap-
pended to BR instruction. WLD loads data from a local memory of its neighbor
processing units or its own processing unit to register file at this time.
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Table 1. Instruction Set

Categories Instructions

Immediate Data Shift operation RSLI, RSRI, LSLI, LSRI

processing Index operation PIX, IXP

Floating-point Multiplication FMUL,FMULA

Integer Multiplication MUL, MULA

Addition/Subtraction ADD, ADC, SUB, SUBC, NEG
Arithmetic

Special Arithmetic operation NORD, NORS, INTFP, FPINT, ABS, SWP

Normal Move operation MV, MVN
Move

Register Move operation MVR, MRS, MSR

Compare operation CMP, CFP, CMN, CLT, CMT, TEQ, TST
Branch

Branch operation B, BX

Load operation LDB, LDH, LDW, LDRB, LDRH, LDRW, MLD
Load Store

Store operation STB, STH, STW, STRB, STRH, STRW, MST

Basic operation AND, XOR, OR, NOT

Bit Manipulation EXT, SET, CLRLogical operation
Special operation BITC, SHR, SHL, NOP, WAIT

Table 2. Neural Instruction Set

Instruction Description

NBR CRn,C,D DBR or RR ←
GM@CRn or CRN

Broadcast a data in a register GRn of a general
prupose register file a data bus(D) or a ring bus(R)

NMAC Rm,Rj,S AR ← (Rm × Rj)+AR Multiply Rm and Rj, then add with a accumulator
register AR

NPSUBim Rj, Rj ← Rj-�(imm:16) Subtract Rn with an immediate value

�(imm:16) C S (C=0: subtract in PU,C=1: subtract in CU)

NBS OPT,Rn,Rm, Rn ← Rn ← Barral shift(Rm) with shift amount of CRj

SH,OPT,S Barral shift(Rm)

NWLD Rn
�(LMAddr:12) M S

Rn ← LM@(LMAddr
+RF0)

Load a data in a local memory to a register Rn

WST Rn
�(LMAddr:12) S

LM@(LMAddr+RF0)←
Rn

Store a data in a register Rn to a local memory

NSHIFT Rn,Rm Rn← 1 bit shift (Rm) Shift a data in a register Rm with one bit to a
register Rn

NFU
CRn,CRm,Cj,M,D

GM@CRn and (DBR
or RR) or CRn ← NFU
OR@CRm with shift
offset in Cj

NFU look-up table access with a data in an OR of
a PUand broadcast NFU data to a data bus(D) or
a ring bus(R)

2.3 HANNP Instruction Scheduling

Generally, RISC processors offer increased performance through the use of sep-
arate functional units and sophisticated instruction sequencers. However, the
order in which the instruction sequence is presented to the sequencer can still
have a large impact on the performance. Also, in many RISC processors, a
fixed number of instructions after each branch instruction are always executed,
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Fig. 1. Proposed Neural Instruction Scheduling

irrespective of whether the branch is taken or not and such delay slot or an in-
struction from a branch target after a not-taken branch increases the execution
time. Thus we use instruction scheduling in conjunction with parallel process-
ing in order to achieve high performance as following in Figure 1(a). Each of
our execution units takes a certain number of cycles to execution. If we execute
the code in order, then we end up with many bubbles (NOPs) in the resulting
code, wasting CPU cycles. So, by scheduling instructions, we put more instruc-
tions through the parallel processing by filling these bubbles. We have a fixed
number of execution units, such as the ALU, floating point, load/store units,
neural network processing units. Proposed instruction scheduling flow is follow-
ing as Figure 1(b). To schedule instructions, we first move instructions in the
instruction buffer (ready-list), which is executed entry survey about queue. If
ready-list is not empty, it checks the data dependency among instructions using
dependency predictor. If there is dependence, then insert a NOP as the next
instruction in instruction scheduler, which uses up one cycle. And next, we re-
arrange the queue and check arithmetic group within the ready-list. It there is no
arithmetic group, then instruction is processed. To enhance the processing per-
formance, we separate the arithmetic and neural network group from ready-list
to execute parallel with each instructions. Repeat this process until all instruc-
tions have been scheduled. So, we can increase the throughput of CPU about
18% than normal instruction and reduce data-path bottleneck. And we more
reduce power consumption with prediction scheme.

3 Architecture of the Proposed HANNP

The HANNP is consisted of several parts of RISC processor more special than
required for general digital signal processing and artificial neural network com-
puting module. The HANNP is superscalar based RISC architecture and calcu-
lates ANN instruction’s dependence and allocates instruction’s processing order
bringing Machine code by block unit from memory for high speed computa-
tion. Figure 2 is the block diagram of proposed HANNP. As shown in Figure 2,
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Fig. 2. Structure of the Proposed HANNP

HANNP includes the 64-bit floating-point arithmetic unit (FPU), a DMA control
unit (DCU), special data bus and interface unit and neural network processing
unit (NNPU). All numerical, logical arithmetic unit and neural network process-
ing module in HANNP have a separate internal registers with bus MUXs for fast
storing and loading. These units are checked data dependency by the proposed
neural instruction scheduler, so this structure reduces delay time among each
block as decreasing data bottleneck.

3.1 Arithmetic Unit

In HANNP, Floating Point Arithmetic Unit (FPU) and Arithmetic Logical Unit
(ALU) construct a basic arithmetic group. Devised FPU basically supports single
precision and double precision according to IEEE 754 - 1985 standard. In order
to express an real number, if s ⊆ {0, 1}, e is positive integer and significand is a
positive real number,N(s, e, f) = (−1)s · 2e · f . Standard is defining 4 kinds of
floating point format and these formats are divided into basic format of single
precision and double precision and extended format. In case of single precision,
biased exponent add 127 to real exponent and in case of double precision, it adds
1023 more. So, range of exponent is from “00000001” to “11111110” and floating
point can express in order according to absolute value. Also, Mantissa is decided
to express by 1.ffff . . . f . As “1.” of front is fixed bit, it is defined implied bit
and express 23bit’s mantissa part. Number expression method of this IEEE -
754 standard can greatly divide to three parts of Normalized Number, Special
Number and Denomarlized Number that implied bit is 0. Special number is
consisted of infinity, NaN (Not a Number) and signed zero. In the case of NaN, is
divided by SNaN (Signaling NaN ) and QNaN (Quiet NaN ). Basically, FPU use
parallel data transmission way as considering generality and can use coprocessor
interface according to user’s necessity.



1346 D.-S. Kim, H.-S. Kim, and D.-J. Chung

3.2 Neural Network Processing Unit

The Neural Network Processing Unit (NNPU) of the HANNP employs SIMD
architecture consisting of 16 processing units (PUs), a non-linear functional unit
(NFU), and a control unit (CU), which are connected through two global data
buses, one control bus, and a ring bus as shown in Figure 2. PU is a basic
computation unit of the NNPU and is integrated 16 PUs in one neural net
processor [7]. Each PU consists of 32-bit fixed point numerical arithmetic units,
a 32-bit 16-word register file, 16-bit 1.5k-word LM, special purpose registers (CR,
FR, and AR), and an address modifier (AM). In addition, the result of multiplier
is bypassed to adder for MAC (multiply and accumulate) operation. The adder
has the ability to perform the local memory addressing by adding the offset value
stored in the RF0 register and the address field of WLD (or WST ) instruction.
The embedded LM is used to store information such as weights, coefficients,
image, and other data according to the applications. The instruction program
is stored in the embedded program memory; on the other hand, the data are
distributed in embedded local memories (LMs) and external data memory. The
global data bus and ring bus allow data broadcast and PU-to-PU data transfer.
The CU generates the control signals for all PUs and allows address jump and
branch functions. The NFU is a look up table memory that realizes an arbitrary
non- linear function. GRF (global register file) is used to store data from NFU.
The data in GRF are to be broadcasted to PUs through the data bus or the ring
bus. Logical Arithmetic Unit is designed to do arithmetic operations such as
barrel shift,NOT, OR, AND, XOR, NOR, NAND and NXOR for various bitwise
logic arithmetic computations. The Accumulate Register accumulates the results
of the MAC command. The Count Register is a 12-bit counter and Flag Register
is a 1-bit special purpose register to stop the operation of the PU. The Output
Register is a special purpose register used to communicate the calculation result,
or to store it in outside memory. The Ring Shift Register is used to broadcast
data from the outside or to communicate between PUs. To lower the power
and hardware design complexity, we reduced the overhead and memory access
numbers by using the Register File. Particularly, each PU contains an AM which
enables the proposed processor to have functionalities of both column-wise data
fetch and row-wise data fetch. The importance to do so is that many linear
algebra applications require series of matrix- by-vector and transposed matrix-
by-vector multiplications. In ANNs, the matrix contains the synaptic weights
and the vector does input values or error values. The matrix element accessing
direction is dependent on the Processing state. AM model is an operational
model of how an AM works on MLP with back-propagation. Here, a row of
the forward weight matrix is allocated to each PU. The first is feed-forward
operation, in which the network computes the equation,ui =

∑n
j sjωij and the

second is error back-propagation that computes the equation,ej =
∑m

i δiωij .
From these two equations, the weights distributed over LMs should be accessed
in two different modes; the row-wise for the feed-forward and the column-wise
for the error back-propagation. In the proposed processor, three mechanisms,
ring, bus, and AM are used for effective memory access for BP. For the process
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of feed-forward operation, the address is broadcast to all PUs simultaneously
through bus since the weights are stored in local memories in row order. In
error back-propagation phase, the AM calculates a new address using modular
operation for column base memory access. Previous error values are shifted to
next PU through ring register.

4 Verification and Implementation Result

The functionality and the performance of the proposed HANNP are verified
through instruction level simulation, HDL simulation and FPGA implementa-
tion. An instruction level simulator is developed with C++ language as a de-
velopment tool. The HDL level simulation results were compared to instruction
level simulation. First, in case of the 16-classes self-organization with Koho-
nen algorithm, each PU presents a class and the class mean value is stored in
the register file in each PU. The input sample is broadcasted through global
data bus and each PU computes the distance between class mean and the in-
put sample. In order to determine the rank of distance to find the closest class,
the CR in each PU decides the rank of its class. This is done by increasing
CR when the each PU’s distance is smaller than the data shifted into the PU.
This shift operation is repeated until the ring shift complete one loop. Accord-
ing to the rank of each class, the class mean stored in each PU are modified
when the PU’s rank is higher than the predetermined value. Figure 3 shows
the experimental result and shows the successful self-organization. The num-
ber of classes can be easily increased by assigning several classes per PU and

Fig. 3. Simulation result of Kohonen Self-Organized Map using the proposed processor
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Fig. 4. Pattern recognition application using the proposed processor

store class mean in each LM. Figure 4(a) shows the overall architecture of the
proposed character recognition system. The pre-processing and the feature ex-
traction consist of 4 stages; thinning, image filtering, connection, and shrinking.
These operations are based on two dimensional morphological filtering [5]. The
thinning skeletonizes an input image while preserving its original shape. After
that, the skeletonized image is filtered with 12 two-dimensional morphological
feature filters like direction, angle, crossing, and T-crossing filters. Each feature
extraction filtering is performed in each PU and the filter weight is stored in
LM. The input image is broadcasted through the data bus and the filter output
is stored in LM. During image filtering certain lines may be broken. These bro-
ken lines have to be reconnected by connection process that is a morphological
dilation. Then the object in the resulting image is shrunken down until only
one point remains for each object. The number of renaming point is counted for
each feature filter and it represents how many corresponding features are in the
input image. These numbers are used as an input vector for the classifier that
is realized through MLP with back-propagation learning. Figure 4(b) shows the
experimental result of the pattern recognition application. It shows that training
was performed correctly. The operating clock is 55MHz and operating voltage is
3.3V. CU is implemented with 32-bit × 4Kword program memory, 32-bit × 16-
word register file, program counter (PC) and 24-bit adder. NFU is consisted of
8 bit × 512-word memory and BUS is 32-cell 16-bit ring chain.The implemented
recognition system is trained with 20 sets of 17 handwritten alphabets for l,770
iterations on incremental learning mode. Figure 4 shows that 4 MLPs succes-
sively trained. It took 24 seconds for pre-processing, feature extraction, classi-
fication, and learning. In order to compare its processing time, the application
was implemented by using C++ program running on 2.8GHz Pentium IV per-
sonal computer with 1GB SDRAM, and its processing time was l4 seconds. The
proposed processor showed no more than 1.7 times slower performance than PC-
implementation, but nevertheless it run with relatively very slow operation clock
of 55 MHz and small memory capacity of 256KB embedded SRAM. Suppose the
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proposed processor is implemented as a chip using 0.18µ process technology, it
is expected to operate at 400MHz clock speed, and then its computing power
could be over 4 times faster than 2.8 GHz PC.

5 Conclusion

This paper proposed a high performance neural network processor that can ef-
ficiently support general digital signal processing as well as ANN computation.
The proposed processor, HANNP, has an unique RISC-type customized 24 in-
struction set dedicated to the effective use of artificial neural network computing
module and does not specialize it for any particular application. From the ar-
chitectural point of view, the characteristic of the proposed processor is RISC
structure with general digital processing units and neural network processing
units. The Character recognition problems and Kohonen self-organization prob-
lems are applied to the processor in order to justify the validity of the design
and the applicability of the processor to real engineering problems. The result-
ing designed processor provides high performance at computational complexity
on its prime target application, biological sequence analysis, as well as on other
digital signal processing applications.
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Abstract. Many hardware implementations cannot execute the software MLPs’ 
applications using weight of floating-point data, because hardware design of 
MLPs usually uses fixed-point arithmetic for high speed and small area. The 
hardware design using fixed-point arithmetic has two important drawbacks 
which are low accuracy and flexibility. Therefore, we propose a fully-pipelining 
architecture of MLPs using floating-point arithmetic in order to solve these two 
problems. Thus our design method can implement the MLPs having the proc-
essing speed improved by optimizing the number of hidden nodes in a repeated 
processing. We apply a software application of MLPs-based text detection that 
is computed to be 1722120 times for text detection of a 15461152×  sized im-
age to hardware implementation. Our preliminary result shows a performance 
enhancement of about eleven times faster using a fully-pipelining architecture 
than the software application. 

1   Introduction 

In the text-based image indexing, text detection is important as a prerequisite stage for 
optical character recognition (OCR). We use multi-layer perseptrons (MLPs) to make 
a texture classifier that discriminates between text pixels and non-text ones [1-2]. Its 
application requires real-time processing and need to be implemented as hardware. 

The hardware implementation of MLPs fundamentally uses a fixed-point or a float-
ing-point arithmetic. Although the software implementation of MLPs uses the float-
ing-point arithmetic for high accuracy, most of the hardware implementations use the 
fixed-point arithmetic because of small area, high speed and ease of implementation. 
The existing MLP applications implemented in software require data conversion from 
floating-point value to fixed-point value in order to utilize hardware implementation 
using fixed-point arithmetic.  

Therefore a recent hardware implementation attempts to apply the floating-point 
arithmetic because the fixed-point arithmetic has two disadvantages: low accuracy 
and flexibility [3-4]. For example, A 10bit reduced-complexity VLSI circuit can be 
used in place of a 32bits floating-point processor to speed up some NN applications 
[3]. Wust [4] uses a floating-point representation for design parameters. This method 
shows good output performance with low complexity but since it inherently runs on 
fixed-point, it does not possess the large dynamic range capability of floating-point. 
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MLP is a parallel and distributed network of simple non-linear processing units 
interconnected in a layered arrangement. At present, there are three ways of  
parallel computing in hardware implementation of NN: layer parallelism, neuron 
parallelism, and link parallelism [5]. The computing unit of Xiaobin et al. [6] is  
designed for hardware implementation of MLP. In the computing unit, link paral-
lelism is designed between the input layer and hidden layer of MLP; neuron paral-
lelism is designed between the hidden layer and output layer. This design has high 
speed and small area using 8 bits fixed-point arithmetic. However the floating-
point arithmetic is difficult for the neuron parallelism to adapt, because the float-
ing-point arithmetic generally consists of a sequential circuit using pipelining1 
technique in order to improve speed. 

We propose a fully pipelined design using floating-point arithmetic for real-time 
processing of MLPs-based text detection. The proposed architecture uses the link 
parallelism between the input layer and hidden layer and it uses the modified neuron 
parallelism between the hidden layer and output layer. Therefore, the proposed archi-
tecture has three advantages: the short cycle due to fully-pipelining architecture, high 
accuracy using floating-point arithmetic, high flexibility because software applica-
tions of NN use floating-point arithmetic. Our preliminary result shows a performance 
enhancement of about eleven times faster using the proposed design in FPGAs than 
the software application. 

2   Hardware Implementation 

The texture classifier consists of two-layers, such as input, hidden layer, and output 
layer. We use a 1111× window as an input to the MLPs-based a texture classifier. The 
input values are computed by using floating-point arithmetic (i.e., addition unit and 
multiplication unit) and sigmoid unit.  

2.1   Overall System Architecture 

We illustrate the structure of simple two-layers MLPs before explaining an overall 
pipelined architecture. Fig. 1(a) shows a working process of the proposed architec-
ture. All inputs and weight values were computed as addition, multiplication, sigmoid 
function. Hidden j works at one stage except the first node. All nodes of output layer 
are computed by using the modified node parallelism. The processing of all output 
nodes is completed after the processing of all hidden nodes, because we design the 
overall pipelined architecture of MLPs (Fig. 1(b)).  

We will brief the data structure of floating-point, and also addition, multiplication 
and sigmoid function, before we illustrate the overall pipeline architecture in detail. 
Floating-point arithmetic of IEEE standard [7] is composes of a sign bit, 8 bits expo-
nent and 23 bits significant. 

                                                           
1 The Pipelining is the use of a pipeline which is the continuous and somewhat overlapped 

movement of instructions to the processor or in the arithmetic steps taken by the processor to 
perform an instruction. 
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Fig. 1. Overall system: (a) A working process of MLP, (b) architecture of MLP 

The floating-point operators (i.e., addition and multiplication) are designed in a pipe-
lined architecture. The multiplication and addition are composed each of 6 and 5 
steps. One of the important computational elements within a NN is the nonlinear 
activation function [8]. A commonly used type of nonlinear function is the sigmoid 
function which has the advantage of having a simple differential equation  

( ) .
1

1
xe

xf −+
=                                                   (1) 

The sigmoid function is a very important part of hardware implementation of NN. 
Because sigmoid function should complete a process of nonlinear mapping and in-
cludes several types of operation such as exponent, addition and division, much time 
and large hardware resource should be consumed if it is realized directly. We imple-
ment a Piece Wise Linear (PWL) to solve this problem [9]. Only PWL for sigmoid 
function needs both addition and multiplication because PWL joins linear function. In 
this paper, we implement sigmoid function for simple implementation using 3 seg-
ment of PWL method(i.e., y1(x)=0, y2(x)=(1/2)(1+x/2), y3(x)=1). The proposed sig-
moid function designs a pipelined architecture using pipelined units of floating-point 
arithmetic, such as addition and multiplication. 

2.2   Link Parallelism Between Input Layer and Hidden Layer 

The architecture of addition units is decided at the number of inputs. A symbol i is 

define the number of inputs. If ni 2= , then the number of addition layer is n, and 
also, if nn i 22 1 <<− , then the number of addition layer is n. Moreover, the number of 
adder units is i/2 and the number of multiply is i/2+1. The number of input values is 
42 include a bias. In this case, The architecture of between input layer and hidden 

layer is designed like Fig. 2 (i.e., 65 22 << i ). Fig. 2 shows 3 buffer units. Three 
buffers have to keep resulting values which don’t processing in each layer. One buffer 
keeps as 6 stages because addition unit is designed as 6 stages. 

If the number of any layer inputs is an even number, then the architecture is not 
need with a buffer, otherwise it is need with a buffer due to adder unit does not com-
pute as one value. The pipelined architecture of between input layer and hidden layer 
spends one stage of every node except the first one.  
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Fig. 2. Architecture of 41 inputs 

2.3   Modified Node Parallelism Between Hidden Layer and Output Layer 

The architecture of between hidden layer and output layer designs a different model 
between input layer and hidden layer. It is illustrated in Fig. 3 for the architecture 
between hidden layer and output layer. The architecture of output layer is designed 
for pipelining stage like Fig. 3. It consists of processing units as the number of output 
nodes. A processing unit for one of output nodes is composed of a multiply, a few 
adder include buffer, and a sigmoid unit. Fig. 4 shows the architecture of adders. 
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Fig. 4. Relation between architecture of both output layer and hidden layer 
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Addition unit is decided the number of hidden nodes (see Sect. 3.2). An addition un
it with a buffer unit is able to compute a layer like Fig. 4. The buffer unit stores a float
ing-point number for an input value of addition unit. A node in the output layer is com
pute with a multiplication unit, a sigmoid function, and some addition units. Addition 
units, which are decided at the number of hidden nodes, work with buffers for the pip
elining processing.  

3   Results 

In this paper, the overall pipelined architecture is implemented in FPGA of 
XC2VP100 provided by Xilinx. The VHDL with Xilinx ISE 7.1 as synthesis tool is 
the integrated development environment.  

The MLP is the following: two-layers, 41 inputs, 32 nodes in the hidden layer and 
2 nodes in the output layer. Table 1 shows analysis of two networks. The first proc-
essing performs each stage. Though the proposed architecture spends many stages in 
case of the first processing, the architecture spends a few stages (i.e. the number of 
hidden nodes) except the first one. 

Table 1. Analysis of MLPs 

Neural  
Network  

Area 
(gate) 

Frequency 
(MHz) 

1st  complete 
No. of Stages 

1st  complete 
Runtime (ns) 

MLPs 1,426,312 54.259 111 2045.73 

Table 2 shows the sequential processing result with a MLPS. The result of the 
MLPs is 32 stages (i.e., 32 nodes in the hidden layer). The runtime in between the 
first and the second is faster than the first one. 

Table 2. Analysis of sequential processing for MLPs 

Neural  
Network

  

2nd  complete 
No. of Stages 

3rd  complete 
No. of Stages

  
…  

1722120 rd  co
mplete 

No. of Stages 

Runtime 
(ns) 

MLPs 32 32 32 32 589.76 

The MLPs tests processing time for a 15461152× sized image on a 2.4 GHz Pen-

tium  PC with 512 Mbytes of memory. It is computed to be 1722120 times for text 

detection of a 15461152×  sized image (Fig. 5). 
As shown in Table 3, we get proposed architecture using FPGA compared to CPU-

only processing. Our preliminary result shows a performance enhancement of about 
eleven times faster using the proposed design in FPGAs than the software application. 
 



 Fully-Pipelining Hardware Implementation of Neural Network 1355 

 
Fig. 5. Experimental Results: (a) test image, (b) result of CPU,  (c) result of FPGA 

Table 3. Processing times of MLPs-based a texture classifier 

FPGA CPU 
1.04(s) 11.73(s) 

4   Conclusions 

Many NNs are implemented as hardware, because many NN applications require real-
time processing. Hardware implementations of NN are very important that we use one
of both floating-point and fixed-point. Floating-point arithmetic has a high accuracy a
nd use with converting the data values of the general NN, otherwise fixed-point arith
metic has a high processing speed and occupy a small area. 

We propose the architecture to have a high processing speed, though we use floatin
g-point arithmetic. This architecture is used a fully pipelining technique. The fully pip
elining technique is able to work for stages which are the number of hidden layer nod
es except the first result. Therefore, the fully pipelined architecture can improved a cy
cle time. 
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Abstract. Neural Networks are usually implemented in software on sequential 
machines but when implemented in hardware, they are extremely fast due to the 
massive parallelism inherent in the hardware devices. Implementation of Neural 
Networks in Programmable Logic Devices such as FPGAs (Field Programma-
ble Gate Arrays) gives us more flexibility since these devices are reconfigurable 
and their design can be altered whenever needed. The design proposed in this 
paper shows the implementation of perceptron neural network in FPGAs for the 
character recognition problem. The characters here are the English language al-
phabets which are input to the network and after training; they are tested for 
recognition. Each alphabet is tested for three different fonts. After implementa-
tion, the simulations are done and performance issues of the design are ana-
lyzed. The post-layout simulation gives excellent results even if some noise is 
introduced to the input patterns.  

1   Introduction 

Several researchers have attempted to implement neural networks in hardware for dif-
ferent applications during the past few years [1], [3], [4], [6], [7]. A detailed survey of 
the hardware implementation of neural networks is presented in [5]. In this paper, we 
have used the character recognition problem for implementation in FPGA. In our im-
plementation, the preceptron model is used having one input layer and one output 
layer. The characters are English alphabets where each alphabet has three different 
fonts which are input to the neural network for recognition. These alphabets are repre-
sented in the form of a 5x5 matrix which means that there are 25 input neurons in the 
input layer of the neural network. As our example, we take four characters to be rec-
ognized by the network, therefore, we have four different categories to which each in-
put vector may belong; hence there are four neurons in the output layer. The synaptic 
connections between the input and output layers come out to be 100 since each input 
neuron is connected to every other neuron in the output layer. The training input pat-
terns and targets are converted to an appropriate form for the neural network to proc-
ess which in this case is the bipolar representation. Each alphabet is having three  



1358 F.A. Khan et al. 

 

different fonts each represented in the form of a 5x5 grid as shown in Fig. 1(a). In the 
figure, the dark filled circles are represented as a 1 and the rest of the circles are rep-
resented as -1. The target values have also been represented in the same way. The 
perceptron model used in our problem is shown in Fig. 1(b).  

All the inputs given to the network are represented in the form of vectors having 
values either 1 or -1. Each input is accompanied by a corresponding target value 
which is compared with the output coming from each output neuron. Since there are 
three different fonts to be recognized for each English alphabet, there are twelve input 
vectors and twelve target vectors. All these twelve inputs are used for the neural net-
work to train itself. The response of each output unit is calculated which is the 
weighted sum of all the inputs and the bias coming to each output unit. The activation 
function is applied to each output value and then it is compared with the correspond-
ing target value depending upon which it decides if the corresponding weights should 
be updated or not. The training process includes updating of weights and biases 
whenever the value of each neuron in the output layer is not equal to the correspond-
ing target value. Finally, there are four test vectors which are used to test the trained 
neural network for the purpose of recognition.  

 

 
(a) (b) 

Fig. 1. (a) Input patterns with three different fonts for each character. (b) Perceptron model 
used for the character recognition problem. 

The response of the output units can be calculated using the following equation [2]: 

i i
i

y_in= b + x w  (1) 

The weights and corresponding bias are updated as follows: 

w (new) = w (old) + t xij ij j i α  (2) 

j j jb (new) = b (old) + tα  (3) 
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where, α is the learning rate parameter whose value in our case is kept as 1. The acti-
vation function used in our case is: 
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The function has values 1, 0 or -1, depending on whether the value of the output is 
greater than θ , lies between -θ and θ or is less than θ. The value of the threshold θ in 
our case is kept zero. 

2   FPGA Implementation 

The FPGA implementation is done using Altera’s MAX+PLUS II [9] environment 
(version 10.2). The device used is FLEX EPF10K70RC240-2 and the programming is 
done in Verilog HDL [10]. The Verilog code is compiled, synthesized and then the 
post-layout simulation and timing analysis is carried out. Post-layout simulation is 
done using the MaxPlus II Waveform Editor and the timing analysis is carried out us-
ing the MaxPLus II Timing Analyzer. There are basically two modules implemented 
in Verilog. One is basic-unit module and the other is top-level module. Further details 
of our design and Verilog code can be found in [4]. 

2.1   The Basic-Unit Module 

The hardware design of our problem circulates around the most important part of the 
design termed as the basic-unit. The basic-unit comprises of a 4x1 multiplexer, four 4 
bit registers, a 7 bit Add/Subtract unit and a 4 bit Add/Subtract unit. Input values are 
given to the 7 bit Add/Subtract unit which acts like a neuron of the neural network. It 
computes the response by adding the bias and the sum of corresponding weighted in-
puts. The important thing here is that in this design no multiplication is carried out by 
the Add/Subtract unit. Since all the inputs to the neural network are represented in bi-
polar form i.e., either 1 or -1, so we can take advantage of this bipolar representation 
of inputs in a way that if the input value is 1 which means x = 1 then the bias (which 
is also either 1 or -1) is simply added to the corresponding weight and when the value 
of x is -1, the weights are just subtracted from the bias. This is explained below:  

The response of the output unit can be calculated by the following formula: 

j j i ijy_in = b  + x w  
(5) 

Here,   When x = 1,  then y_inj = bj + wij and 
          When x = -1  then y_inj = bj – wij   

So, in this way, we can easily eliminate the multiplication of the inputs with the 
corresponding weights which result in less memory usage and fast execution of the 
program since multiplication in hardware is a relatively complex process and it  
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consumes lot of memory space and increases the execution time. Each 4 bit register is 
used to store weights and these weights are selected by the multiplexer which are then 
input to the Add/Subtract unit for addition or subtraction with the bias value. There is 
another 4 bit Add/Subtract unit which is used to update the weights if the value of the 
output is not equal to the desired target value. The logic diagram of the basic-unit 
module is shown in Fig. 2. 

 

 
 

Fig. 2. Design of the basic-unit module

Since there are twenty five inputs in our design for the character recognition prob-
lem, so there would be twenty five different basic units connected to each other in a 
serial fashion. In the first Add/Subtract unit, the output is calculated from the addition 
or subtraction of the weight and the bias, which becomes the input to the next 
Add/Subtract unit and is again added or subtracted with the weight of that unit. This 
process repeats until we reach the twenty-fifth Add/Subtract unit where the total sum 
is calculated to give the response of the first output neuron. This process takes one 
clock cycle to compute the response of one output unit. Since there are four output 
neurons in the output layer of the network, therefore this process is repeated four 
times in order to get the output for four different neurons in the output layer which 
takes four clock cycles to get the output on four output neurons.  As we are training 
the neural network for 12 different input patterns for three fonts each of the four Eng-
lish alphabets, so the whole process will be repeated twelve times to complete one it-
eration and one iteration would take 48 clock cycles. To sum up all this, the basic unit 
is mainly doing three things: 

• It initializes the weights values and then passes them through the multiplexer to se-
lect one of them that is to be input to the 7 bit Add/Subtract unit. 

• It calculates the response of the output unit by adding or subtracting bias with the 
selected weights and then calculates the overall output by summing up all the val-
ues coming out of the Add/Subtract units. 
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• Upon getting the value from the T-logic, it decides if the values of the weights 
should be updated or not. T-logic is responsible for providing the target values for 
comparison with the outputs. The new weights are computed in the 4 bit 
Add/Subtract unit. 

2.2   The Top-Level Module 

The top-level module contains the memory section where all the twelve input patterns 
are stored for training. Also, the four inputs for recognition of characters are stored in 
the same memory. This module also contains the control section which controls the 
smooth execution of the program and makes all these functions work in a proper man-
ner. In short, in this module: 

• All the 25 different instances of the basic-unit are instantiated.  
• The activation function is applied i.e., the value of the output is checked against the 

threshold in the Comparator-1 and then the appropriate output value is set for fur-
ther processing by the Comparator-2. The outputs are written at the end of training 
in the output registers. 

 

 
 

(a) 
 

 

(b) 

Fig. 3. (a) Design of the T-logic (b) Design of the B-logic 

• The Comparator-2 compares the value sent by Comparator-1 with the correspond-
ing target value. 

• If the output is not equal to the target then the signal is sent from the T-logic to the 
basic unit’s 4 bit Add/Subtract unit to update the weights. Also, the same signal is 
sent to the B-logic where the corresponding bias is updated. 

• Memory section is located where all the inputs are stored. 
• Control section is located which controls the smooth execution of the program. 

The designs of T-logic and B-logic are shown in Fig. 3 (a) and (b) respectively. The 
simplified blocked diagram of the whole hardware design is shown in Fig. 4. 
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Fig. 4. Block diagram of the hardware design 

3   Simulations 

The software level design of the neural network for the character recognition problem 
has been tested in Matlab 6.1 [8] and the timing analysis is done. The hardware design 
is implemented in Verilog HDL and then the code is synthesized on the FLEX 
EPF10K70RC240-2 device in Altera’s MAXPLUS II environment and the post layout 
simulation is carried out. After the simulation, the timing analysis is done. The results 
are also verified by doing simulations in the Veriwell simulator. The results obtained 
in our simulations cannot be exactly compared with other existing implementations of 
neural networks in FPGAs. The reason is that every implementation uses different 
simulation environment and application, and these applications are implemented on 
different FPGA devices. Therefore, we have shown here the results of the simulations 
done specifically for the character recognition application done on Altera’s FLEX 
EPF10K70RC240-2 FPGA. 

3.1   Software Implementation Results 

In the Matlab implementation, the 12 input patterns are trained and then the recogni-
tion process is done on the following test patterns: 

 
Test Pattern1 =  [ 1 1 1 1 1 1 -1 -1 -1 1 1 1 1 1 1 1 -1 -1 -1 1 1 -1 -1 -1 1 ] 
Test Pattern2 = [ 1 1 1 -1 -1 1 -1 -1 1 -1 1 1 1 1 -1 1 -1 -1 -1 1 1 1 1 1 -1 ] 
Test Pattern3 = [ -1 1 1 1 1 1 -1 -1 -1 -1 1 -1 -1 -1 -1 1 -1 -1 -1 -1 -1 1 1 1 1 ] 
Test Pattern4 = [ 1 1 1 1 -1 1 -1 -1 -1 1 1 -1 -1 -1 1 1 -1 -1 -1 1 1 1 1 1 1 ] 

 
The implementation gives the results as shown in Fig. 5. In the figure, d1, d2, d3 

and d4 are the output vectors showing the four alphabets A, B, C and D recognized by 
the program. At the end of the results, the time elapsed represented by the variable 
ans during the execution of the whole program is also given i.e., 

Total time elapsed  = 0.04 sec  = 40,000 µ sec 
The total time taken by the Matlab program to run the program is 40,000 µ sec.  
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3.2   Hardware Implementation Results 

In Verilog, the input and test patterns were represented in hexadecimal form .i.e., 

x = 25'h1F8FE31;        [ 1 1 1 1 1 1 -1 -1 -1 1 1 1 1 1 1 1 -1 -1 -1 1 1 -1 -1 -1 1 ] 
x = 25'h1C97A3E;       [ 1 1 1 -1 -1 1 -1 -1 1 -1 1 1 1 1 -1 1 -1 -1 -1 1 1 1 1 1 -1 ] 
x = 25'h0F8420F;         [ -1 1 1 1 1 1 -1 -1 -1 -1 1 -1 -1 -1 -1 1 -1 -1 -1 -1 -1 1 1 1 1 ] 
x = 25'h1E8C63F;        [ 1 1 1 1 -1 1 -1 -1 -1 1 1 -1 -1 -1 1 1 -1 -1 -1 1 1 1 1 1 1 ] 
 

 
 

Fig. 5. Matlab recognition of alphabets A, B, C and D 

 
The post-layout simulation results of the design for characters A, B, C, D in the 

MAXPLUS II environment are shown in the Fig.6. 

 

 

Fig. 6. Post-layout simulation showing recognition of A, B, C and D 

In the figure, the alphabets A, B, C and D are recognized by the simulator. There 
are four 2-bit output registers a, b, c and d. Since the output is represented in bipolar 
form i.e., either the value is 1 or -1, so if the number is negative then it is represented 
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in 2’s complement form. Hence, in the case of -1, we can write it as 11 which is the 
binary representation of hexadecimal 3. We get the output in the hexadecimal form 
because the inputs given to the neural network were also in hexadecimal form. The 
alphabet A is recognized as the target values for A are (1, 3, 3, 3) i.e., A is represented 
as having 1 in the first register and 3 in all the other registers. Similarly, for B the tar-
get values are (3, 1, 3, 3). Same rules apply to all other alphabets. 

The same patterns for the characters A, B, C, D are also tested using the Veriwell 
simulator version 2.0. The results are shown in Fig. 7 which are exactly the same as 
we got with MAXPLUS II. For a different set of test patterns and a set of noisy pat-
tern, we get the same results. 

 

 

Fig. 7. Veriwell simulator results for characters A, B, C and D 

This clearly shows that the neural network for the character recognition problem is 
implemented correctly in the hardware and it behaves exactly the same as it does in 
the software implementation. The timing simulation is run for 140 µsec since there 
are six iterations required for the neural net to train on 12 input patterns. 

In the design, it requires one clock cycle to get one output at the single output unit. 
Since there are four output neurons in the output layer, so it takes 4 clock cycles to get 
output on the four output units for one input pattern.  Since there are 12 input patterns 
for training, so we have, 

12 x 4 = 48  Clock Cycles required for one iteration. 
The network is trained in 6 iterations, so the clock cycles required for training are: 
48 x 6 = 288  Clock Cycles 
After training, we need 4 more clock cycles for each test pattern for recognition 

purpose. There are 4 test patterns so we need 16 more clock cycles. Therefore, 
Total Clock Cycles required are: 288 + 16 = 304 
For Timing Analysis, the Clock interval is taken to be 240 nsec since the minimum 

clock period calculated by the MAXPLUS II Timing Analyzer is 229.3 nsec at a fre-
quency of 4.36 MHz. 

Time Calculation for Training 
Time Period for 1 Clock Cycle  = 240 nsec 
Time Period for 288 Clock Cycles  = 240 x 288 = 69120 nsec = 69.12  µ sec 

Hence the time required for the twelve input patterns for training the neural  
network is 69.12 µ sec. 
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Total Time Calculation 
Time Period for 1 Clock Cycle  = 240 nsec 
Time Period for 304 Clock Cycles  = 240 x 304 = 72960 nsec = 72.96 µ sec 

Therefore, the total time required including the time required by the test patterns is 
72.96 µ sec. 

4   Conclusion 

Neural network implementation for character recognition in software gives us good 
results when the characters are represented by less number of pixels. But when it 
comes to the recognition of characters having large number of input neurons, the 
software implementation results in slow execution of the program and the training 
process takes a much longer time for the neural network to learn. On the other hand, 
the hardware implementation gives us much faster results as compared to the imple-
mentation in software. Our work regarding the implementation of a neural network in 
FPGA clearly indicates that we can greatly enhance the speed of a neural network by 
implementing in hardware especially in programmable logic devices like FPGAs. By 
doing so, we can exploit their capabilities of inherent parallelism and reconfigurabil-
ity. Moreover, if the higher-speed devices are used having greater number of logic 
gates, they can provide more flexibility and reliability by using the run-time recon-
figuration capabilities. This way, we can introduce intelligence and adaptability in our 
design. The simulations are done in two different simulators which verify the validity 
of our hardware design. The simulations clearly show great enhancement in speed and 
high degree of performance. We get the correct results even if some noise is intro-
duced in the input patterns. The hardware implementation is best suited for applica-
tions involving real-time processing.  
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Abstract. We propose a silicon synapse for spiking neural network
application. In this endeavor, two major issues are addressed: the struc-
ture of the synapse and the associated behavior. This synaptic
structure is basically a charge transfer device comprising of two Metal-
Oxide-Semiconductor (MOS) capacitors the first of which stores the
weight and the second controls its reading. In this work, simulation re-
sults prove that the proposed synapse captures the intrinsic dynamics of
the biological synapse and exhibits a spike characteristic. The device op-
erates at very low power and offers the potential for scaling to massively
parallel third generation hardware neural networks.

1 Introduction

Biological research has accumulated a larger amount of knowledge of the struc-
ture and functions within the nervous systems of living organisms. A century has
passed since the first introduction of the synapse which is a functional junction
between nerve cells, at least one of which is a neuron. It is widely accepted that
neurons are interconnected in a complex web-like structure and communicate
with each other using pulses whose timing is used to encode information [1],[2].
Although nervous systems solve problems in real time in the way that scien-
tists and engineers do not fully understand, a range of computational operations
are possible with spiking neurons [3],[4]. Recently, much significant research has
been carried out on the development and deployment of engineering equivalent
implementations in both hardware and software that can be used to inspire
new paradigms for real time computational networks. However, nervous systems
are difficult to model and the mathematical behavior cannot be solved analyt-
ically. The performance of the most common implementations of such network
on general-purpose computers is limited by the speed [5].

By contrast, semiconductor devices possess some similar attributes that facil-
itates the modeling of neuronal systems allowing the exploitation of the paral-
lelism associated with these systems. However, current VLSI architectures fail to
match the scale of biological networks because the fundamental building blocks
(transistors) require complex circuitry to emulate a synapse [6],[7]. The single-
transistor based synapses [8],[9] provide long-term nonvolatile analog storage and
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local adaption in silicon, but the solid-state characteristics of these synapses are
restrictive in the way they attempt to mimic real synaptic plasticity. There-
fore, to advance the plausibility of neural networks realized in hardware, small
geometry low power devices with behavioral characteristics comparable with real
synapses must be developed.

In this paper, a compact hardware implementation of synapse is proposed as
a core building block for spiking neural networks. Issues related to the modeling
of the charge transfer and associated spike generation are investigated using the
Silvaco software package.

2 Silicon Synaptic Model

Although biological synapses are known to exhibit extremely complex statis-
tical behavior, only the first order models are considered in the development
of neural based computational systems. Figure 1 shows a fragment of typical
spiking neural network consisting of two neurons with a synaptic junction. The
presynaptic neuron, i outputs a spike which is the input of the synaptic junction.
At this junction, the spike is modulated according to the weight Wji, and then
transmitted to the postsynaptic neuron, j. The output of the synapse is known
as the PostSynaptic Potential (PSP). It resembles a transient function where the
rise and fall time constants are significantly different. This synaptic behavior is
caused by the loading effect associated with the postsynaptic membrane time
constants.

The synaptic junction is implemented as a floating gate charge transfer struc-
ture with charge storage capability, as shown in Fig.2. Essentially, it consists
of two MOS capacitors in proximity and an output terminal. The charge stor-
age is achieved by using the floating gate region of the first MOS capacitor
where the stored voltage induces an inversion layer of charge at the oxide-
semiconductor interface. Therefore, the stored voltage Vji can be used as the
synaptic weight. For the purpose of training within a network of neurons, charge
would be added/removed from the floating gate through a tunneling process and
suitable solutions are available from memory technology. This will be the subject
of a further publication.

Neuron i Neuron j

synapse

Wji

PSPVi

Fig. 1. Connection between two spiking
neurons with a synapse

Fig. 2. Structure of the synaptic model
with charge storage capability
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The second MOS capacitor serves to clock the inversion layer of charge onto
the postsynaptic neuron. The ”clock” is the presynaptic neuron spike which
releases the weighted charge package. Hence, the postsynaptic spike is modu-
lated by the voltage stored in the body region of the first capacitor mimick-
ing plasticity. The current flow between two capacitors is a transient, thus the
power consumption can be considered negligible. Due to the requirement for
close spacing of the MOS capacitors, the synaptic structure can be fabricated to
deep-submicron dimensions.

3 Silicon Synaptic Operation with Spiking Behavior

In order to illustrate the principle of the proposed structure in detail, a sim-
plified structure (floating gate is omitted) shown in Fig.3 is considered. The
positive weight voltage Vji controls the charge packet Qw stored at the oxide-
semiconductor interface of the first MOS capacitor. When Vji exceeds the thresh-
old voltage:

VT = VFB + 2φF +
√

4εsε0qφFNA

Cox
(1)

where VFB is the flat-band voltage;NA is the doping density of the substrate; Cox
is the oxide capacitance per unit area and other symbols have their usual mean-
ing, the MOS capacitor operates in strong inversion causing a linear increase of
the inversion layer charge arising from the thermal generation of electron-hole
pairs in the depletion region. The presynaptic spike Vi controls the gate of the
second MOS capacitor which will not be in thermal equilibrium as it operates
in deep depletion state. A deeper potential well will be formed under the sec-
ond gate in comparison to the first, causing an abrupt potential change between
two gates if they are sufficiently close together. The charge packet Qw there-
fore drifts laterally from the first capacitor to the second and subsequently to
the output terminal which controls the membrane potential of the postsynaptic
neuron. Note that the refractory period, which exists in a real neuron to estab-
lish its equilibrium membrane potential, could be modeled by the period of time
required to reestablish an inversion layer under the first gate.

The charge transfer is driven predominately by the electrostatic forces asso-
ciated with the presence of the charge and by the thermal forces responsible
for diffusion [10]. Two sources of electric field are considered in acting on the
charge: the self-induced field ES due to the presence of the charges themselves,
and the fringing field EF due to the externally applied potentials on the elec-
trodes [11],[12]. Thus, the basic equation for charge transfer in the silicon synapse
can be written as the sum of three terms:

∂n(x, t)
∂t

= µ
∂

∂x
[n(x, t)ES(x, t)] + µ

∂

∂x
[n(x, t)EF(x, t)] + µ

kT

q

∂2n(x, t)
∂x2 (2)

where n(x, t) is the electron concentration per unit area in the storage well; x is
the direction of charge propagation along the interface; µ is the surface mobility;
D = µkT

q is the thermal diffusion constant.
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For a filled storage well, the charge transfer process is dominated by the self-
induced field and is much faster than that due to thermal diffusion. During the
transfer process, the charge packet Qw will decay due to the lateral charge flow
and the electron concentration will not be uniform as shown in Fig.3. Therefore,
the potential well near the second MOS capacitor becomes deeper, and the self-
induced field is in such a direction as to push the electrons towards the second
capacitor. When the electron concentration drops to the point:

n =
kTCox

q2
(3)

the self-induced field no longer dominates the charge transfer process and further
decay is due to the thermal diffusion. In this situation, the decrease of the total
charge is exponential with time constant:

τth =
4L2

π2D
(4)

Due to the coupling of the electrostatic potential caused by the interaction
between adjacent electrodes, a fringing field is present during the charge transfer
process even when the charge concentration is low and serves to speed up the
charge transfer process. A simple estimate has shown that the fringing field is
larger for thicker oxide, greater clock swing and smaller electrode length [11].
Towards the end of the transfer process, the device operates in the diffusion
limit, as shown in Fig.4.

Qw

X=0 X=L Potential

P

N+
Es

-  -  -  -  -  --  -  -  --  -  --  -  -  -  -

Vji Vi

Fig. 3. Schematic drawing of a synaptic
model showing the charge transfer process
dominated by self-induced electric field

Qw

X=0 X=L Potential

P

N+
-    -    --   --    -    -    -

Vji Vi

Fig. 4. Schematic drawing of a synaptic
model showing the end of charge transfer
process

Since the charge density in the inversion layer diminishes with time, the trans-
fer of the charge will result in a spiking current at the output terminal. The char-
acteristic of the spike depends on the charge concentration in the inversion layer
and the time constant associated with depletion layer of the second capacitor.
The charge-transfer dependent output will be followed by leakage arising from
background thermally generated current, where the magnitude is insignificant
compared to that of the spike. Note that the physical mechanisms realizing PSP
and refractory period depend on the generation lifetime, τg, which can be engi-
neered by appropriate defect engineering to produce the desired time response.
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4 Simulation Study and Results Analysis

The Silvaco software package is employed to simulate the proposed synaptic
device for spiking neural network application. A relatively large structure is
used to demonstrate the basic principles. The N+ output terminal is doped
with density 1019 cm−3, as shown in Fig.5. With 0.5microns separation, two n-
polysilicon gates are placed on the same p-type substrate which is doped with
densityNA = 1015 cm−3. The thickness of the oxide layer is set to 100 nm and the
gate length is set to 4microns in order to increase the fringing field. Thereafter,
the DC and transient electrical calculations and the key parameters extractions
are performed in turn. In our case, a fixed 5V and a 3V voltage are applied to
the Collector and the first gate respectively. The transient voltage applied to the
second gate is 5 V which is ramped over a period of 1 ns and left on until 100ns
with step 1 ps.

The biasing on the Collector enables the potential of the N+ region to in-
crease to 5.5V as a result of the built-in potential. Compared to the electron
concentration in the terminal and the acceptor concentration, the concentration
under the first and second gates which are 1011 cm−3 and 109 cm−3 respectively
are negligibly small. The storage well of the synaptic weight is empty at this
time.

A linearly increasing electron concentration due to the first gate biasing de-
rived from the simulation is indicated in Fig.6 for voltage bigger than 0.5V.
The value is up to 3.7 × 1017 cm−3 which corresponds to 7.2 × 1011 cm−2 ap-
proximately. Clearly, the charge level is coincident with the theoretical value
calculated by ignoring the depletion charge as follow:

n0 =
Qinv

q
=

(VG − VT) × Cox

q
= 6.2 × 1011 cm−2 (5)

Accordingly, the storage well is full of electrons which are stored locally, due to
the potential barrier and are ready to transfer.

When the 5V transient voltage is applied to the second capacitor of the
synapse, the associated MOS capacitor is driven into deep depletion and a deep
potential well is abruptly formed. The electrons in the storage well therefore flow
to the second MOS capacitor and subsequently to the output terminal. As de-
scribed in the previous section, the self-induced and fringing fields dominate the
transfer of most of the charge. Thermal diffusion is responsible for the transfer
towards the end of the transient, and the fringing field enables the transfer of
the remaining charge and speeds up the overall transfer process.

Figure 7 shows the profiles of surface potential along the oxide-semiconductor
interface at different transient time. At the beginning of the charge transfer
(0.5 ns) where the transient voltage is at 2.5V, the potential well in the first
MOS capacitor becomes oblique since the electrons are removed to the sec-
ond capacitor forcing the right-hand end of first capacitor to go into deep de-
pletion. At 1 ns where the transient voltage is 5 V, half of the charge packet
has transferred to the second capacitor causing the increase of the electron
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concentration there, as shown in Fig.8. The potential under the two gates in-
creases while the potential at the output terminal decreases to about 4.8V be-
cause of the charge transfer from storage well to the terminal. When the 5V
voltage has been applied for 5 ns, the concentration in the storage well becomes
comparable to the acceptor density in the substrate which means the majority
of the charge has been removed. The remaining charge continues to transfer by
diffusion. As shown in Fig.7, the potential under the two gates at this time is
constant with the potential at the terminal increasing towards its initial value,
as there is a diminishing amount of charge coming from storage well. At the
end of the transfer process, the potential returns to steady state and the elec-
tron concentration in the storage well is approximately 1010 cm−3. The results
obtained at 10 ns and 100 ns are almost the same indicating that the charge
transfer process effectively stops at 10 ns. The results also indicate that the
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electron concentration in the storage well is decreased greatly compared to the
concentration shown in Fig.6.

The overall time dependency of the charge decay and the resulting current
at the terminal is shown in Fig.9. If a 1 MΩ pull-up resistor and 5 V rail are
connected to the output terminal, the spiking voltage can also be obtained as
illustrated in Fig.10. When the electron concentration drops to 2.8 × 1015 cm−3

where the thermal diffusion constant equals to the effective drift constant, the
charge transfer will be dominated by thermal diffusion. Therefore, it can be seen
from Fig.9 that for times less than 2.9 ns, the charge decay is dominated by
self-induced drift and the transfer efficiency achieves 99.24%. The drift domi-
nated time is shorter than the theoretical value of 4 ns since the fringing field
greatly speeds up the transfer process even though the ramp stage is responsible
for a small amount of charge decay. Further decay due to thermal diffusion is
exponential with constant τth = 2 ns for the remaining charge.
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The spiking current characteristic shown in Fig.9 indicates that the peak value
is 1.5 × 10−6 A at 1.27ns where the resulting voltage is 1.5V. Due to the effect
of the coupling capacitance between the second gate and the output terminal,
the current initially decreases as indicated clearly in the figure. With increasing
transient voltage, the potential gap disappears and the electrons flow towards
the deep potential well causing the current rise. Over time, the remaining charge
decays and the charge arriving at the output terminal diminishes. Therefore, af-
ter 1.27ns the spiking current starts to decline. The results show that the spike
characteristic of the proposed synapse depends on the charge transfer mecha-
nism. In addition, the fall time of the spiking current is partly determined by
the leakage current in the pn junction formed by the N+/p-substrate junction,
which depends on the electron/hole Shockley-Read-Hall recombination lifetimes.
Therefore the carrier thermal generation lifetime in the substrate can be engi-
neered to allow the fall time to be varied.
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5 Conclusion

In this paper, a silicon synaptic model for spiking neural network applications
was developed. The proposed silicon synapse is based on the charge transfer
device with associated localized memory capability. The preliminary simulations
show that the implementation of synapse represents the intrinsic dynamics of
real synapse which is the dominant building block in spiking neural networks.
Therefore the synaptic structure possess the potential of reducing the complexity
associated with engineering the postsynaptic neuron circuits to mimic real PSP.
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Abstract. Research and development efforts are ongoing in the implementation of 
a totally integrated fiber-is-the sensor for structural and environmental sensing us-
ing the highly efficient Brillouin effect. Sensitivity has further improved by incor-
porating the smart structures for elevated actuation power, and logic memory or 
neural network capabilities. The presence of Brillouin and Kerr nonlinearity in the 
fiber together with inherent feedback delay has been shown to lead to instabilities 
and ultimately optical chaos. The deterministic nature of this process and its mul-
tiple bifurcations may be suppressed by a number of scheme, such as continues 
interference feedback, while its extremely large memory capacity exploited. 
These memories can be estimated as an optical logic function used for all-optic in-
line switching, channel selection, amplification, oscillation in optical communica-
tion, optical logic elements in optical computation based on neural networks ap-
plications and hardware implementation. 

1   Introduction 

Optical fibers based on neural networks application and hardware implementation 
have been extensively used in optical communication systems [1], [2]. Recent interest 
has been also focused on using optical fibers as sensors since fiber parameters are 
sensitive to the fiber immediate environment [3], [4]. Important advances have been 
made in reducing optical losses in fibers, so the light signal can propagate in long haul 
transmission without requiring in-line amplifiers. The semiconductor and fiber optical 
amplifiers also present lossy and reflecting interfaces. Large input signals are thus 
required leading to nonlinear optical phenomenon in optical fibers, when signal power 
exceeds threshold. Specially, in the case of stimulated Brillouin scattering (sBs), part 
of the signal power is converted into reflected lightwave, traveling backwards towards 
the input of the fiber. The backward scattering nature of Brillouin scattering has long 
been viewed as an ultimate intrinsic loss mechanism in long haul fibers, since Bril-
louin threshold decreases with increasing effective fiber length. On the other hand, the 
very backscattering nature of this process and the existence of a threshold, provide 
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potential optical device functions, such as optical switching, channel selection, ampli-
fication, sensing, arithmetic and neural functions in optical signal processing, and 
neural network applications and hardware implementation. The theoretical and physi-
cal background of this nonlinear process has been well explained [5],[6]. The back-
ward scattering scheme based on neural networks in optical fiber is shown in  
Figure 1. 

 
Optical System kP

kB

q

in fiber

 Fiber

Signal 1 Signal 2

Backward signal 1 Backward signal 2

 
 

Fig. 1. Hardware implementations based Brillouin-active fiber with forward/backward scatter-
ing schemes 

 
    Active device in optical systems generally require the employment of nonlinearity, 
and possibly feedback for increased device efficiency. The presence of nonlinearity 
together with intrinsic delayed feedback has been repeatedly demonstrated to lead to 
instabilities and optical chaos [7], [8]. This phenomenon has extensively investigated 
by us for its potential detrimental effect to the Brillouin fiber sensor [9], [10]. 

Such a smart sensor system can potentially implement a massively parallel compu-
tational architecture with its attendant reduction in processing time while managing 
the complexity of the system, i.e. the sensing/actuation grid. Our SBS network would 
learn the correct "algorithms" by example during training and have the ability to gen-
eralize to untrained inputs after training is completed. The inputs to the network are 
the fiber optic sensor signal outputs, and the network outputs are the control signals 
for actuation controls. The true advantage of this system for application to smart sen-
sor structures lies both in its capability to analyze complex sensor signal patterns and 
its speed in generating the appropriate control signal for the actuators. The key lies in 
the implementation of a neuron operation using SBS in optical fiber. 

2   SBS Neuron Operation 

The Brillouin scattering effect causes a significant proportion of the optical power 
traveling through the fiber transmission line to be converted into a reflected light-
wave, shifted in frequency, traveling in the backward direction. The Brillouin effect 
can occur in a single pass through a long, low loss single mode fiber with launched 
power of only a few milliwatt, well within the operating range of communication 
systems. Chaos induced instabilities can be detrimental to an optical system in a num-
ber of ways: severe additional signal attenuation, multiple frequency shifts in some 
cases, and high intensity backward coupling in the transmission optics. 
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An artificial neuron, used in neural network research, can be thought of as a device 
with multiple inputs and single or multiple outputs in hardware implementations. The 
inputs to a neuron are weighted signals. The neuron adds the weighted signals, com-
pares the result with a preset value, and activates if the sum exceeds threshold. In the 
nonlinear optical phenomenon, the system's combined weighted signals also produce 
an output if the weighted sum is greater than the threshold. A typical neuron, based 
control signal with input and output systems, is illustrated in Fig. 2. 
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Fig. 2. A simplified multi-layered feed ward neural network. The physical resemblance on 
hardware implementations; optical fiber networks to nerve system and neural networks. 

 
    The system through SBS mixing combines weighted signals to produce an output if 
the weighted sum exceeds the threshold. The threshold decision has made by an indi-
vidual neuron in conjunction with weighted inputs from other neurons. A theoretical 
SBS based neural network, utilizing SBS threshold sensing with an embedded sensor 
were explained [9], [10]. 

3   SBS Steady and Relaxation Oscillation 

The effect of steady and relaxation oscillation, instabilities and chaos, are unavoidable 
in Brillouin scattering due to its intrinsic nonlinearity and feedback. Our effort is then 
to exploit them for device function and to suppress them by counter measures against 
chaos-causing parameters through the design for optimization on the one hand, and 
the promotion of such deterministic instabilities on the other for novel data transmis-
sion in optical communication systems. We have designed a setup for analyzing Bril-
louin instabilities configuration.  A schematic of the setup for analyzing chaos is 
shown in Figure 3. 
    A stabilized cw probe laser operating at 1310 nm was used as a pump source for 
low scattering losses in the fiber, yielding a 13 GHz Brillouin scattering shift. Detec-
tion is also achieved with a 25GHz IR Photodetector Set (New Focus and an amplifier 
with 20ps impulse response) connected to a HP Oscilloscope. The temporal repetition 
rate of which corresponds to a pulse round-trip time in the fiber-ring taken to be less 
than 10 nsec. 
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Fig. 3. Schematic diagram for controlling chaos induced instability in Brillouin-active fiber 
based neural network system. The optical implementation included a chaotic system configured. 
R is the mirror reflectivity and B is beam splitter. 

 
    Some levels of temporal instability and chaotic behavior in the backscattered inten-
sity and also in its spectral line shift have been observed(see Fig.4). It is thus essential 
to know whether insertion of an amplifier in the ring will further destabilize the opti-
cal system. Since our proposed fiber sensor is based on monitoring the Brillouin spec-
tral line shift with varying temperature and strain, the origin of the temporal chaotic 
behavior must be understood and its correlation to spectral line shift examined. The 
Brillouin signal is simultaneously displayed on a fast scope for better interpretation of 
the temporal process that leads to pulse train generation. The detected signal will also 
be viewed on a Microcomputer for comparison. The backward signal is detected with 
a fast detector as the laser pump power is progressively increased to maximum of 
15~16 mw. When the pump power reaches a threshold value, a temporal structure 
arises in the backward signal, consisting of a periodic train of Brillouin-wave pulses 
as shown in Figure 4(a). The temporal repetition rate of which corresponds to a pulse 
round-trip time in the fiber-ring taken to be less than 10 nsec. The Brillouin pulse 
train amplitudes remain unstable, particularly just below pump threshold. When the 
observation is made using a long time scale (100 sec/division), the Brillouin output 
exhibits randomly distributed trains of periodic pulses. Partial stabilization of ampli-
tude fluctuations is achieved as laser pump power approaches maximum value. These 
experimental features are shown in time domain in Fig. 4 (b) through (d).  Instability 
can also occur at threshold power. The temporal evolution immediately above this 
threshold is periodic and at higher intensities can, for the case of a relatively broad 
Brillouin linewidth, become chaotic (see Fig.4 (d)). In the data presented, mechanical 
vibrations could be partially responsible for these Brillouin-temporal instabilities, 
because small amplitude fluctuations with similar frequencies were observed below 
the Brillouin threshold. The results attribute these Brillouin instabilities to phase fluc-
tuations between direct and coupled pump intensity in the optical fiber systems. 
    At low power, the Brillouin instability can occur below SBS threshold. This is 
much lower than the power required for normal Brillouin process, involving single 
pump power. The temporal evolution immediately above threshold is periodic and at 
lower intensities can become chaotic. We propose to employ continuous optical feed-
back for control in which coherent interference of the chaotic optical signal with  
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Fig. 4. Temporal structures of SBS instability vs. time; (a) before threshold, (b) immediately 
threshold, (c) above threshold, (d) high threshold  with chaos. The whole time scale is used in 
100 µsec/division. 

 
10 10 10 10 00 10 10 10

 
 

Fig. 5. Two examples of sequence of bifurcation are assigned by 0,1 symbols as (a) 0101010 
and (b) 0001010 

itself, when delayed, can achieve signal differencing for feedback. If suppressing by 
attractor proves to control chaos then, suppressing under natural chaos can be ex-
ploited as a means of sensing structural chaos. 
    The examples of sequence of suppression are assigned by ‘low level’ and ‘high 
level’ states. Multi-stable periodic states, as shown in Figure 5 (a) and (b), can lead to 
logic ‘0’ or ‘1’ and can in principle create large memory capacity as input bit streams 
(sequenced) in TDM network systems. Its implementation still requires much engi-
neering improvements, such as arriving at a spatial resolution that is comparable to 
the references or speckle, and suppression of its tendency to chaos. 

4   Conclusions 

Control of SBS chaos-induced transient instability in optical systems leads to logic 
‘on’ or ‘off’’ with multistable periodic states. It is theoretically possible to apply the 
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multi-stability regimes as an optical memory device for encoding/decoding messages 
and complex data transmission in optical communications systems. It can also in 
principle create large memory capacity. 
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Abstract. An all-optical neural network based on coupled ring lasers is proposed 
in this paper. Each laser in the network has a different wavelength, representing 
one neuron. The network status is determined by the wavelength of the network’s 
light output. Inputs to the network are in the optical power domain. The nonlinear 
threshold function required for neural-network operation is achieved optically by 
interaction between the lasers. A simple laser model developed in the paper has 
illuminated the behavior of the coupled lasers. An experimental system is 
implemented using single mode fiber optic components at wavelengths near 
1550 nm. A number of functions are implemented to demonstrate the practicality 
of the new network. From the experiment, a conclusion can be obtained that the 
neural network is particularly robust against input wavelength variations.  

1   Introduction 

In the recent years, telecommunications have been significantly advanced by the use of 
optical technology. Significant research effort has been focused on directly processing 
the transmitted optical information in optics, rather than requiring optical to electrical 
conversion and electronic processing. All-optical processing may provide many 
benefits such as flexibility in data rates and high speed. In particular, neural-network 
techniques have already been applied to the tasks of routing in telecommunication 
networks [1], [2]. In the future, these routing tasks could be performed completely in 
the optical domain [3].  

An optical neural network that is for use in optical telecommunication systems must 
be compatible with the wavelengths used in telecommunications. Furthermore, it must 
be very robust and reliable to meet the strict bit error rate requirements, and operate at 
high speed. 

There have been some attempts at obtaining fully optical neural networks using 
resonators and laser oscillators [4], [5]. These networks employed resonators based on 
photo-refractive materials and exploited gain competition between the transverse 
modes of the resonators. 

In this paper, systems of coupled lasers are studied. It is shown that these systems 
can form an optical neural network that has an optical threshold function, and the 
network inputs are in the optical power domain. Each neuron in the network is 
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represented by a distinct wavelength. The network status is determined by the 
wavelength of light output [6]. However, the system described here is not based on gain 
competition between lasing modes in a shared gain medium. Particularly, coupled  
ring lasers are considered which are implemented in single mode fiber-optic 
components at wavelengths near 1550 nm, and compatible with telecommunication 
systems. Furthermore, the system could potentially be integrated in a photonic 
integrated circuit, reducing the laser cavity round trip time and thereby satisfying 
high-speed requirements. 

2   Principles of Operation 

A simple ring laser implemented with single mode fiber-optic components is shown in 
Fig.1. The semiconductor optical amplifier (SOA) [7] acts as the laser gain medium and 
provides optical amplification of light traveling through it. The optical isolator allows 
light to travel in only one direction around the ring, thus ensuring lasing in only one 
direction. The wavelength filter ensures lasing at only one wavelength. The peak in the 
filter transmission spectrum specifies the wavelength of the laser. The coupler allows 
light to be coupled in and out of the ring laser. 

First, we consider the operation of the solitary laser, that is, with the injected input 
power 0=inP . For lasing to occur, the SOA must supply sufficient amplification or 

gain G , such that any losses incurred transmitting light from the SOA output back to 
the input are compensated for. The proportion of light transmitted from the SOA output 
around the loop to the SOA input is denoted by the transmittance around the loopT . 
T includes the transmittance of the isolator isoT , the filter fT , the coupler cT , and 

losses due to component interconnections comT . 

iso f c comT T T T T=  (1) 

The relation between power into the SOA sP  and power out of the SOA at the lasing 

wavelength outP  is  

outs TPP =  (2) 

As mentioned above, G  must compensate for any losses in the loop for laser 
oscillation to occur. Once lasing occurs, G  is then fixed at this specific threshold gain 

thG  

TGth 1=  (3) 

For laser oscillation, the lasing wavelength must also satisfy the requirement that an 
integer number of wavelengths equal the optical length around the ring. The spacing 

λ∆  between adjacent wavelengths that satisfy this condition can be found to be  

cg Ln2λλ =∆  (4) 
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Here, cL  is the ring length, gn  is the refractive index in the ring, and λ  is the 

wavelength at which lasing occurs. In our experiments, cL  is 10 m, resulting in a very 

small λ∆ . The filter we use has a bandwidth much larger than λ∆ , because they are 
much smaller than cL , and the minimum bandwidth they can achieve is related to their 

length. Thus, it is assumed that there is always a wavelength in the filter pass-band that 
satisfies the ring optical length wavelength requirement. Hence, this condition on 
wavelength is not considered further in this paper. Furthermore, it is assumed that 
lasing only occurs at only one wavelength in the band-pass filter, which satisfies the 
optical length condition mentioned above. 

/in cP T

sP outP

 

Fig. 1. The schematic diagram of a simple coupled ring laser 

A neural network integrated on an optical integrated cL  circuit may be of the same 

order as the filter length. In this case, the choice of appropriate filter bandwidth in the 
optical integrated circuit design may be important. 

Then, consider when external light via the coupler is also injected into the SOA 

outins TPPP +=  (5) 

Here, inP  is the externally injected light power arriving at the SOA input after passing 

the coupler. Furthermore, the wavelength of inP  is not at the lasing wavelength of the 

laser and it only passes through the SOA once, as it is blocked from making a trip 
around the ring by the filter. However, the wavelength of inP  should be sufficiently 

close to that of the laser, so that there is not a significant difference in SOA gain 
between the two wavelengths [8].  

Given fixed operating conditions for the SOA, such as fixed injection current I , 
SOA parameters, and a fixed gain thG , then, sP  is also fixed at a unique value. This 

value is denoted here totTP , where totP  is the value of outP  when 0=inP , and it has 

been assumed that I  is sufficiently high so that G  can reach thG . Increasing sP  above 

totTP  will cause G  to decrease, and lasing will no longer occur as thGG < . Thus outP  

will fall to zero. Having sP  pegged at a unique value while maintaining sufficient gain 

for lasing, implies through (5) that outP  as a function of inP  is initially a straight line. 

The equation of the line can be found from (5) to be 

TPPP intotout −=  (6) 

After outP  reaches zero, which occurs when TPP totin = , it remains at zero when inP  

is increased further.  
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The architecture of the neural network that is considered in this paper is shown in 
Fig.2. The neurons are interconnected by inhibitory connections, shown by the dotted 
curved lines. Inputs are connected to each of the neurons by unidirectional weighted 
synaptic connections. Fig.3 shows the realization of the neurons and the associated 
inhibitory interconnections mentioned above. The set of N  neurons consists of 
coupled ring lasers. The arrayed waveguide grating (AWG) is an integrated optics 
device that provides N  optical filters and additionally multiplexes the N  outputs of 
the filters into a single output. Each filter in the AWG passes a different wavelength; 
thus, each ring laser lazes at a different wavelength, denoted iλ , corresponding to 

input i of the AWG. 
The polarization controllers (PCs) in each ring laser are used to control the 

polarization of the light flowing back to the input of the associated SOA. The gain 
through the SOAs is somewhat dependent on the polarization of the input light. For 
each SOA in each ring laser, the PC is adjusted so that light fed back to the SOA has the 
polarization necessary for maximum gain. 

 

,i kW

kX ,out iP

          

,1inP

,in NP

 

    Fig. 2. The architecture of the all-optical      Fig. 3. Realization of the neutrons using  
      neural network                                                SOAs and fiber optics 

3   Experiment 

3.1   Two Coupled Ring Lasers 

For most of the experiments, the setup of Fig.3 was employed, in which 4=N . To 
demonstrate the threshold function of two lasers with approximately ijii TT = , the setup 

shown in Fig.3 was employed, but with only lasers 1 and 2 switched on. The SOA 
injection currents were set asymmetrically to give 212,111, TPTP tottot >  and thus make 

laser 1 dominant whenever 01, =inP . The injection currents for SOA 1 and 2 were 132 

and 150 mA, respectively, and with these currents 1611, =totP  mW, and 73.02, =totP  

mW. Note that the precise relation between itotP , and the current of the specific  

SOA depends on the specific SOA characteristics, lasing wavelength, and losses 
around the ring. 



1384 Y. Chen, Q.-g. Zhu, and Z.-q. Li 

 

External light with the wavelength of 1550.92 nm was injected into laser 1 via the 
coupler at the input of SOA 1. 1,inP  was varied from 0 to 0.32 mW. The values of 1,outP  

and 2,outP as a function of the injected light power are shown in Fig.4. 

3.2   Recognition of 4-Bit Address 

A target application of the network is in all optical processing of data packets in optical 
telecommunication systems. In these systems, the addresses of packets need to be 
recognized and routed to appropriate outputs. Current demonstrations of all-optical 
address recognition have address lengths of approximately four bits. Even if the address 
is larger, only a limited number of special patterns can be used [9]. Furthermore, the 
current methods do not provide very high contrast in the output decisions. Typically, 
electronic threshold is used after the address processor to clearly distinguish between 
patterns. 

To demonstrate the ability of the network in address recognition, a network with two 
lasers and four inputs was trained to recognize the address 1010. The same methods 
that were used to obtain and set the input weights for the 2-bit input experiments 
described above were used for the 4-bit experiment. In particular, laser 2 and 4 out of 
the four lasers were employed. The implementation of the input synaptic connections 
was similar to that shown in Fig.5. The results of applying the 16 possible input vectors 
are shown in Fig.6. Only the input 1010 vector causes laser 2 to laze; for all other 
inputs, laser 4 lazes.  
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Fig. 4. Experimental results  Fig. 5. Fiber optic implementation   Fig. 6. Results of 4-bit address 
showing threshold when      of input synaptic connections for       recognition experiment when 

ijii TT =                                a two-input four-laser system            input vector is1010 

4   Conclusion 

In this paper, a number of interesting systems based on coupled ring lasers have been 
studied. In particular, it was shown that two coupled lasers could provide a useful and 
controllable threshold or sigmoid function. A simple laser model was developed and 
used to explain how the coupled laser systems worked. Also the threshold functions 
were demonstrated experimentally. A number of 2- and 4-bit input logic functions  
were performed. The neural network was particularly robust against changes in input 
wavelength and environmental changes. This work has been targeted toward 
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telecommunication applications by implementing the networks at wavelengths near 
1550 nm. If implemented in integrated optics, the neural network presented here could 
provide high-speed complex all optical logic functions required in telecommunication 
systems. 
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Brotóns, Francisco III-208
Brusic, Vladimir III-716
Buiu, Octavian III-1366
Bundzel, Marek I-955

Cai, Qutang I-1312
Cai, Xiushan II-747, II-777
Cai, Zixing II-1227, III-267

Cao, Aize II-504
Cao, Bin I-442
Cao, Bing-gang II-1370
Cao, Feilong I-72
Cao, Heng III-876
Cao, Jianting III-531
Cao, Jinde I-153, I-285, I-369
Cao, Wenming I-669
Cao, Yang II-719, III-600, III-1313
Cao, Yi-Jia II-1246, II-1332, II-1416,

II-1422
Cao, Yong-Yan I-179
Cao, Yu II-158, II-569
Celebi, Fatih V. III-997
Cengiz, Yavuz III-815
Cerrada, Mariela I-623
Cha, Eui-Young II-1
Chacon, Mario I. III-1105
Chai, Tianyou III-852, III-858
Chai, Yi II-1052, II-1348
Chaiyaratana, Nachol II-998
Chang, Guoliang III-560
Chang, Maiga I-1305
Chang, Ming III-1091
Chang, Ming-Chang III-370
Chang, Roy Kwang Yang I-830
Chang, Thoon-Khin III-358
Chang, Yeon-Pun II-1104, III-370
Che, Haijun III-864
Chen, Ai-ling III-885
Chen, Bo I-915
Chen, Boshan I-230
Chen, Chunjun III-957
Chen, Dan II-20
Chen, Dingguo II-875
Chen, Dongyue I-1334
Chen, Fang-Fang I-590
Chen, Feng III-777
Chen, Guo III-326
Chen, Guoliang III-682
Chen, Guo-Ping I-810
Chen, Haixia I-545
Chen, Huafu I-21
Chen, Huawei I-509



1388 Author Index

Chen, Hung-Cheng II-1296, II-1324
Chen, Jen-Cheng I-1305, III-1091
Chen, Joseph C. III-970
Chen, Jun III-332
Chen, Junying I-1319
Chen, Lei-Ting II-188, III-1053
Chen, Ling I-385
Chen, Peng II-1178
Chen, Po-Hung II-1296, II-1324
Chen, Qi-an III-464
Chen, Qingzhan II-55
Chen, Rong I-515
Chen, Shuyan III-1
Chen, Songcan II-128
Chen, Tianping I-192, I-204, I-303
Chen, Wei-Hua II-1416, II-1422
Chen, Weijun II-259
Chen, Weimin II-1046
Chen, Wen-Ping III-1005
Chen, Xi III-1304
Chen, Xiaoming I-551
Chen, Xiaoying II-55
Chen, Xin I-564
Chen, Xing-lin II-1131
Chen, Yajie III-1366
Chen, Yan-Qiu II-8
Chen, Yen-Wei II-517
Chen, Ying III-1380
Chen, Ying-Wu III-927
Chen, Yixin I-385
Chen, Yong II-545
Chen, Yuebin II-442
Chen, Yuehui I-873, III-518
Chen, Yu-Jen I-599
Chen, Yunping II-1052, II-1348
Chen, Zhi-jie I-1412
Cheng, Hong III-46
Cheng, Jian II-783
Cheng, Peng III-156
Cheng, Qiyun II-1252
Cheng, Yufang II-1019
Cheng, Yuhu I-607
Chi, Zheru II-331
Cho, Seongwon I-448, I-456, II-26
Choi, Jeoung-Nae I-774
Choi, Jin Young I-991
Choi, Nakjin III-382
Choi, Seung Ho II-419
Choi, Young Joon II-1239
Chou, Chien-Ming II-1324

Chouchourelou, Arieta I-41
Chow, Tommy W.S. I-80
Chu, Ming-Hui II-1104
Chu, Si-Zhen II-911, II-916, II-922,

II-928
Chun, Myung-Geun III-406, III-426
Chun, Seung-Pyo III-420
Chung, Duck-Jin I-723, III-1340
Chung, Fu-Lai II-610, II-623
Chung, Sun-Tae I-448
Chung, Wooyong I-659
Cibulskis, Vladas I-837
Cichocki, Andrzej III-531
Clifton, David A. III-828
Clifton, Lei A. III-836
Coessens, Bert III-635
Cubillos, Francisco II-808
Cui, Baotong I-165
Cui, Deng-Zhi II-991
Cyganek, Bogus�law III-52

Dai, Ming-Wei II-765
Dai, Qiong-Hai III-156, III-165
Dai, Xianhua III-722
Dai, Xianzhong III-1085
Dai, Xue-Feng II-991
Dai, Yuewei III-273
Dai, Zhiming III-722
Dalkiran, Ilker III-997
Dang, Zhi II-474
Danisman, Kenan III-997
Deguchi, Toshinori I-502
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