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Preface 

In the past few years, intelligence and security informatics (ISI) research, which is 
concerned with the study of the development and use of advanced information tech-
nologies and systems for national and international security-related applications, has 
experienced tremendous growth and attracted substantial interest from academic re-
searchers in related fields as well as practitioners from both government agencies and 
industry. The ISI community is maturing, and a core set of research methodologies 
and technical approaches has emerged and is becoming the underpinning of ISI  
research.  

The first two meetings (ISI 2003 and ISI 2004) in the ISI symposium and confer-
ence series were held in Tucson, Arizona. With sponsorship by the IEEE Intelligent 
Transportation Systems Society, ISI 2005 was held in Atlanta, Georgia. Building on 
the momentum of these ISI meetings, we held ISI 2006 in San Diego, California, in 
May 2006. In addition to the established and emerging ISI technical research topics, 
ISI 2006 included a track on terrorism informatics, which is a new stream of terrorism 
research leveraging the latest advances in social science methodologies, and informa-
tion technologies and tools.  

ISI 2006 was jointly hosted by the University of California, Irvine (UCI); the 
University of Texas at Dallas (UTD); and the University of Arizona (UA). The two-day 
program included one plenary panel discussion session focusing on the perspectives and 
future research directions of the government-funding agencies, several invited panel 
sessions, 69 regular papers, and 56 posters. In addition to the main sponsorship from the 
National Science Foundation, the Intelligence Technology Innovation Center, and the 
U.S. Department of Homeland Security, the conference was also co-sponsored by sev-
eral units within the three hosting universities, including: the ResCUE project at the 
California Institute of Telecommunications and Information Technology (Calit2) at 
UCI, the Database Research Group in the Bren School of Information and Computer 
Sciences at UCI; the Eller College of Management and the Management Information 
Systems Department at UA; the NSF COPLINK Center of Excellence at UA; the Artifi-
cial Intelligence Laboratory at UA; the Intelligent Systems and Decisions Laboratory at 
UA; and the Program for Advanced Research in Complex Systems at UA. We also 
thank the Public Health Foundation Enterprises (PHFE) Management Solutions and the 
Chesapeake Innovation Center for their generous support. 

We wish to express our gratitude to all members of the ISI 2006 Program Commit-
tee and additional reviewers who provided high-quality, constructive review com-
ments under an unreasonably short lead-time. Our special thanks go to Edna Reid, 
who recruited high-caliber contributors from the terrorism informatics research com-
munity and helped process submissions in the terrorism informatics area. We wish to 
express our gratitude to Quent Cassen, Jean Chin, Catherine Larson, Priscilla Ras-
mussen, and Shing Ka Wu for providing excellent conference logistics support. ISI 
2006 was co-located with the 7th Annual National Conference on Digital Government 
Research (DG.O). We wish to thank the DG.O organizers and support staff for their 
cooperation and assistance. We also would like to thank the Springer LNCS editorial 
and production staff for their professionalism and continuous support of the ISI sym-
posium and conference series. 



VI Preface 

Our sincere gratitude goes to all of the sponsors. Last, but not least, we thank  
Larry Brandt, Art Becker, Robert Ross, Valerie Gregg, and Joshua Sinai for their 
strong and continuous support of the ISI series and other related ISI research.  

 

May 2006                                                                                               Sharad Mehrotra 
                                                                                                                     Daniel Zeng 

Hsinchun Chen 
Bhavani Thuraisingham 

Fei-Yue Wang 
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Abstract. Problems of bias in intelligence analysis may be reduced by the use 
of web-based cognitive aids. We introduce a framework spanning the entire 
collaborative thought process using the Angler and SEAS (Structured 
Evidential Argumentation System) applications. Angler encourages creative 
brainstorming while SEAS demands analytical reasoning. The dual nature of 
this approach suggests substantial benefits from using computer-mediated 
collaborative and structured reasoning tools for intelligence analysis and 
policymaking.  

Computer-mediated communication (CMC) may be impacted by many 
factors, including group dynamics and cultural and individual differences 
between participants. Based on empirical research, potential enhancements to 
Angler and SEAS are outlined, along with experiments to evaluate their worth. 
The proposed methodology may also be applied to assess the value of the 
suggested features to other such CMC tools. 

1   Introduction 

The accuracy and effectiveness of intelligence analysis must first contend with the 
cognitive biases inherent to any subjective undertaking. To address these flaws in 
reasoning, the practice can benefit from increased cooperation and an infusion of rigor 
and structured thinking, which computer-mediated communication tools such as 
Angler and SEAS (Structured Evidential Argumentation System) provide.  

Angler is designed to support collaborative divergent and convergent thinking [1], 
and SEAS to support and capture collaborative analytic reasoning [2]. When the two 
are used in conjunction, the end product of Angler workshops – clusters of thoughts – 
can be employed to develop analytic objectives for SEAS. Conversely, these 
objectives may be used to identify and flag potential problems for which a solution 
can be collectively brainstormed, using Angler workshops. 

Thus a framework spanning the entire collaborative thought process using the 
Angler and SEAS applications will be introduced. Empirical research also suggests 
additional studies that could result in new Angler and SEAS features as well as 
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advantages to using these tools in a larger process of collaborative reasoning, 
exploiting the principal advantages of each. 

Indeed, computer-mediated communication (CMC) has been a growing area of 
research, as the advent of asynchronous communication media such as email and text 
messaging has focused attention on its influence on human behavior. The types of 
communication supported by Angler and SEAS may be impacted by many factors, 
including group dynamics and cultural and individual differences between 
participants.  

This report will cover general theories of group dynamics that affect ease of 
communication, productivity, and satisfaction, as well as their effects on the 
individual. Subsequently, the impact of electronic communication on groups will be 
examined, including benefits of web-based tools such as Angler, which is relatively 
new, and the more mature SEAS.  

The proposed system is intended to support collaborative decision making and 
scenario planning, for which Angler itself was originally developed [1]. However, the 
inclusion of SEAS should produce a more robust overall process, allowing for more 
timely assessments of opportunities and threats. Angler encourages creative 
brainstorming while SEAS demands analytical reasoning. In this manner the 
characteristics of one mode of reasoning may compensate for the limitations of the 
other. The dual nature of this approach suggests substantial benefits from using 
computer-mediated collaborative and structured reasoning tools for intelligence 
analysis and policymaking. 

2   Problems of Bias in Intelligence Analysis 

Intelligence analysis is, at its heart, the art of prognostication. Pattern recognition, 
cultural and behavioral insight, and even simple intuition are employed to make 
enough sense of partial and vague data points to generate an informed report on their 
significance. In this process, analysts are subject to well-known biases and flaws in 
reasoning when making judgments and predictions.   

Foremost among these is the tendency to distill information into preexisting 
notions. Given its inherent complexity and ambiguity, analysts rely upon mental 
models to simplify and manage the onslaught of incoming information [3]. 
Intelligence is shoehorned into preconceived concepts and often disregarded if it 
cannot be made to fit existing models or beliefs [4]. An overwhelming inflow of 
information can also lead to the simple inability to process it without the aid of 
structuring or organization [5].  

Moreover, analysis is personally risky. Presenting a forecast or specific 
recommendation puts the analyst at risk of being proven wrong, damaging self-esteem 
and feelings of competence [6], [7]. Thus analysts may hesitate to deliver alarming or 
disturbing reports to their superiors or to policymakers [8]. Conversely, recipients 
may be just as reluctant to accept such information [9]. 

Together, this unwillingness to share troubling information may contribute to the 
intelligence community’s cultural tendency towards an obsession with secrecy, which 
has been criticized of late [10]. Clearly, some level of secrecy must be maintained. 
However, overzealousness in this regard squanders the power of collaborative 
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reasoning, in doing so opening the door for potentially deleterious effects of 
individual biases and cultural worldviews on information processing. To combat these 
problems, some rather ambitious solutions have been advanced [11] along with 
smaller-scale recommendations, such as the implementation of methods to inject rigor 
into critical thinking [3].  

Tools intended to aid collaboration, force structure upon reasoning, and leverage 
organizational knowledge bases can help offset these biases and improve intelligence 
analysis. For example, simple awareness of cognitive biases may not suffice to 
counteract them [3], and an active effort to do so may even be counterproductive [12]. 

3   Social Psychology Theories of Group Behavior 

Much of the social psychology literature on group behavior presents a similarly bleak 
view of groups and their power over an individual. Evidence indicates that people 
conform to majority views and accepted norms, implicit and explicit [13], [14], [15], 
[16]. Collectivist cultures have been found to imply greater conformity, e.g., 
“groupthink” [17], than in more individualist cultures [18]. The anonymity possible 
within a group can lead to deindividuation [19], [20], resulting in loss of self-
awareness and individual responsibility.  

Individually, anxiety over personally disturbing events may have a toxic effect on 
cognitive processing and social perception, leading to increasingly biased thinking 
that may affect social interactions and, eventually, group dynamics. However, 
emotional disclosure, the process of putting thoughts and feelings about such events 
into language, has been shown to reduce these effects [21], even for electronic 
communication [22]. 

In sum, the psychological research covering group behavior can have largely 
negative implications for collaborative brainstorming sessions, which depend on free-
flowing exchanges of often-unconventional ideas. However, evidence provides reason 
for optimism that group behavior may in fact be positively impacted by electronic 
communication media, as discussed in the following sections. 

3.1   Virtual Group Dynamics 

Communication apprehension is anxiety regarding the use of communication 
technology. Users may fear a large, lurking audience, inhibiting their willingness to 
bring up points of dispute [23]. One possible reason is that, face-to-face, feedback is 
immediate. Silence does not necessarily equate to lack of response, as nonverbal 
reactions may be conveyed. Online, however, any response is generally interpreted as 
success, while silence is failure.  

Thus for electronic communication, silence is akin to rejection. Cyberostracism, 
the online “act of ignoring and exclusion,” results in greater conformity to group 
norms [24]. Speed and spontaneity of information flow may also be impaired, 
resulting in higher cognitive workload [25]. Such issues make it difficult to establish 
cohesion and thus achieve consensus in virtual groups [23]. 

However, an asynchronous, anonymous paradigm may allow collaborators to 
express greater disagreement and eventually reach greater consensus [26]. 
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Disagreement is desirable for collaboration. It is evidence of the divergent thinking 
that is encouraged in the brainstorming phase of Angler. Anonymity may free 
participants to contribute more frequently and meaningfully than they might 
otherwise feel comfortable with.  

Also, new members in virtual groups may be unable to contribute meaningful 
thoughts until they become more established within the group [27]. Increased 
identification with and attachment to a virtual group may be exacerbated by lack of 
physical cues [28].  

Although CMC has been suggested to cause some difficulty in communication, it 
might also make group processes more egalitarian, thus overcoming other challenges 
in forming virtual groups [29]. Together, these findings imply that CMC can be an 
obstacle to developing cohesive groups but may allow fairer participation, thus 
potentially avoiding biased thinking according to group norms or polarization. 

3.2   Technology Facilitates Communication 

Technology can both help and hinder communication. For example, it has been 
argued that CMC technology amplifies the impact of cultural differences, as social 
cues are reduced, increasing the relative importance of more explicit forms of 
communication [30]. From this it was suggested that relative anonymity or perceived 
remoteness may introduce greater cultural biases. In the absence of contextual 
information, participants may lean more heavily on their own culturally formed 
mental schema in computer-mediated social interaction. 

Delivering bad news or other negative information is difficult in any medium. 
Bearers of bad news using CMC distort less, reducing potential for misinterpretation, 
and are more comfortable and satisfied with the process than either face-to-face or 
phone [8]. This work may have broader implications for intelligence analysis or 
policymaking, where subordinates may be hesitant to deliver bad news to superiors. 
Such effects are already seen in testing of SEAS (E. Yeh, personal communication, 
January, 2006). 

3.3   CMC and Individual Differences 

Individual differences between participants, such as gender and personality, can also 
affect communication styles when using electronic media. Gender differences may 
affect writing formality [31], apparent social presence (level of immersion in a 
technology-mediated environment [32]) [33], and satisfaction [34]. 

Personality dimensions also play a role. For example, an agreeable writer is more 
likely to be perceived as conscious of a shared context between self and reader [31]. 
Also, those who desire interaction while working independently may find cue-lean 
media more objectionable than those who prefer less interaction [23]. 

The foregoing discussion illustrated general effects of computer-mediated 
communication on group biases and individual differences. The next sections will 
focus more strictly on how CMC technology, Angler and SEAS in particular, may 
reduce problems of bias in intelligence analysis. 



 Computer-Mediated Collaborative Reasoning and Intelligence Analysis 5 

4   Angler and SEAS 

Angler and SEAS were developed as web-based tools to aid threat assessment and 
scenario planning for policy formation and intelligence analysis. Angler supports 
collaboration on a focus topic, facilitating cognitive expansion by using divergent 
(brainstorming) and convergent (clustering or ranking) techniques. Virtual workshops 
are organized by a facilitator to bring a group of people together to accomplish a 
knowledge task. As more workshops are stored in the knowledge base, a corporate 
memory is formed. 

In the brainstorming phase, participants contribute thoughts (ideas) to answer a 
focused question. Angler provides a convenient interface for participants to author 
such thoughts, review and respond to other thoughts, and organize the growing set of 
shared contributions. 

After sufficient input and review, the facilitator moves the workshop into the 
clustering phase, where participants group thoughts into coherent themes. This 
process promotes a rich interchange of ideas and perspectives. Finally, in a consensus 
and ranking phase, participants come to understand their differing views and vote on 
names for the consensus clusters [1]. The end result is a set of diverse, reasoned ideas, 
which may then be used for scenario planning, among other things. 

In contrast, SEAS is based on the concept of a structured argument, a 
hierarchically organized set of questions (tree), used to monitor intelligence and to 
assess whether an opportunity or threat is imminent. This hierarchy of questions is 
called a template, as opposed to the argument, an instantiation of the template that 
answers the questions posed. The problem at hand is broken into a hierarchical set of 
questions. Each question is multiple-choice, with answers along a scale at one end 
representing strong support for a particular opportunity or threat and the other end 
representing strong refutation. 

Arguments are formed by answering the supporting questions posed by the 
template and attaching the evidence used to arrive at those selected answers. In this 
manner SEAS reminds the intelligence analyst of key indicators and warning signs 
and records the analyst’s reasoning in applying an argument template to the target 
situation. The resulting instantiated argument may then be browsed and critiqued by 
other analysts [2]. 

4.1   Advantages of Angler and SEAS 

Angler and SEAS each offer distinct advantages to collaboration in accordance with 
those inherent in CMC technologies, characteristics that have proven advantageous 
for intelligence analysis. Text-based web tools such as Angler allow users to 
participate across different times and locations and provide a sense of control and 
real-time feedback [35] while maintaining individual or cultural differences [30].  

Angler, however, moves beyond other such tools by offering asynchronous and 
anonymous contributions to collaboration, balanced by a live facilitator to ensure a 
smooth process. Anonymous brainstorming leads to higher productivity, improves 
communication [30], and encourages expression of thoughts and feelings [28]. 
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Virtual groups also profit from the coordinator and liaison roles that the existing 
Angler facilitator fills by managing flow of information [27]. The facilitator 
moderates discussion by ensuring that everyone’s thoughts are heard, suggesting 
unexplored topics, and maintaining socialization and civility as necessary.  

A particularly illustrative account that demonstrates the facilitator’s value finds that 
minor turf wars can ensue during face-to-face brainstorming sessions. Participants may 
develop territorial attachments, either when returning from lunch to find someone else 
sitting in “their” seat, or when asked as a group by the facilitator to switch seats to break 
out of calcified mindsets (T. Boyce, personal communication, 2005). Virtual groups, 
such as those formed in Angler, are unaffected by such issues [28]. 

Structured reasoning, when applied to analysis undertaken more intuitively than 
rigorously, can also demonstrate concrete gains. A tool such as SEAS allows users to 
quickly understand lines of reasoning, promotes best practices by creating templates, 
and captures corporate knowledge [2], [36]. 

Finally, SEAS supports the same asynchronous collaboration as Angler. Both 
template authors and analysts have simultaneous read-write access, benefiting from 
the increased flexibility and sense of control that computer-mediated groups enjoy. 

 

Fig. 1. A collaborative thought process encompassing Angler and SEAS allows analysts to 
consider focus topics as a group and then observe those situations in a structured fashion. In the 
first phase (Synthesis), issues raised and discussed in Angler workshops are used to develop 
SEAS templates. In the Analysis phase, SEAS templates are used as arguments to monitor 
impending situations. This information in turn motivates further discussion in Angler 
workshops, leading to another cycle of collaborative reasoning. 
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4.2   Collaborative Process 

Because Angler and SEAS provide relatively discrete feature sets, the combination 
may be extremely powerful in exploiting collaboration to reduce bias while 
supporting diversity of thought. The scenarios and significant themes resulting from 
Angler sessions are subsequently used to form the structure of SEAS templates. 
Arguments formed from these templates may then motivate further topics to be 
examined with an additional Angler group. Figure 1 outlines the phases in Angler and 
SEAS composing the overall collaborative process. 

The resulting cycle of reasoning provides concrete benefits for intelligence analysis 
and policy formation by reducing dependence on mental models, encouraging 
information sharing, and creating a knowledge base that may then be leveraged in 
potentially unforeseen ways. 

Another advantage of this approach is ease of implementation – no new software is 
required, as benefits are realized by simply modifying patterns of usage and 
incorporating the results of one tool into the other. 

5   Potential Features 

The collaborative process adds value to intelligence analysis even with both products 
in their current form. In Angler, participants gain from both web-based anonymity 
and facilitated fairness. SEAS introduces structure to analysis, organizing thinking 
that may have been dominated by heuristics and models. 

However, CMC theories can suggest improvements to increase adoption of these 
tools and to enhance user experience. Reticence due to communication anxiety may 
be reduced by increased socialization. Lack of access to the tools may prevent the 
assembly of an appropriate mixture of expertise. Increased flexibility in when and 
how to participate, such as on a mobile platform, is a step toward resolving the 
difficulty of finding enough participants to hold a meaningful brainstorming 
workshop. Finally, creating an effective knowledge base or corporate memory against 
which to critique reasoning requires a relatively comprehensive slice of data. 
Synthetic participants, facilitators, or critics could begin to fill these gaps. 

Thus Angler and, to a lesser extent, SEAS may be extended by adding features 
accordingly. The following sections examine such enhancements, each of which seeks 
to address a range of the known issues. 

5.1   Increased Socialization 

Candid discussion may be the first casualty when group members are not comfortable 
enough to share their thoughts. With increasing saturation and ubiquity of CMC, 
communication apprehension should remain evident, coexisting with normal anxiety 
over socializing and fitting in on the “first day of school.” To create a more open and 
supportive environment to counteract communication apprehension, Angler could 
include more greetings, vocatives (addressing participants by name), and feedback 
between group members, as well as descriptions of shared context [23].  

This could suggest some use for a “meet-and-greet” session, or for “cafes,” 
subconferences designated for social interaction [23]. A short bio for each participant 
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could be made available, even if names were not associated to each specific 
contribution later. Synthetic agents or any other system features could address 
participants by name: “John, do you understand this thought?” or “Sally, please 
choose a name for this cluster.” A synthetic aid could remind the facilitator to do so 
as well. These synthetic agents are discussed in a later section.  

Socialization is currently handled informally, such as by going out to dinner or 
mingling over drinks (T. Boyce, personal communication, June 2005). A more 
structured method of achieving group cohesion may increase productivity. Partnering 
newcomers with a more experienced member would provide a ready source of 
information about group norms and expectations, integrating new members more 
quickly and encouraging them to contribute sooner. Increased socialization in this 
manner would also improve personal relationships [26], [28] and minimize hostile 
behavior in response to perceived cyberostracism [37].  

5.2   Technology-Use Mediation 

The cognitive bias of technology apprehension may be another impediment to 
effective usage of Angler and SEAS. People who once traveled across the globe for 
meetings may still be getting used to replacements such as videoconferencing or real-
time chatting, remaining unconvinced as to their merits. Thus it may not be a 
technological advance that would result in the greatest improvement for Angler and 
SEAS in terms of results and user satisfaction, but rather, a real-world advocate. This 
person(s) would act as a consultant of sorts to promote the tools’ benefits, help with 
implementation, and ease the transition into regular usage.  

Organizations wishing to implement these tools or increase usage could thus 
employ technology-use mediation: “deliberate, organizationally-sanctioned 
intervention…which helps to adapt a new communication technology…, modifies the 
context as appropriate to accommodate use of the technology, and facilitates the 
ongoing usefulness of the technology over time” [38]. 

In each Angler session, the facilitator temporarily fills this role, coaxing and 
cajoling to get people to buy into ideas, to stimulate discussion and encourage 
participation. However, it may be helpful to have a position within an organization 
dedicated to this task. 

5.3   Cathartic Exercise 

A “cathartic” exercise prior to brainstorming where participants could freely express 
thoughts and feelings could similarly prove useful, reducing inhibition of thoughts 
and overreliance on mental models [21]. The active suppression of thoughts and 
feelings, as when dealing with classified information, has significant implications for 
policymakers and intelligence analysts. It may prevent productive group discussion 
between committee members. It can produce biased thinking in an individual analyst, 
as traumatic or stress-inducing information cannot be organized and processed 
without conscious confrontation [39]. Providing Angler participants or SEAS authors 
and analysts with the opportunity to first anonymously convey their emotion, and not 
necessarily the substance of the information, could reduce dependence on biases and 
allow them to contribute more readily to discussion [28]. 
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5.4   Synthetic Agents – Participants, Facilitators, and Critics 

Although the asynchronous nature should minimize problems due to scheduling 
constraints, getting the right mix of people with appropriate areas of expertise may 
still be impossible. Development of synthetic agents that could contribute thoughts to 
brainstorming and participate in clustering could go a long way in extending both 
Angler and SEAS. Such a participant could leverage knowledge bases or corporate 
memory to suggest thoughts. Using semantic indexing [1], the “participant” could 
contribute thoughts to Angler brainstorming either related to existing contributions or 
of topics that had not yet been mentioned. Furthermore, agent participants could 
access various knowledge bases to simulate area experts in different fields, thus 
increasing realism and more closely approximating a process with human participants. 
They might vary their behavior according to the participants involved, as cultural 
differences may affect the way people relate to a computer agent [40]. 

A synthetic agent could also aid the live facilitator or even fill its role entirely. 
Again leveraging knowledge bases or corporate memory, it could suggest potential 
participants based on historical contributions prior to the session, or during the 
session, as-yet unexplored topics that the facilitator could propose to the participants. 
It might help the facilitator track participation. To avoid overreliance on culturally 
based viewpoints, the agent could use semantic closeness in conjunction with logical 
rules to identify potentially biased thinking [41]. 

To accomplish this, an agent would analyze a contributed thought against other 
contributions. Determining its thematic closeness to and alignment with those 
contributions, it could use logic built in to identify and flag a “groupthink” bias, for 
example. This alert would indicate that the participant may have been adjusting his 
thoughts to align with his view of the consensus. Similarly, the agent could attempt to 
identify cultural differences. Logical rules to identify known biases could be built in 
along with functionality to allow end users to write in their individual observed 
tendencies. Once alerted to such biases, the facilitator could take steps to tease out 
more diversity in thought. 

A synthetic SEAS critic could also analyze completed templates and arguments for 
bias and logicality. As SEAS critics are currently limited to checking for 
completeness and grammar, an extension to determine bias in questions, evidence, 
and rationales could result in improved templates and arguments. 

6   Experiments 

Prior empirical evidence can suggest potential upgrades to Angler and SEAS and 
provide support for their value. However, experiments conducted specifically to 
evaluate these features would offer more concrete substantiation for the 
enhancements. The experiments presented in Table 1 can help in assessing the value 
of, for example, holding “meet and greet” sessions to improve participation, or the 
role of a dedicated advocate in encouraging usage of web-based collaborative 
reasoning tools.  

To measure both quality and satisfaction, a collaborative session (Angler workshop 
leading to development of SEAS template) incorporating the proposed enhancements 
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could be compared against another session as currently implemented. Participants 
using the upgraded tools would constitute the experimental group, while those using 
unchanged versions of Angler and SEAS would serve as controls. 

The resulting differences should indicate the effectiveness of these features, for 
which a mapping of semantic diversity could be the appropriate metric. For example, 
clusters of thoughts with greater semantic distance from each other might indicate a 
greater diversity in thought, implying that the enhanced collaborative process 
provided the intended support. To measure participant satisfaction, surveys or 
interviews could be conducted. 

Table 1. Experiments to evaluate proposed upgrades to Angler and SEAS are summarized, 
along with methodologies and metrics to assess effectiveness 

Topic of 
Interest 

Approach Methodology Metrics 

Benefits of 
collaborative 
process & 
proposed 
enhancements 

Compare 
collaborative 
processes 

− Hold separate 
collaborative 
sessions – with 
and without 
enhancements 

− Compare and 
contrast results 

− Semantic 
diversity of 
clusters 

− Self-reported 
attitudes and 
satisfaction 

Effectiveness 
of technology 
usage advocate 

Instantiate 
SEAS 
Information 
Campaign 
Argument 

− Create 
structured 
reasoning 
argument to 
analyze 
effectiveness 

− Gather evidence 
− Write rationale 

− Positive 
assessment 
from SEAS 
argument 

− Observed 
increase in 
tool usage 

Virtual group 
processes and 
conformity to 
norms 

Replicate 
social 
psychology 
group 
dynamics 
experiments 

− Conduct 
experiments 
with CMC 

− Use different 
paradigm 

− % participants 
who conform  

− % trials in 
which 
participants 
conform 

 
Other methods would explore how CMC technologies are introduced to often-

skeptical audiences. The SEAS Sociopsychological Assessment of an Information 
Campaign template [42] assesses whether a message in an ongoing information 
campaign was received as intended. An argument created from this template would 
determine whether bad news or criticism was received as intended, that the target 
audience interpreted the information correctly and believed what was said. The same 
SEAS argument could also test the resulting difference between official, 
organizationally sanctioned champions, and those operating informally.  
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To specifically observe whether electronic communications lessen group biases, a 
simple approach would involve replicating classic social psychology experiments 
[13], [14], using computer-mediated rather than face-to-face interaction. As many 
social psychology studies have become fairly well-known in popular culture, different 
paradigms employing the same general principles might yield even more compelling 
results. For example, adherence to virtual group norms may be moderated by the 
ability of pressuring group members to project social presence, an individual’s 
perceived inclusion in a group, or social identity.  

7   Conclusion 

The power of CMC technology may be reliably harnessed in tools such as Angler and 
SEAS to improve collaboration and reduce biased thinking. When jointly 
implemented, these tools form a potent overall process that benefits intelligence 
analysis and policy formation by assisting collaborative analysis in scenario planning 
and assessment of opportunities and threats. 

Research across related fields such as social psychology, human-computer 
interaction, and artificial intelligence can contribute significantly to the future 
direction of collaborative reasoning. Although these findings may suggest some 
potential improvements, the predictive power of any such advice may be modest.  

Thus the empirical research on this matter should inform and suggest directions for 
future study. By increasing understanding of medium-dependent communication 
styles, it becomes possible to test specifically for relevant behaviors under the overall 
paradigm of interest – a collaborative process consisting of Angler workshops and 
SEAS arguments. The resulting knowledge may then be used to expand the capability 
of asynchronous web-based collaboration and structured reasoning to improve 
intelligence analysis. 
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Abstract. In spite of policy concerns and high costs, the law enforcement com-
munity is investing heavily in data sharing initiatives. Cross-jurisdictional 
criminal justice information (e.g., open warrants and convictions) is important, 
but different data sets are needed for investigational activities where require-
ments are not as clear and policy concerns abound. The community needs shar-
ing models that employ obtainable data sets and support real-world investiga-
tional tasks. This work presents a methodology for sharing and analyzing 
investigation-relevant data. Our importance flooding application extracts inter-
esting networks of relationships from large law enforcement data sets using 
user-controlled investigation heuristics and spreading activation. Our technique 
implements path-based interestingness rules to help identify promising associa-
tions to support creation of investigational link charts.  In our experiments, the 
importance flooding approach outperformed relationship-weight-only models in 
matching expert-selected associations. This methodology is potentially useful 
for large cross-jurisdictional data sets and investigations. 

1   Introduction  

Events in the last several years have brought new attention to the need for cross-
jurisdictional data sharing to support investigations. A number of technology-related 
initiatives have been undertaken. For example, the FBI sunk $170 million into a “Vir-
tual Case File” system which was, unfortunately, considered dead on arrival [1]. It 
will likely be scrapped although lessons learned will benefit future systems. This high 
profile system failure highlights the difficulty of sharing investigational data across 
localities. It is even more difficult when multiple agencies are involved, as when local 
police departments have data of value to national or regional agencies. Computer-
supported investigational models are needed to guide the development of policies, 
protocols, and procedures intended to increase the flow of useful information. 

An effective cross-jurisdictional investigation model needs to support real analysis 
tasks and use data sets that can be realistically collected and shared. In previous work 
with the BorderSafe consortium, we developed a model for organizing local data into 
a network of annotated relationships between people, vehicles, and locations [2]. The 



 Using Importance Flooding to Identify Interesting Networks of Criminal Activity 15 

proposed methodology considers administrative, policy, and security restrictions aim-
ing to identify a useful data representation that can be collected from existing data 
sets in spite of administrative and technical challenges. In this paper we explore an 
importance flooding approach intended to extract interesting CANs (criminal activity 
networks) from large collections of law enforcement data. Useful analysis models are 
crucial for the community because without knowing how shared data can be effec-
tively employed, costly resources will likely be wasted in expensive but un-workable 
integration efforts. 

Network-based techniques are commonly used in real-world investigational proc-
esses. Criminals who work together in a pattern of criminal activity can be charged 
with conspiracy and taken off the street for a longer period of time. While many tradi-
tional data mining techniques produce un-explainable results, criminal association 
networks are understandable and actionable. Many networks of associations are 
“drawn” only in the minds of the investigators, but visual network depictions called 
link charts are commonly used in important cases. Link charts combine multiple 
events to depict a focused set of criminal activity. Selected associations may be fo-
cused on particular crime types, localities, or target individuals. Link charts are used 
to focus investigations, communicate within law enforcement agencies, and present 
data in court. Link chart creation is a manual, expensive, but valuable investigational 
technique. 

An analysis support technique needs to be adaptable because investigational re-
sources are limited and investigational assignments are distributed. Investigators 
come to a case with specific concerns and relevant experience. Because criminal re-
cords are incomplete [3] and missing or ambiguous data such as family relation-
ships are important,  rules of thumb (heuristics) need to play a role in analysis if the 
results are to be accepted by the investigational community. For example, a fraud 
investigation unit may be only incidentally concerned with drug trafficking. When a 
crime analyst makes a link chart manually, they look up individual cases, make a 
judgment as to the importance of particular bits of information, and add information 
that is not recorded in the regular police records. These investigational parameters 
change over time. For instance, if the fraud unit realizes that many fraud cases are 
related to methamphetamine trafficking, they might seek to re-analyze data with an 
emphasis on this important correlation. Policy concerns also impact analysis. For 
example, because investigators need to respect individual privacy, law enforcement 
prefers to focus on individual target(s) rather than “fishing” for patterns in public 
records. 

In any case, one key function of the investigation process is the generation of use-
ful leads. Within this broader context, this paper studies a methodology for increasing 
the efficiency of link chart creation to (1) save time and money, (2) allow the tech-
nique to be used in more investigations, and (3) employ large quantities of available 
data. Such a model can be used to support investigations and to guide the implementa-
tion of data sharing systems. Our research focus can be summarized in a single re-
search question: How can we effectively identify interesting sub networks useful for 
link chart creation from associations found in a large collection of criminal incidents 
employing domain knowledge to generate useful investigational leads and support 
criminal conspiracy investigations? 
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2   Literature Review 

Network analysis has a long history in criminal investigation [4-6]. In [3], Sparrow 
highlights the importance of social network analysis techniques in this important do-
main, identifying a wide variety of network structure measures and logically connect-
ing those measures with investigational implications. For example, he points out that 
questions such as “ ‘who is central to the organization?’, ‘which names in this data-
base appear to be aliases?’,  ‘which three individuals’ removal or incapacitation 
would sever this drug-supply network?’, ‘what role or roles does a specific individual 
appear to play within a criminal organization?’ or ‘which communications links 
within a international terrorist fraternity are likely to be most worth monitoring?’ ” 
(p 252)  would all be familiar to social network analysis practitioners.  

Some of the analysis techniques anticipated by Sparrow have been explored in 
more recent work. [6] categorized criminal network analysis tools into three genera-
tions.  First generation tools take a manual approach allowing investigators to depict 
criminal activity as a network of associations. Second generation systems include 
Netmap, Analyst’s Notebook, Watson, and the COPLINK Visualizer [7-9]. These 
tools provide various levels of interaction and pattern identification, representing in-
formation using various visual clues and algorithms to help the user understand 
charted relationships. Third generation tools would possess advanced analytical capa-
bilities. This class of tool has yet to be widely deployed but techniques and method-
ologies have been explored in the research literature. [5] introduces genetic algo-
rithms to implement subgraph isomorphism and classification via social network 
analysis metrics for intelligence analysis. Network analysis tools to measure central-
ity, detect subgroups, and identify interaction patterns were used in [10], and the topo-
logical characteristics of cross-jurisdictional criminal networks are studied in [11].  

Shortest path measures have received particular attention. One important consid-
eration in an investigation is the identification of the closest associates of target indi-
viduals. A variation of this analysis tries to identify the shortest path between two tar-
get individuals. These ideas, closest associates and shortest path, are clearly relevant 
in link chart analysis. CrimeLink Explorer employed relation strength heuristics to 
support shortest-path analysis [12]. Based on conversations with domain experts, they 
weighted associations by:  (1) crime-type and person-role,  (2) shared addresses or 
phones, and (3) incident co-occurrence. An algorithm for shortest path analysis for 
criminal networks was implemented and tested in [13]. Because criminal networks 
can be very large and very dense, the computational burden required to identify the 
shortest path between two individuals can be significant. [13] addresses this using a 
carefully crafted computational strategy. 

Building on this research, we want to help identify “interesting” subsets of large 
criminal activity networks. The interestingness (or importance) issue is a well recog-
nized problem in the association rule mining field. Interestingness measures seek to 
assign a ranking to discovered associations based on some interestingness calculation 
methodology [14].  The various measures of interestingness can be classified into two 
categories: objective measures and subjective measures [15].  Objective measures are 
generally statistical and include confidence and support. Subjective interestingness 
measures, on the other hand, can be classified into two groups: actionable and unex-
pected. [16] notes that beliefs are important in identifying interesting associations. 
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Results can be filtered by encoding user beliefs (e.g., expected or potentially action-
able relationship or patterns) using some “grammar” and comparing extracted rela-
tionships to that grammar [17, 18]. A way to incorporate beliefs is important for 
automatic interestingness analysis. 

Notions of interestingness have received special attention in the context of data that 
can be represented as a network. Some researchers emphasize that interestingness is 
relative. For example, a “root set of nodes” within a larger network are used to en-
hance relevance searching in [19].  They describe a general class of algorithms that 
use explicit definitions of relative importance. The two main intuitions behind the ap-
proach are that 1) two nodes are related according to the paths that connect them, and 
2) the longer a path is, the less importance is conferred along that path. Using a scalar 
coefficient, White and Smyth pass smaller amounts of importance as the distance be-
tween a pair of nodes increases. They note several ways of choosing non-overlapping 
paths between node pairs. These notions of relative importance align well with the 
cognitive model described by investigators we have talked with. Investigations begin 
with some target suspect(s) and look for close associates to identify leads. 

In [20] novel network paths (not just nodes or links) are identified to reveal inter-
esting information. This was a novel way of analyzing the HEP-Th bibliography data 
set from the Open Task of the 2003 KDD Cup [21]. Bibliographic citation data was 
analyzed to answer questions such as “which people are interestingly connected to 
C.N. Pope?” The basic notion of their analysis was to detect interesting short paths 
through a network rather than to detect interesting nodes. They categorized link types 
and used multiple node types in their network. So, for instance, universities were as-
sociated with authors who had published a paper while affiliated with the university, 
and authors were associated with their co-authors. Without putting in specific rules 
defining “interesting” their algorithm discovered that Mr. H. Lu. was the most inter-
esting person relative to C.N. Pope because he interacted with Pope along a variety of 
network paths. These paths take the following form: 

[Lu]-writes-[Paper1]-cites-[Paper2]-written_by-[Pope] 
[Lu]-authors-[Paper1]-authored_by-[Pope], and  
[Lu]-authors-[Paper1]-authored_by-[Person1]-authors-[Paper2]-authored_by-[Pope]. 

This notion that interestingness is path-based rather than node-based is applicable 
to criminal investigations. For example, one analyst working on a Fraud/Meth link 
chart noted that she was more interested in people who sold drugs and were associ-
ated both with people who sold methamphetamines and people who committed fraud. 
This kind of association pattern is a short path through the criminal activity network. 

3   Creating Link Charts by Filtering CANs 

Previous work has shown that criminal records can be usefully depicted in a link chart 
but more advanced methodologies such as criminal network analysis and shortest path 
evaluation have not been used to directly address the important task of link chart crea-
tion. The association rule mining literature suggests several approaches intended to 
identify interesting items in networks but previous criminal association computations 
simplify criminal networks using some single measure of association strength.  
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Our goal is to combine and adapt criminal network and interestingness techniques to 
support investigational tasks while allowing for the real-world challenges of this im-
portant domain. If effective, we expect such a methodology to be useful in a variety of 
real-world network evaluation applications. Based on our review of the literature and 
our conversations with investigators we developed a list of design goals: 

1. Allow query-specific information to fill in missing data. 
2. Incorporate domain-appropriate heuristics (or beliefs) to support analysis, encod-

ing these heuristics in a format that can be adjusted at query time for new insights. 
3. Tolerate missing and ambiguous data. While missing information is expected to 

hamper analysis, a good methodology for this domain needs to be somewhat toler-
ant of data limitations. 

4. Be target focused. 

Importantly, these goals are applicable to smaller local investigations but are also 
relevant to large-scale inter-jurisdictional investigations.  

We propose the use of an importance flooding algorithm to identify interesting sub 
networks within larger CANs to help detectives interactively construct investigational 
link charts. This represents one phase of a larger process in which police records are 
organized for sharing as described in [2]. Police records from local jurisdictions are 
converted into a common schema. Person records are matched to form a network of 
incident-based associations. Then, with a target list of suspects and sets of link weight 
rules and importance heuristics, individuals are importance ranked for inclusion in in-
vestigation-specific link charts. The basic intuitions of the algorithm are (1) associates 
of interesting people become relatively more interesting and (2) both a person’s past 
activity and their involvement in interesting association patterns establish initial im-
portance. The algorithm considers two key network elements in its calculation (1) as-
sociation closeness and (2) importance evaluation. The calculation leverages associa-
tion closeness measures as suggested by [12], scalar coefficients as in [19], and 
leverages a path-based notion of interestingness reminiscent of the methodology used 
in [20]. The algorithm proceeds in four basic steps: 

1. Weights are assigned to network links. 
2. Initial importance values are assigned to network nodes. 
3. Importance is passed to nearby nodes generating a final score for each node. 
4. A network subset is selected starting with target nodes and best first search. 

Our algorithm employs 6 components: a set of nodes, a set of associations such 
that each association connects two of the nodes and is described by a set of properties, 
a set of rule-based relation weights consisting of a single link weight for each unique 
pair of nodes connected in the associations, initial importance rules, a decaying distri-
bution function, and a set of starting nodes.  

In this paper, we test our approach by comparing the output of an importance 
flooding computation with two link charts which had previously been created by a 
crime analyst from the Tucson Police Department (TPD). The nodes in the network 
we test in this work are individuals found in an integrated TPD/Pima County Sheriff’s 
Department data set. We used only people as nodes although the algorithm could also 
evaluate location or vehicle entities. The association properties we considered include 
crime type, from role (the role of the first of the two nodes in the association), to role 
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(the role of the second node in the association), and crime date. These properties were 
selected so that we could use a close approximation of the association strength for-
mula presented in  [12]. 

Relation weights ranging from 0 to 1 are assigned to each association found in the 
records. Relation weights are assigned to node pairs by evaluating the corresponding 
associations as a function of the number of associations and properties of those asso-
ciations. We used relatively simple heuristics in the testing presented here. For exam-
ple, our rules expressed a strong relational weight for a pair of individuals who were 
both recorded as arrestees in the same incident, but a lower weight for associations 
where the two individuals were considered investigational leads in the same incident. 
In addition to these initial link weights, frequency of association was considered. As 
suggested by [11], when a pair of individuals appears together in four or more police 
incidents a maximal relation weight of 1 is assigned regardless of crime role or inci-
dent type. When less than four incidents connect two individuals, we multiply the 
strongest association weight by 3/5, the second strongest by 1/5, and the third strong-
est by 1/5 and sum the products. The 3/5, 1/5, 1/5 distribution is somewhat arbitrary 
but it is reasonable in light of previous research. 

 Simple activity-based group rules identify people who play a particular 
role, in a particular kind of incident, in a particular date range. 

Multi-group membership rules identify people who have participated 
in two or more specified associations: a link-node-link network path.

Path rules identify individuals involved in specified short network 
paths. For example a person who is in the fraud group, connected in a 
recent suspect-to-suspect association to someone in the drug sales 
group, connected in a recent suspect-to-suspect association to a 
member of the aggravated assault group. Rules may be 
node-link-node-link-node or node-link-node.

Simple activity-based group rules identify people who play a particular 
role, in a particular kind of incident, in a particular date range. 

Multi-group membership rules identify people who have participated 
in two or more specified associations: a link-node-link network path.

Path rules identify individuals involved in specified short network 
paths. For example a person who is in the fraud group, connected in a 
recent suspect-to-suspect association to someone in the drug sales 
group, connected in a recent suspect-to-suspect association to a 
member of the aggravated assault group. Rules may be 
node-link-node-link-node or node-link-node.

 

Fig. 1. Three Types of Initial Importance Rules 

Initial importance values are assigned to nodes using path-based importance heu-
ristics. In our current implementation, we accept three kinds of importance rules: (1) 
activity-based group rules, (2) multi-group membership rules, and (3) path rules. Fig-
ure 1 describes the three types of rules. Weight values are assigned to each rule, each 
node is evaluated for group membership based on the rule, and a node is assigned an 
initial importance score equal to the sum of the weights of all groups to which the 
node belongs. Importance values are normalized to fall between 0 and 1 and target 
nodes are always assigned a score of 1. The link weight and importance values as-
signed in our implementation were derived from previous research or developed in 
conversation with crime analysts and require only information that is likely to be 
available in a cross-jurisdictional setting.  
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In these experiments, our decaying distribution function used .5 for any directly 
connected nodes and .25 for transitively connected nodes and the target nodes are 
identified by the analyst. Pseudo code for the iterative importance flooding calcula-
tion is shown below. Each node N1 of N has: a unique "ID," an initial score "INIT," a 
previous score "PREV," and an accumulated amount of importance added in this it-
eration "ADD." The algorithm includes a main loop and a recursive path tracing 
method. A maximum node importance score of Init+Prev+Add "MAXVAL" is main-
tained for each iteration as each node and path is processed. This score is used to 
normalize the values at the end of each iteration. A Decaying Distribution Depth 
“DDD” is used by the computation and is set equal to the number of terms in the sca-
lar coefficient (e.g., if the scalar coefficient is [.5, .25], DDD is 2).  
 
Main Process: 
Initialize all nodes N1 in N: N1.PREV= 0, N1.ADD = 0 
For each iteration 
  For each node N1 in N    // Call recursive path tracing 
    PassAmt = N1.PREV + N1.INIT 
    PathList = N1.ID, PathLen = 1 
    pathTrace (PassAmount, PathList, PathLen) 
  For each node N1 in N // Normalize and re-initialize 
    N1.PREV = (N1.PREV + N1.INIT + N1.ADD) / MAXVAL 
    N1.ADD = 0 
  // reinforce the importance investigational targets 
  For each node T1 in the TargetNode List: T1.PREV = 1 
 
Recursive Path Tracing: 
pathTrace (PassAmount, PathList, PathLen) 
  PassingNode = The last node included in PathList 
  NumOfAssoc = The # of nodes associated with PassingNode 
  For each node Na associated with PassingNode 
  if Na is not already included in PathList 
    RELWGT = the relation weight for the pair [PassingNode,Na] 
    DECAYRATE = the decay coefficient for PathLength 
    PASSONAMT = PassAmt * RELWGT * DECAYRATE * (1 / NumOfAssoc) 
    Na.ADD = Na.ADD + PASSONAMT 
 if PathLen < DDD  // traverse paths to length DDD  
     pathTrace (PASSONAMT, PathList + Na.ID, PathLen + 1) 

  
Finally, a best first search algorithm uses the resulting importance scores to expand 

the network from the target nodes to a network of some specified size. The nodes in 
the starting list of target nodes are placed into a list of visited nodes and into a priority 
queue with a priority value of 2. Nodes are sequentially popped from the queue until 
enough nodes have been selected. As each node is popped, the algorithm adds it to a 
list of selected nodes and then searches for all other nodes associated with that node. 
If the associated node is not already in the visited node list, it is added to the priority 
queue with its importance score (which can range from 0 to 1) as its priority value. In-
tuitively, the algorithm asks: of all the nodes attached to any of the selected nodes, 
which has the highest importance score? An analyst using the output might well con-
sider which node to add to a link chart next using a similar procedure. 
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4   Experimentation 

To explore the usefulness of our methodology we needed a human-generated link 
chart and a large criminal activity network, along with heuristics and targets for a par-
ticular investigation. We obtained access to a large link chart prepared for the TPD 
fraud unit. It depicts key people involved in both methamphetamine trafficking and 
fraud. The chart includes 110 people and originally took 6 weeks to create.  

We drew our network from incidents recorded by the Tucson Police Department 
and the Pima County Sheriff’s Department. The records were converted to a common 
schema (COPLINK) and associations were created whenever two people were listed 
in an incident. We recorded “crime type,” “from role” (the 1st person’s role), “to role” 
(the 2nd person’s role), and “crime date.” Using practitioner-suggested guidelines, in-
dividuals were matched on first name, last name, and date of birth. Some correct 
matches were missed due to data entry errors or intentional deception. The combined 
set includes records from 5.2 million incidents involving 2.2 million people. To ap-
proximate the search space considered by the analyst, we include only people within 2 
associational hops of the targets. Investigators tell us they are generally not interested 
past that limit. We ignored records added after the chart was drawn. This filtering 
process resulted in 4,877 individuals for the fraud/meth investigation, including 73 of 
the 110 “correct” individuals depicted in the manually created link chart. 

The heuristic components came from two sources: previous research guided the 
development of the very general link weight heuristics and case priorities dictated the 
importance rules. Each association between a pair of individuals was evaluated: Sus-
pect/Suspect Relationships =  .99; Suspect/Not Suspect = .5, Not Suspect/Not Suspect 
= .3. A single association strength was then assigned as follows: 4 or more associa-
tions, weight = 1; else,  (strongest relation * .6, 2nd  * .2 , and 3rd * .2).  Initial im-
portance calculations included group, multi-group, and path rules. Several relevant 
groups were identified by the analyst: Aggravated Assault (A), Drug Sales (S), Drug 
Possession (P), Fraud (F). Membership in any of these groups added an importance 
value of 3 to an individual’s total initial importance score.  Membership in any two 
groups added 3 more, and membership in all three groups added 5. Participation in an 
(A)-(D)-(F) added 5 and participation in paths (A)-(D), (A)-(F), (D)-(F), or (P)-(F) 
added 3. For example, in cases where the suspect in an assault (A) was connected in 
some incident to a suspected drug seller (D) who was connected to a suspected check 
washer (F), an initial importance value of 5 was added to each of the nodes. 

We compared our algorithm’s results to the human-drawn link chart, considering 
how the algorithm might impact the effectiveness of time spent working on the link 
chart. When an analyst creates a chart, they begin with one or more target individuals, 
look for associations involving those individuals, and evaluate each potential associ-
ate to see if they are important enough to be included in the chart. Reviewing more 
promising associates first would allow creation of a good chart in less time. In our 
tests we started with the same information considered by the human analyst and pro-
duced an ordered list of individuals such that selecting them in order forms a network. 
Selection methodologies that listed the “correct” individuals (those selected by the 
human analyst) earlier in the list were considered to be “better.” We compared several 
methods of ordering the lists, including several variations of importance flooding: 
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• Breadth First Search provides a baseline for comparison. Start with the target(s) 
and choose direct associates, then choose indirect associates. 

• Closest Associate is a link-chart application of previously proposed shortest path 
algorithms. New individuals are added to the network in order of association 
closeness to someone already included in the network. 

• Importance Flooding was used to rank all the individuals. New individuals are 
added to the network by choosing the highest ranked individual associated with 
any of the people already included in the network. 

• Path Heuristics with No Flooding employed the path-based heuristics to rank im-
portance but did not flood importance to nearby nodes. This was intended to show 
that both the initial importance of a node and its structural place in the network 
impact its chart-worthiness. 

• Node-only Importance Flooding demonstrated that the path-based heuristics add 
to the algorithm’s effectiveness as a supplement to node-only analysis. 

For comparison we used measuring function A which operates for a ranking method 
(technique) over a size range. As each node is added to a network, we can compute 
the total number of nodes added divided by the number of “correct” nodes added. 
This ratio computes the number of nodes an analyst would have to consider for each 
correct node considered. A smaller number is better in that the analyst would have 
spent less time on un-interesting nodes. Our measure A is the average of the ratio over 
a range. For example, consider A (importance flooding) at 250 = average ratio of se-
lected nodes to “correct” nodes, selected by the importance flooding algorithm, when 
the number of selected nodes is 1,2,3…250. Our hypotheses are shown in Table 1.  

Table 1. Hypotheses 

Techniques: 
• BFS = breadth first (rank by # of hops) 
• CA = closest associates 

• IMP = importance flooding 
• PATH = path heuristics, no flooding 
• NO = only node heuristics, flooding 

All techniques improve on BFS 
• H1a: A(IMP)  < A(BFS)  * Accepted • H1b: A(CA) < A(BFS)  * Accepted 

Importance flooding outperforms closest associates 
• H2: A(IMP) < A(CA)  * Accepted 

Importance flooding outperforms path heuristics with no flooding 
• H3: A(IMP) < A(PATH)  * Accepted at 500,1000 & 2000 but NOT for 100,250 

Importance flooding outperforms node only heuristics 
• H4: A(IMP) < A(NO) *Accepted 
Hypotheses are expected to hold for 100, 250, 500, 1000, and 2000 selected nodes.  
* Accepted Hypotheses were significant at p=.01 

 
Performance results for the basic methods (breadth first, closest associate, and impor-

tance flooding) are reported in Figure 2. The importance flooding approach consistently 
found more of the correct nodes for any given number of nodes selected. The closest as-
sociate method seems to have generally outperformed breadth first search. In addition, 
based on the acceptance of hypotheses 3 and 4, we observe that both the flooding and 
the path heuristics added something to the effectiveness of our final result because  
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omitting either part reduced accuracy. When a second link chart was also analyzed, the 
importance flooding algorithm again outperformed the best first search and closest asso-
ciate methods. Detailed results are omitted because of space limitations. 
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Fig. 2. Comparison of Ranking Methods for the Fraud/Meth Link Chart. The importance flood-
ing algorithm (blue) consistently outperformed other methods. 

5   Discussion and Future Directions 

Our approach differs from previous work in several ways. (1) It is applied directly to 
the task of link chart generation. Previous work has hinted at this kind of application 
but has not experimented with actual charts. (2) We combine structure (closeness-
weighted associations) and activity-based importance heuristics (e.g. “people who 
have been involved in fraud”) in our computation instead of social network measures 
based on closeness-weighted associations. (3) We encode the users’ importance no-
tions as short network paths. This can be simple grouping (e.g. people who have been 
suspects in fraud incidents) but we also leverage relational patterns. For example, one 
of the heuristics we use in our testing process captures the analyst’s input that she was 
more interested in people who sold drugs and were associated both with people who 
sold methamphetamines and people who committed fraud. (4) Our approach is target-
directed. These advances have both theoretical and practical implications. 

We tested our methodology using data that could be realistically generated in the 
law enforcement domain. The network representation used in our study can be (and 
was) generated from actual criminal records systems recorded in different records 
management systems in different jurisdictions. Our methodology does not require 
analysis of difficult to process items such as MO (modus operandi) or physical de-
scriptions. What’s more, our current representation categorizes crimes using standard 
crime types which do not differentiate, for instance, between drug crimes involving 
methamphetamines vs. drug crimes involving heroine or marijuana. Certainly these 
features can play an important investigational role but extraction of such details might 
be expensive, inconsistent, and subject to additional administrative and privacy re-
strictions in a cross-jurisdictional environment. Our results demonstrate analysis value 
in spite of limited representational detail. With all that being said, additional features 
could be used by the algorithm simply by changing the initial input rules. We believe 
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the association model we propose (entities connected in labeled associations including 
roles, types, and dates) is flexible enough to support various investigational tasks, yet 
simple enough to be readily sourced from different underlying records management 
systems. Different analysis implementations could leverage different feature sets 
when the needed data was relevant and available. But even when association details 
cannot be shared because of policy, financial, or technical limitations, we believe 
many organizations would find it possible to share high level association data (e.g. 
Bob and Fred were both involved in a drug investigation last June) with certified law 
enforcement personnel from other jurisdictions. 

While promising, our results need further validation. Because of restrictions on the 
sharing of information about old investigations, we only tested on two link charts. 
Even then, the nodes included in the manually prepared link chart are a “bronze stan-
dard” rather than a “gold standard.” It may be that some people “should” have been 
included but were not because they were missed by the analyst or left off for a variety 
of reasons. If an individual was in prison or was working with the police as an infor-
mant, they may have been omitted from the chart.  Thus we have no real objective 
standard to say that one chart is “correct” while all others are “incorrect.” Instead we 
would argue that some charts are clearly better than others. Also, sensitivity to varia-
tions in computational parameters and user-provided heuristics should be explored.  

More work can certainly be done in the law enforcement domain. We would like to 
study test cases more deeply to address several practical questions. Are some of the 
nodes we “suggest” good ones for analysis but left off the charts for a specific reason? 
How much can we improve results by adding query specific data to the importance 
ranking calculations? Is the technique useful for creating link charts with various pur-
poses? Does inclusion of locations, vehicles, and border crossings enhance analysis? 
We plan to implement some version of the algorithm in a real-time, real-data criminal 
association visualization tool to support this kind of detailed work. The value of the 
approach may increase as data sets grow larger. In our results, the use of path heuris-
tics with no flooding (technique PATH in Table 1) was not significantly different 
from the complete treatment (technique IMP) until more than 250 nodes were se-
lected. Thus, while the path-based heuristics seem to contribute to selection value in 
smaller applications, flooding adds even more value in a larger context. 

We plan to test importance flooding in other informal node-link knowledge repre-
sentations. The algorithm is designed to overcome link and identifier ambiguity, lev-
eraging a network’s structure and semantics. The technique presented here allows us 
to test this basic notion in other application domains. For example, we plan to explore 
the use of this algorithm in selecting interesting subsets of a network of biomedical 
pathway relations extracted from the text of journal abstracts. 
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Abstract. An automatic news tracking and analysis system which records world 
events over long time periods is described. It allows to track country specific 
news,  the activities of individual persons  and groups, to derive trends, and to 
provide data for further analysis and research. The data source is the Europe 
Media Monitor (EMM) which monitors news from around the world in real 
time via the Internet and from various News Agencies. EMM’s main purpose is 
to provide rapid feedback of press coverage and breaking news for European 
Policy Makers. Increasingly, however it is being used for security applications 
and for foreign policy monitoring. This paper describes how language tech-
nologies and clustering  techniques have been applied to the 30,000 daily news 
reports to derive the top stories in each of 13 languages, to locate events  geo-
spatially, and to extract and record entities involved.  Related stories have been 
linked across time and across languages, allowing for national comparisons and 
to derive name variants.  Results and future plans are described.  

1   Introduction 

Like most governmental and international organizations, the European Union moni-
tors media reports concerning EU policies and potential threats. A major challenge 
since 2004 for the EU has been the need to handle some 25 different languages. The 
Europe Media Monitor [1] was developed to meet that challenge by scanning over 
800 web sites and 15 national news agencies 24/7. About 30,000 articles are detected 
and processed each day in over 30 languages. The full text of each article is filtered 
against 10,000 multilingual keyword combinations to sort each article into one or 
more of 600 topic definitions. Alerts keep subscribers informed of immediate updates 
on key subjects by email and SMS.  Each alert is a predefined combination of key-
words conditions which describe one of the 600 topics. However this doesn’t cover 
the unexpected “Breaking News” story. For this purpose a real-time breaking news 
system was developed which tracks the occurrence of capitalized keywords across 
languages and can detect sudden increases of existing keywords or the sudden emer-
gence of new keywords. The system is very successful at quickly detecting major 
breaking news stories.  EMM results are published through an automatically gener-
ated NewsBrief, a public version of which can be seen at http://press.jrc.it  and 
through electronically edited reviews which are distributed internally in the European 
Commission.  The NewsBrief has a similar functionality to Google News and Yahoo 
News, but a much wider topic coverage which includes all countries of the world.  
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Increasingly EMM is being asked to review and analyse past events to produce situa-
tion reports for conflicts and crises in various parts of the world. Monitoring Avian Flu 
reports is an example of the type of issue EMM is being asked to study. Similarly, ter-
rorism is of particular concern for the EU following the London and Madrid attacks.  
Therefore research was started in 2003 into automated methods to improve the news 
analysis and to derive additional information in as many languages as possible.  

2   EMM 

The Europe Media Monitor uses an XML/XSLT technique to detect headlines pub-
lished on monitored web sites. Each site is checked upto every 10 minutes. Individual 
web pages are first converted to XHTML and then transformed to an RSS (Really 
Simple Syndication) 2.0 format using a stylesheet for each site. New headlines are 
detected by comparing the current content to a cache.  

EMM’s Alert system is it’s most unique feature. It drives most of the content and 
adds value to news monitored. The overall objective is to process as rapidly as possi-
ble each discovered article and decide which subjects (Alert definitions) are men-
tioned. If an alert criterion is satisfied the article is appended to a result RSS file [2], 
one for each alert definition. If a user has subscribed to an immediate email alert for 
that topic then a processor is called to send the article summary by email. If a special 
alert called SMSauto has been satisfied and certain timing criteria are satisfied then an 
automatic SMS message is sent to a small number of persons. 

A number of technical challenges have been overcome in implementing the alert 
system. Firstly, the real textual content from web pages needs to be extracted from 
raw HTML. It is no good triggering alerts on adverts or on sidebar menu items which 
have nothing to do with the content of the web page. Secondly the alert system must 
be extremely fast to keep up with incoming articles and to alert interested persons as 
required. Specialised algorithms have been developed for EMMalert system. The alert 
processor can scan a text of a thousand words against combinations of 10,000 key-
words and trigger conditions in 100 msec an a modern PC. 

 

Fig. 1. Raw alert statistics showing number of articles per day for S.E. Asian countries follow-
ing the 2004 Tsunami 
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The alert system keeps hourly statistics of the number of articles detected for each 
Alert in the system. This is stored in XML files accessible on the web server. One file 
is stored every day containing the hourly values and taken together form long term 
time series of event statistics. As major events occur – so their development is re-
corded in the statistics files. As an example Figure 1 shows the number of articles per 
day for different countries following the Asian Tsunami as recorded by EMM’s alert 
system. It can be seen that “breaking news” within a given topic area can be defined 
as a large positive time differential in the statistics plot for that alert.  

A more detailed analysis of daily news is performed after midnight GMT. All de-
tected articles in each of currently 13 languages are processed together in order to 
automatically deduce the top stories and derive related information.  In particular 
keyword and entity extraction from news, place name identification, multilingual 
thesaurus indexing, and the recording of EMM topic alerts allow to track news topics 
across time and language.  

Often a top story will describe one single event, but just as often it will describe a 
reaction to an event, or an ongoing investigation. Research is therefore beginning on 
identifying individual events and recording their attributes. This will improve event 
logging, trend analysis and conflict analysis. However, the results achieved so far by 
the existing analysis are already greatly improving analysis and trend recording. This 
analysis is described below 

2.1   News Keyword Identification 

The objective is to numerically identify clusters of similar news items in order to 
identify the major news items each day.  All articles processed by EMM are collected 
together in each language for processing after midnight GMT. For English this repre-
sents something like 4000 articles per day.  A signature for each article is then derived 
using a large reference corpus of news articles in the given language. This consists of 
a weighted list of keywords calculated as follows. After removing stop words from 
the text frequency word list is calculated and compared with frequency lists in the 
long term corpus. This corpus consists of 6 months of information in each of the lan-
guages. The most relevant keywords are then identified for each article using a Log-
Likelihood test [3]. The result of the keyword identification process is thus a represen-
tation of each incoming news article in a vector space. 

2.2   Geographic Place Name Recognition and Geocoding 

Place name recognition is achieved using a multilingual gazetteer [4], which in-
cludes exonyms (foreign language equivalents) and disambiguates between places 
with the same name (e.g. Paris in France rather than the other 13 places called Paris 
in the World).  The purpose of this exercise is two fold. Firstly each place name 
adds to the country score for that article, which is then used for cross language link-
ing, and secondly the place names themselves serve to “geocode” articles for map 
displays. The normalized country score per article is calculated by summing each 
country score and then performing the same log-likelihood test against the corpus 
for these countries.   
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2.3   Article Clustering 

A bottom up algorithm is used for the clustering process. A similarity measure is 
defined as the cosine of the two keyword vectors for each article. Each pair of articles 
is compared for similarity. The vector for each pair of articles consists of its keywords 
and their log-likelihood values, enhanced with the country profile values. If two or 
more documents have a similarity > 90% they are considered duplicates. The two 
most similar articles are then combined as a cluster with vector equal to the sum of 
both.  The intra-cluster similarity is then defined as the cosine between members of a 
cluster and overall vector.  For the clustering process the new cluster node is treated 
as any other article, but the weight will increase accordingly.  The process is repeated 
until all articles have been paired off either into growing clusters or single articles. 

In a next step, the tree of clusters is searched for the major news clusters of the day, 
by identifying all subclusters which fulfill the following conditions : 1) intra-cluster 
similarity above a threshold of 50%  2) the number of feeds is at 2 (news is consid-
ered significant when published in two different newspapers). This is to avoid domi-
nance from a single source and ensure coherent clusters. The results are very good, 
yielding 10- 20 major (> 10 articles) clusters for each day in each language.  The 
centroid article in each cluster is taken as the most representative for display purposes. 
Figure 2 shows such a cluster tree after applying these rules. 

 

  

Fig. 2. An example of a cluster tree derived by the algorithm. The tree is cut whenever the 
intra-cluster similarity is <50%. 
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2.4   Entity Extraction 

The text of all articles in a cluster is scanned for occurrences of named entities re-
corded in a database. This database of known entities is a growing resource through a 
procedure for entity recognition using lexical patterns.  These are of two types. Firstly 
“title” patterns like “former president” and “Doctor” are identified Secondly common 
first names in different languages also trigger the name recognition algorithm. Disam-
biguation rules are applied to help distinguish between places and persons.  

Once a new named entity has been identified, a check is made to see if this is a po-
tential name variant of an existing entity in the database. Small language variants of 
names are common, as are spelling variants in a single language. A fuzzy match based 
on a percentage of letter n-gram changes will store the new name as a variant of an 
existing name.  The on-line resource Wikipedia [6] also provides a ready made list of 
language variants covering famous persons. The identification of name variants is also 
important for the next stage in the analysis – cross-lingual cluster linking. This algo-
rithm is described in [7]. 

2.5   Cross Lingual Temporal Cluster Matching 

The cross-lingual linking of daily news clusters is based on three criteria. Firstly the 
use of a multilingual thesaurus classifier, secondly on comparing identified countries, 
and thirdly using name variants of referenced entities. Previous work [5] has identi-
fied document profiles (keyword rankings) which represent Eurovoc [8] classifiers 
(thesaurus nodes) in currently 6 EU languages.  The keywords from each language 
cluster are compared to these profiles to match potential Eurovoc IDs. Potential links 
are then detected when clusters in different languages match the same Eurovoc IDs. 
The second criterion uses the country scores for clusters. described above, matched 
against country IDs. The third criterion uses matching name variants from different 
language clusters.  These three criteria are combined in the ratios 50% Eurovoc IDs,  
30% Countries and 20% Entities to trigger a cluster match – currently score > 30%. 

Temporal matching in the same language is an easier problem and  only cluster 
keywords are compared. Currently clusters from the previous day are matched if Key-
word score > 50%. 

2.6   Results and Current Status 

The daily cluster analysis has been running since beginning 2003, with continuous im-
provements. Today it is performed in 13 languages including Russian, Farsi and Arabic. 
There are usually 10-15 large clusters with over 5 members per major language, and 
many (over 100 in English) small ones. Each cluster is represented by the centroid arti-
cle of the cluster. This is the article with the closest cosine similarity to the vector sum 
of all members. The results are then published daily on the “News Explorer” website 
http://press.jrc.it/NewsExplorer.  All clusters are “geocoded” using the place names 
identified and a gazetteer [4] and then presented in a map interface using Worldkit [12]. 
Clusters can be navigated across languages and time giving a very broad overview on 
world news reporting both by country of origin and places mentioned. 

About 300,000 entities (persons and organizations) have been automatically identi-
fied since 2003. All cluster related information including places, EMM can be linked 
to individual entities. This allows for a number of novel analyses to be done.  
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2.7   Entity Tracking 

A number of relationships can be identified about an individual entity over long time 
periods. Firstly all related  news clusters mentioning a given person can be identified, 
and these can then be tracked back over long.  Secondly other persons and organiza-
tions mentioned within the same news clusters can then be linked together. One prob-
lem with blindly linking persons mentioned in the same news article, is that certain 
persons, for example George W Bush,  tend to be mentioned in many different con-
texts. Therefore a method to enhance the most associated persons was invented [11].  
This enhances links most associated with a single cluster, topic or person and is de-
fined as: 
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Fig. 3. Automatic Profile generation for Iranian President: Mahmoud Ahmadinejad. Shown on 
the left are the various name variants, in the centre the latest news reports and on the right 
related and associated entities.  
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Fig. 4. London Bombers Network. Individual entities linked to each of the bombers are dis-
played. Common entities between two or more bombers are highlighted. Each can be investi-
gated further through their news reports or through their relationships. 

A searchable index of all entities has also been generated and is available through the 
web site to find any named identity and to visualize the derived information.  Identified 
name variants are displayed together with most recent news topics, related and associ-
ated persons (Figure 3). A social network can be visualized showing these relationships 
graphically and allows further navigation options to open further relationships. The 
searchable index also allows locating any two or more random entities and then visualis-
ing whether these entities are linked through common clusters.  Figure 4 shows part of 
the automatically derived network for the July 7th London Bombers. 

2.8   Linking Entities to EMM Alerts 

The EMM Alert system records articles which mention a particular topic. Each coun-
try in the world forms a single topic. Furthermore certain topics are defined as 
“themes” and articles are logged which trigger both a country and a theme as are 
statistics on these combinations.  This allows EMM to produce automated news maps 
[9] and also to define normalised thematic indicators for countries [10].  Applying the 
entity analysis has now allowed us to also identify the most associated persons for 
each country and indeed for any other EMM Alert.   This is being applied initially for 
automatic country tracking as shown for Pakistan in Figure 4. Similarly persons most 
in the news each day and their media coverage comparisons across different national 
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media also become possible since the sources are known. This can be important to 
compare the impact of a statement for example by a world leader in different parts of 
the world.  

 

 

Fig. 5. Automatic VIP identification associated with Pakistan combined with EMM Alert statis-
tics trends. The peak is the recent earthquake. 

3   Future Work 

Work is now beginning on deriving details of individual events by applying rule 
based algorithms to lead sentences in news clusters. The idea is to automate the quan-
titative deduction and recording of “who did what to whom where and with what 
consequences”.  One of the motivations for this work is to automatically log violent 
events, namely: the location where they occurred, the number of casualties and who 
was involved. This will then supply data for country conflict assessment studies, ter-
rorism knowledge bases and general situation monitoring. Although human editors 
may give more accurate results, variations between individuals and their selection 
criteria means that biases can influence comparisons and trends. Automatic event 
extraction has the advantage of being objective, quantitative and time independent 
even if absolute accuracy is less.  

4   Conclusions 

An automatic news analysis and recording system is in operation and can be refer-
enced on the Internet. Novel features are the cross-lingual linkage of news, entities 
and places. 300,000 persons have been derived from just over 2 years of news analy-
sis and automatic name variants deduced. Linking this with the existing EMM alert 
system has made possible automated country, topic and person tracking.  
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Abstract. Intelligence analysis involves routinely monitoring and cor-
relating large amount of data streaming from multiple sources. In order
to detect important patterns, the analyst normally needs to look at data
gathered over a certain time window. Given the size of data and rate
at which it arrives, it is usually impossible to manually process every
record or case. Instead, automated filtering (classification) mechanisms
are employed to identify information relevant to the analyst’s task. In
this paper, we present a novel system framework called FREESIA (Filter
REfinement Engine for Streaming InformAtion) to effectively generate,
utilize and update filtering queries on streaming data.

1 Introduction

Intelligence analysis involves routinely monitoring and correlating large amount
of data streaming from multiple sources. In order to detect important patterns,
the analyst normally needs to look at data gathered over a certain time window.
However not all data is relevant for the analysts task; the relevant set of data
needs to be selected from the streaming data. The task of monitoring involves a
combination of automated filtering system to identify candidate cases and human
analysis of cases and their related data. The filtering system is typically part
of a data aggregation server to which transaction data are fed from numerous
agencies in near real time. An analyst stores his task or goal specific filters that
are matched to incoming data as it flows. Multiple filters may be needed to
extract information from different sources.

Formulating the right filtering queries is an iterative and evolutionary process.
Initially the analyst may draw from his domain knowledge to express a filter.
But this filter needs to be refined based on how well it performs. Besides, it
needs to be refined to capture the changes over time in the emphasis given to
various attributes. In this paper we consider how to enable the filtering system to
perform automatic query refinement based on minimal and continuous feedback
gathered from the user. Below we give examples drawn from two intelligence
related tasks that illustrate how such a system can be employed:
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Example 1 (Intelligence Report Monitoring). Massive amount of incident reports
are continuously generated by law enforcement agencies which are monitored by
analysts at different levels to detect trends and correlations. For instance, an ana-
lyst at federal level may want to continuously filter and analyze all relevant incident
reports from local agencies that relates to multi-housing (e.g. rental apartment or
condominium) and lodging (e.g. hotels ormotels) facilities that have nationalmon-
uments in their proximity.The analystmayalso express detailed preferences on the
attributes related to the suspects described in the incident report. To achieve this,
the analyst draws from his domain knowledge to specify an initial (imprecise) filter
to the data reporting server. The server matches the filter with incoming reports.
In cases where matching reports can be large, it will be useful if the system can also
rank the reports based on how strongly they match the given filter. To refine both
the classification and ranking capabilities of the filter over time, the system offers
the analyst a feature to provide feedback on the relevance of the reports. Based on
the feedback the system automatically refines the filter.

Example 2 (Intelligence Information Dissemination). Large amount of intel-
ligence information is gathered everyday from various sensors. For instance,
US custom services use various sensing technologies (e.g., cameras, finger-print
reader) to gather passenger information from airports and seaports. Different fea-
ture extraction tools are used to extract features from these data. Data matching
given multi-feature criteria, watch-lists or archived data must be disseminated
to analysts in different agencies for further processing. Analysts register filter-
ing queries to the central system that gathers the data which then disseminates
relevant information in a prioritized manner to analysts. Similar to the previous
example, feedback from the analyst can be used to automatically adjust filtering
queries stored in the system.

Technically, filtering queries can be considered as classifiers since their purpose
is to classify each incoming data item as relevant (i.e. belong to the target class)
or non-relevant. However, the following three important requirements distinguish
our filtering queries from traditional classifiers:

1. Ranking and Scoring. For the purpose of filtering data instances belonging
to a target class from massive volumes of streaming data, classifiers that merely
make binary decisions are inadequate. The classifiers need to also score and rank
records based on how strongly they match the filters. Ranking is useful for two
reasons: (1) it enables the analyst to prioritize the processing of records, and
(2) in cases where rigid binary partitioning of relevant and non-relevant data is
undesirable, it facilitates the prioritization of records that are highly likely to
be in the target class while at the same time not eliminating records. The latter
issue is particularly important due to the fact that in most situations the filters
are not crisp rules but rather fuzzy and approximate. This makes classifiers that
score and rank data instances more appropriate than classifiers that only make
binary decisions on class membership.

2. Incorporating Analyst’s Domain knowledge. In a great majority of
intelligence applications, analyst’s domain knowledge (e.g. about features of
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suspects, etc.) forms a critical component. Hence, it is imperative that the sys-
tem provides a mechanism to readily incorporate domain knowledge-induced
filtering rules. However, while filtering rules representing domain knowledge are
normally vague and imprecise, current database systems on which much of data
filtering is carried out require crisp expressions. In order to express filtering rules
on such systems, analysts are forced to convert their rules to very complex crisp
expressions. To avoid this problem, the filtering system needs to allow direct
execution of inexact filtering queries.

3. Interactive Refinement. As illustrated in the above examples, allowing the
analyst to refine filters through relevance feedback (a.k.a. supervised learning) is
an important requirement. This becomes necessary when the rules expressed by
the analyst fail to capture the desired domain knowledge, or rules change over
time. An important issue to notice here is that unlike traditional approaches
where a classifier is learned and then applied in distinct phases, here the clas-
sifier needs to be incrementally refined using a feedback loop. Also notice that
human domain knowledge is incorporated in two ways: first, through submission
of domain knowledge in the form of initial filtering queries, and second, through
feedback on the classified records.

In this paper, we propose a framework called FREESIA (Filter REfinement En-
gine for Streaming InformAtion) that meets the above requirements. FREESIA
achieves ranking of streaming data by representing filtering queries (classifiers)
as multi-parametric similarity queries which allow the analyst to express his
imprecise filtering rules. Then, in the course of data analysis, the analyst can
refine and update these filters through example-based training so as to achieve
required accuracy and meet evolving demands. To efficiently support such dy-
namic adaptation of filters, FREESIA provides a set of algorithms for refining
filters based on continuous relevance feedback.

2 Definitions and Preliminaries

2.1 Data Model

Filters in FREESIA assume a structured multi-dimensional data. However, origi-
nally the data can be either a set of relational tables or in any unstructured/semi-
structured format. If the data is unstructured, data extraction tools1 can be first
applied to extract relevant values (e.g. names, places, time, etc.). The extracted
data is then represented in the form of attribute-value pairs and fed into filtering
modules.

2.2 Filtering Query Model

In this section we define a flexible query model that is powerful enough to capture
human supplied filters and domain knowledge in addition to enabling incremental
refinement. A filtering query or rule, henceforth simply referred to as filter or
1 For example, Attensity’s Extraction Engines: www.attensity.com
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classifier, consists of four components: a set of similarity predicates structured
in DNF form (Disjunctive Normal Form), a set of weights assigned to each
similarity predicate, a ranking function and a cut-off value.

Definition 1. A filter (classifier) is represented as a quadruple 〈ρ, ω, φ, α〉 where
ρ is a conditional expression, ω is a set of weights, φ is a ranking function and
α is a cut-off value. Below we give a brief description of these four elements.

Conditional Expression: A conditional expression, ρ, is a DNF (Disjunctive
Normal Form) expression over similarity predicates. Formally, an expression Q =
C1 ∨ C2 ∨ . . . ∨ Cn is a DNF expression where Ci = Ci1 ∧ Ci2 . . . , Cin is a
conjunction, and each Cij is a similarity predicate. A similarity predicate is
defined over the domain of a given data type (attribute type). A similarity
predicate takes three inputs: (1) an attribute value from a data record, t, (2) a
target value that can be a set of points or ranges, and (3) a similarity function,
f , that computes the similarity between a data value and the target value. A
similarity function is a mapping from two data attribute values, v1 and v2, to
the range [0,1], f : v1 × v2 → [0, 1]. The values v1 and v2 can be either point
values or range values. Similarity functions can be defined for data types or for
specific attributes as part of the filtering system.

DNF Ranking Functions, Weights and Cut-off: A DNF ranking function,φ,
is a domain-specific function used to compute the score of an incoming record by
aggregating scores from individual similarity predicates according to the DNF
structure of ρ and its corresponding set (template) of weights that indicate the
importance of each similarity predicate. The template of weights, ω, corresponds
to the structure of the search condition and associates a weight to each predicate
in a conjunction and also to each conjunction in the overall disjunction.

A DNF ranking function first uses predicate weights to assign aggregate scores
for each conjunction, and it then uses conjunction weights to assign an overall
score for the filter. A conjunction weight is in the range of [0, 1]. All predicate
weights in a conjunction add up to 1 while all conjunction weights in a disjunction
may not add up to 1. We aggregate the scores from predicates in a conjunction
with a weighted L1 metric (weighted summation). Using weighted L1 metric
as a conjunction aggregation function has been widely used in text IR query
models where a query is typically expressed as a single conjunction [12, 10]. To
compute an overall score of a query (disjunction), we use the MAX function over
the weighted conjunction scores. MAX is one of the most popular disjunction
aggregation functions [4].

2.3 Filter Refinement Model

The similarity conditions constituting a filter are refined using relevance feedback
that is used as real-time training example to adapt the predicates, condition
structure and corresponding weights to the information needs of the analyst.
More formally, given a filter, Q, a set R of the top k records returned by Q, and
relevance feedback F on these records (i.e., a triple 〈Q, R, F 〉), the refinement
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problem is to transform Q into Q′ in such a way that, when Q′ is used to
filter future streaming information or is re-executed on archival information, it
will return more relevant records. Section 3.2 will discuss in detail the types of
feedback that are gathered by the system and how they are represented.

3 Our Approach

In this section, we present our proposed approach for applying and refining
filters on streaming data. We first present an overall architecture of our system
FREESIA followed by a description of how the analyst interacts with FREESIA
(i.e. the feedback loop). We then propose algorithms that implement the classifier
refinement and scoring/ranking model refinement components of FREESIA.

3.1 The FREESIA System Architecture

FREESIA’s schematic design is depicted in Figure 1. The following four main
components constitute the system.

Filter Processing Component. When a new data group is received by the
system, the filters that are represented as similarity queries are executed by the
Filter Processing Component in order to score and filter relevant target records.
This component can be implemented in any commercial database system using
common similarity query processing techniques (e.g. [5, 1]). To readily apply the
similarity queries in this context, we use an SQL equivalent of the weighted DNF
query defined in 2.2.

If the similarity query has been modified (refined) since its last execution, the
system will also evaluate it on the archived data store which is used to store the
unseen (but matching) records as well as filtered out records. Re-evaluating the
query on the archive allows the identification of previously excluded records that
match the current filter. The scored list of records that results from the filter
processing component is passed to the ranking component.

Example 3. Consider the incident report analysis application from example 1.
For simplicity suppose that a data instance consists of only the location coordi-
nates, incident type, location type and number of suspects. Then one possible
query that filters potential analyst is given below.

SELECT Location, IncidentType, LocType, NumSuspects, RankFunc(w1,s1, w2, s2, w12) AS S,
FROM IncidentReports
WHERE LocNear(location, National_Monument, s1) AND LocTypeLike(LocType, {multi-housing,

lodging}, s2)
ORDER BY S desc

The label “National Monument” stands for a set of national monuments stored
separately. LocNear takes a given location and computes its distance from the
nearest national monument. LocTypeLike implements heuristic techniques to
match similarity of a location type to a classification hierarchy of places.
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Fig. 1. FREESIA system overview

Ranking Component. This component applies scoring rules to produce a rank-
ing of data instances. We employ two types of scoring methods. The first is the
similarity scoring rule (i.e. the ranking function defined in Section 2.2) that is
used by the Filter Processing Component. This represents the long-term filter of
the analyst. In addition to this scoring rule, FREESIA also incorporates other
scoring models that represent short-term (or special-case) rules that may not
participate in the filtering process (i.e. are not evaluated as similarity queries)
but are used for ranking. This, for instance, allows the analyst to temporarily
force the system to rank reports that fulfill a given complex criteria at the top.
Also, such rule can be specified by giving a record as a sample and asking “give
me records like this”. Many data mining methods can be used (e.g. [11]) to model
such samples to produce scores for incoming records (more details on this will
be given in Section 3.3). Given the scores from the similarity match and the
scoring rules, the Ranking Component applies a combination method to produce
the final ranking. As we mentioned in Section 2.3, the resulting ranked list of
records is partitioned into pages for presentation to the analyst.

Filter Refinement Component. As discussed before, it is often necessary
to interactively refine the analyst’s initial filtering queries. This is achieved in
FREESIA by collecting relevance feedback on the outputs of a filter. Upon seeing
the ranked list of records, the analyst can submit feedback on the relevance (or
otherwise) of the records - i.e. whether the records belong to the target class
or not. Based on this feedback, the Filter Refinement Component refines the
similarity queries. Section 3.3 will give details on the refinement process.

Scoring Model Refinement Component. In addition to its use for filter
refinement, the feedback from the analyst is also utilized to refine the additional
scoring rules. Section 3.3 will give details of this refinement process.

3.2 Gathering and Representing Feedback

Various types of feedback are gathered in FREESIA. One type of feedback
is what we call record-level feedback where the analyst provides feedback on
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particular records. However, in cases where the analyst receives large amount
of matching reports, FREESIA also provides feature to provide group feedback.
For this we exploit the fact that the system presents the results in pages (groups)
of a certain size which enables page-level feedback. Often, when an analyst looks
at a page, he can tell whether most of the records in the page are relevant in his
initial scanning of the results. If some level of error in a page is tolerable, the
analyst may want to accept all the records in a page for further processing. On
the contrary, in cases where the analyst determines that a page contains only
some relevant records, she may want to give record-level feedback.

For feedback gathering purposes, we distinguish three types of pages:

• Highly relevant pages: almost all the records in these pages are relevant. In
other words, the analyst will use all the record in these pages for further
actions despite the fact that there could be a few records in these page which
are not relevant.

• Relevant pages: only some of the records in these pages are relevant. For these
pages, the analyst provides feedback on each record.

• Unseen pages: these are the pages returned by the filter but are not viewed by
the analyst. We assume that these are deemed to be non-relevant.

Despite the availability of page-level feedback, providing record-level feed-
back may still be a time consuming operation in some cases. To deal with this,
FREESIA provides a parameter to specify the number of pages the analyst
wants to give record-level feedback on. The remaining pages are considered un-
seen pages.

3.3 Filter Refinement

Feedback Preprocessing. The refinement strategies used by the Query Re-
finement and the Scoring Model Refinement components require two sets of data:
contents of records on which the analyst gave relevance feedback (for e.g. to mod-
ify target values in predicates), and the feedback itself. We initially capture these
two types of information in the following two tables:

(1) A Result Table contains the ranked list of records returned by the filter as
well as the score assigned to each by the system.

(2) A Feedback Table contains the relevance feedback given by the analyst on
records that are a subset of those in the Result Table. Particularly, this
table contains record-level feedback given on Relevant Pages. Table 1 shows
a sample feedback table from the intelligence report monitoring example.

Since data attributes can have complex and non-ordinal attributes, perform-
ing query refinement directly on the result and feedback tables is difficult as this
will require specialized refinement method for each attribute type. To circum-
vent this problem, we transform the diverse data types and similarity predicates
defined on them into a homogeneous similarity space on which a single refine-
ment method can operate. We refer to the resulting table as Scores Table. It
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Table 1. Example feedback table (I=Irrel,R=Rel)

ID Location Incident Type LocType #Suspect FB

4 Irvine photographing retail center 2 I
1 Irvine Bomb threat hotel 0 R
7 LA Request for apartment 1 R

building blueprints
10 LA Unauthorized access hotel 2 R
60 LA Arson Inn 5 I
2 San Diego suspicious package office 1 I

delivery
3 San Diego Larceny Fed. Building 5 I

contains the following five columns that store statistical information useful for
the refinement process:

(1) Entry Identifier:– This identifier is a triple 〈AttributeID, V alueID,
ConjunctionID〉. The first two entries show the attribute-value pair. The
Conjunction ID, which comes from the filter, identifies the conjunction that
is satisfied by the attribute-value pair. Since we use a DNF representation, a
conjunction contains one or more predicates.

(2) Counts of relevant records having the value in this entry.
(3) Count of non-relevant records having the value in this entry.
(4) Proximity to other values (of same attribute) of relevant records.
(5) Proximity to other values (of same attribute) of non-relevant records.

For every distinct value vi in the scores table, we compute its weighted prox-
imity to other relevant values of the same attribute in the scores table using the
following formula:

vi.RelevantCount +
∑k−1

j=1 (vj .RelevantCount ∗ sim(vi, vj))

where vi.RelevantCount is the count of relevant records (second column in the
scores table), k is the total number of distinct values of the attribute corre-
sponding to vi that also have the same conjID, and sim(vi, vj) is the similarity
between vi and vj as computed by the similarity function corresponding to the
attribute. In the same fashion, we compute proximity to non-relevant values
using the above formula with vi.nonRelevantCount and vj .nonRelevantCount
values. The intuition behind the proximity values is to bolster the exact counts
of every distinct attribute-value pair in the scores table with the counts of other
values of the same attribute weighted by their similarity to the attribute value at
hand. This in essence allows us to capture the query region which the user is giv-
ing an example of. Table 2 shows an example scores table with one conjunction
(C1) of one predicate on the attribute location.

Table 2. Example scores table

OBJ ID Rel Irrel AggRel AggIrrel
Count Count Count Count

< Location, 1 1 1+2*0.8 1 + 1 ∗ 0.8
Irvine, C1 > =2.6 +2 ∗ 0.2 = 2.2
< Location, 2 1 2+1*0.8 1+1*0.8
LA, C1 > =2.8 +2*0.2=2.2
< Location, 0 2 0+1*0.2 2+1*0.2
SD, C1 > +2*0.2=0.6 +1*0.2=2.4
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Refinement Algorithms. In principle, the feedback given by the analyst can
potentially result in one of three types of filter refinement. A filter that is too
specific can be made more general (called filter expansion), a filter that is too
general can be made more specific (called filter contraction) and finally the target
values of predicates can be shifted to a new value (called filter movement).

The refinement algorithm in figure 2 performs all three kinds of refinements
and adjusts weights. The algorithm starts by pruning insignificant predicates
(entries) from scores table using the pruneInsigEntires function. Due to limited
space, we skip the detailed discussion of this function. In short, it uses statistical
method to measure the performance of each candidate predicate, and deletes the
useless ones. The output of this function is a subset of the scores table, STpruned,
whose entries are used as candidates to refine the filter.

Using the pruned scores table, STpruned, the algorithm next tries to determine
whether the filter should be updated (line 3 to line 13). For each predicate in
each conjunction, the algorithm first extracts the relevant entries, STPj . This
is performed by matching the conjunctionID and attribute name in the filter
with STpruned entries. This matching may result in many candidate predicates.
Hence, we need a mechanism to select those that represent the right values to
which we should move the filter. We do this selection by first clustering the
candidate predicates and then choosing the cluster centroid as a representation
of the new target value of Pj . For this, we use hierarchical agglomerative clus-
tering (HAC) [2] method where the distance measure is computed based on the
similarity between predicates in STPj.

Once we get a set of candidate target points using HAC clustering, the al-
gorithm tests whether each candidate is actually a new target value (line 7).
The isNewPoint function determines the closeness of each candidate to each of
the existing filter predicate. If a candidate is not near any of the existing target
points, we add it as a new target value of the current predicate (line 8).

Next, the algorithm updates the weights of the predicates and conjunctions
in the query. The predicate weight is computed as the average confidence level

ComputeNewQuery()
Input: Filter (Q), Scores table(ST )
NumCase, NumRelCase, HACT hresh
Output: NewFilter
1. STpruned = pruneInsigEntries (NumCase, NumRelCase)
2. Foreach Conjunction (Ci) in Query
3. Foreach Predicate (Pj ) in Ci
4. STPj = filterScoreTable (STpruned, Pj.attribute, Ci)
5. ClustersP j = computeHACCluster (STPj , HACT hresh)
6. Foreach Cluster (Clk) in ClustersP j
7. if Pj .isNewPoint(Clk.centroid, Pj)
8. Pj .addQueryPoint (Clk.centroid)
9. endif
10. endFor
11. Pj.weight = averageConf(Pj .queryP oints)
12. endFor

13. Ci.weight =

∑ |Ci|
j=1 Pj .weight

|Ci|
14. NewFilter.addConjunction(Ci )
15. NewFilter.normalizeWeight()
16. endFor

Fig. 2. ComputeNewFilter Algorithm
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of the query points in the updated predicate. The confidence value of a pred-
icate is computed based on its proximity values stored in the scores table as:

ProximityToRelevant
ProximityToRelevant+ProximityToIrrelevant . The weight for a conjunction is com-
puted as the average of the weights of its constituent predicates.

Refining The Scoring Model. The primary task of FREESIA’s ranking com-
ponent is to assign an accurate ranking score to each record. This component
uses the maximum of the scores from the Filtering Component and the score
from the short-term scoring model to be a record’s final ranking score. When
the analyst provides samples to form the scoring rules, many general incremen-
tal learning methods can be applied. In FREESIA, we use a pool based active
learning method [11] which is suited to streaming data and is able to capture
sample based short-term user model. It is a three-step procedure:

• Train a Naive Bayes classifier – short-term model – using sampled feedback records.
• Apply the short-term model to score the records returned by the Filter Component.
• Merge the scores from long-term model (i.e., filter score) and from short-term model.

4 Experiments

In this section, we present the results of the experiments we conducted to eval-
uate the effectiveness of our refinement method.

Table 3. Dataset Descriptions and Parameters

Dataset # Cases # Cls. # cont # disc Page Data
attrs attrs size Group size

adult 32,561 2 6 8 40 1,000
covertype 10,000 7 10 40 40 1,000
hypo 3,163 2 7 18 20 316
waveform21 5,000 2 21 0 20 500

We used four real-life datasets from the UCI machine learning repository [8].
The datasets are a good ensemble to some intelligence data. They are reasonable
in size and have predefined target (classes); they also cover some portions of US
census data (adult), environmental data (covertype), disease data (hypo) and
scientific analysis data (waveform21). Table 3 shows the characteristics of the
datasets. There are two types of attributes in the datasets (viz. continuous and
discrete). We manually generate 20 initial and target query pairs for each dataset.

Our evaluation process closely follows the FREESIA architecture(Section 3.1).
Table 3 shows two of the parameters we used for each dataset, namely page size
and data group size. Page size specifies the number of records in each page.
Data group size shows the number of records streaming into the system at each
iteration. In addition, we set two more parameters, namely precision threshold
and record-level feedback page threshold. Precision threshold shows that if the
precision in a page is higher than this number, the page will be treated as a
highly relevant page. We use 80% for all data sets. For all data sets, record-level
feedback is gathered for 2 page.
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The initial query is executed in the first iteration. The system then presents
the data in pages. If a page is a highly relevant page, the system continues
fetching the next page, and no feedback will be given to the system. This is to
simulate the page-level feedback. If a page is not a highly relevant page, then in
reality record-level feedback will be given on this page. Since we are using a pre-
labeled dataset, we simulate this feedback process by assigning the respective
true label of each record in the page. If the number of record-level feedback pages
is beyond the page limit of record-level feedback specified above, the system will
dump the remaining pages to the data archive (i.e. they are unseen pages).

Tested Strategies. Four approaches were compared in our experiments:

(1) Baseline method (Q). This uses only the initial query.
(2) Query and Scoring Model Refinement (QM+). This refines the scoring model,

but the similarity query is not refined. This, in effect, simply makes the query
more specific.

(3) Query Refinement (Q+). This refines the similarity query only. This performs
all three types of refinement.

(4) Query Refinement and Scoring Model Refinement (Q+M+). This refines both
the query and the scoring models. This also refines all three types of refine-
ment but is capable of producing much more focused queries.

4.1 Results

Figures 3 to 6 show the precision and recall measures across different refinement
iterations. In the first two datasets (adult and hypo), we show results where the
desired refinement of the initial queries is achieved in the first few iterations
(around two or three iterations). Moreover, the system was able to maintain
the high precision and recall measures across the subsequent iterations. As can
be clearly seen in these two figures, the two algorithms that perform similarity
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query refinement (i.e. Q+ and Q + M+) have much better performance com-
pared to the other two which do not perform query refinement. For the dataset
(waveform21), to achieve the desired refinements, more refinement iterations
are required compared to the above two datasets (see the recall graph). Here as
well Q+M+ and QM+ achieved the best precision and recall. The last dataset
(covertype) shows cases where the initial query is very different from the de-
sired target. As shown in the graph, precision declines as more iterations are
needed (i.e. relatively more non-relevant records are retrieved). Still, Q + M+
performs better than the rest. The above results clearly show the effectiveness
of FREESIA’s refinement algorithms.

5 Related Work

The filtering process studied in this paper is related to target data selection
techniques proposed in data mining on static data warehouses. However, unlike
data mining on data warehouses (where a relevant subset of the database is fil-
tered out for data mining tasks by carrying out as much refinement on the filters
as required), in streaming data filtering has to be done continuously to allow
data mining to occur as soon as the data arrives. There has been some research
to address the problem of target subset selection from static data using classi-
fiers [7, 9]. This body of research, however, only dealt with the problem of auto-
matic classifier generation and the data considered were static. Recently, [3, 6]
have considered the problem of data mining on streaming data. These works
considered dynamic construction and maintenance of general models in a pre-
cise data environment. Whereas, our work deals with user predefined imprecise
selection filters, and exploits the user knowledge to improve the accuracy of the
filtering process.

6 Conclusions

In this paper, we have proposed a novel filtering framework called FREESIA,
which enables analysts to apply the classifiers directly on database systems (in
the form of similarity queries) to filter data instances that belong to a desired
target class on a continuous basis. We believe our system can be used in many
intelligence related tasks.

Acknowledgments. We would like to thank Prof. Sharad Mehrotra for giv-
ing us valuable feedback on this work.
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Abstract. In this paper we present a new tool for semantic analytics through 3D 
visualization called “Semantic Analytics Visualization” (SAV). It has the capa-
bility for visualizing ontologies and meta-data including annotated web-
documents, images, and digital media such as audio and video clips in a syn-
thetic three-dimensional semi-immersive environment. More importantly, SAV 
supports visual semantic analytics, whereby an analyst can interactively inves-
tigate complex relationships between heterogeneous information. The tool is 
built using Virtual Reality technology which makes SAV a highly interactive 
system. The backend of SAV consists of a Semantic Analytics system that sup-
ports query processing and semantic association discovery. Using a virtual laser 
pointer, the user can select nodes in the scene and either play digital media, dis-
play images, or load annotated web documents. SAV can also display the rank-
ing of web documents as well as the ranking of paths (sequences of links). SAV 
supports dynamic specification of sub-queries of a given graph and displays the 
results based on ranking information, which enables the users to find, analyze 
and comprehend the information presented quickly and accurately. 

1   Introduction 

National security applications, such as aviation security and terrorist threat assess-
ments, represent significant challenges that are being addressed by information and 
security informatics research [25]. As the amount of information grows, it is becom-
ing crucial to provide users with flexible and effective tools to retrieve, analyze, and 
comprehend large information sets. Existing tools for searching and retrieving infor-
mation (such as search engines) typically focus on unstructured text and some may be 
adapted to support display of the results of text analytics. However, semantics is con-
sidered to be the best framework to deal with the heterogeneity and dynamic nature of 
the resources on the Web and within enterprise systems [35]. Issues pertaining to 
semantics have been addressed in many fields such as linguistics, knowledge repre-
sentation, artificial intelligence, information systems and database management. Se-
mantic Analytics involves the application of techniques that support and exploit the 
semantics of information (as opposed to just syntax and structure/schematic issues 
[32] and statistical patterns) to enhance existing information systems [30]. 

Semantic analytics techniques for national security applications have addressed a 
variety of issues such as aviation safety [33], provenance and trust of data sources 
[15], and the document-access problem of Insider Threat [3]. Ranking, or more spe-
cifically “context-aware semantic association ranking” [4], is very useful as it finds 
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and presents to the end-user the most relevant information of his/her search. The pres-
entation of these results is normally done via a list of paths (i.e., sequences of links). 
Sometimes these results also include documents ranked according to their relevance 
to the results. These interconnections of ranked links and documents can be viewed as 
a graph or a network. Visualization of large networks has always been challenging. 
There is an increasing need for tools to graphically and interactively visualize such 
modeling structures to enhance their clarification, verification and analysis [2, 38]. 
Effective presentation of such data plays a crucial role because it helps the end-user 
analyze and comprehend the data. As a result, data is transformed into information 
and then into knowledge [33]. Efficient understanding of semantic information leads 
to more actionable and timely decision making. Thus, without an effective visualiza-
tion tool, analysis and understanding of the results of semantic analytics techniques is 
difficult, ineffective, and at times, impossible. 

The fundamental goal of visualization is to present, transform and convert data into a 
visual representation. As a result, humans, with their great visual pattern recognition 
skills, can comprehend data tremendously faster and more effectively through visualiza-
tion than by reading the numerical or textual representation of the data [12]. Interfaces 
in 2D have been designed for visualization results of queries in dynamic and interactive 
environments (e.g., InfoCrystal [6]). Even though the textual representation of data is 
easily implemented, it fails to capture conceptual relationships. Three-dimensional (3D) 
interactive graphical interfaces are capable of presenting multiple views to the user to 
examine local detail while maintaining a global representation of the data (e.g., SemNet 
[18]). Using virtual environments, the user is able to visualize the data and to apply 
powerful manipulation techniques. In addition, the user of such systems is able to view 
and listen to associated metadata for each subject of interest at a given location such as a 
suspicious phone call or an image of a handwritten message. Thus, we address the chal-
lenge of visualization in the context of semantic analytic techniques, which are increas-
ingly relevant to national security applications. For example, semantic data allows rich 
representation of the movements of an individual such as a person P that traveled from 
city A to city B taking bus X, in which a terrorist Q was also traveling. 

The contribution of this paper is a highly interactive tool for semantic analysis 
through 3D visualization (in a semi-immersive environment) built using Virtual Real-
ity technology with the goal of enabling analysts to find and better comprehend the 
information presented. The main features of the “Semantic Analytics Visualization” 
(SAV) tool are three. First, SAV visualizes ontologies, metadata and heterogeneous 
information including annotated text, web-documents and digital media, such as audio 
and video clips and images. Second, interaction is facilitated by using a virtual laser 
pointer for selection of nodes in the scene and either play digital media, display im-
ages, or open annotated web documents. Third, SAV can display the results of seman-
tic analytics techniques such as ranking of web documents as well as the ranking of 
paths (i.e., sequences of links).  

2   Background 

Industry and academia are both focusing their attention on information retrieval over 
semantic metadata extracted from the Web (i.e., collection of dots). In addition, it is 
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increasingly possible to analyze such metadata to discover interesting relationships 
(i.e., connect the dots). However, just as data visualization is a critical component in 
today's text analytics tools, the visualization of complex relationships (i.e., the differ-
ent ways the dots are connected) will be an important component in tomorrow's se-
mantic analytics capabilities. For example, visualization is used in tools that support 
the development of ontologies such as ontology extraction tools (OntoLift [39], Text-
to-Onto [28]) or ontology editors (Protégé (protege.stanford.edu), OntoLift). These 
tools employ visualization techniques that primarily focus on the structure of the 
ontology, or in other words, its concepts and their relationships.  

The Cluster Map visualization technique [1] bridges the gap between complex se-
mantic structures and their intuitive presentation. It presents semantic data without 
being burdened with the complexity of the underlying metadata. For end users, infor-
mation about the population of the ontology (entities, instance data) is often more 
important than the structure of the ontology that is used to describe these instances. 
Accordingly, the Cluster Map technique focuses on visualizing instances and their 
classifications according to the concepts of the ontology. However, some knowledge 
bases and ontologies like WordNet [29], TAP [22] or SWETO 
(lsdis.cs.uga.edu/projects/semdis/sweto/) cannot be easily visualized as a graph, as 
they consist of a large number of nodes and edges. Similarly, there are many large 
bio-informatics ontologies like Gene ontology [20] and GlycO [21] which have sev-
eral hundred classes at the schema level and a few thousand instances. 

TouchGraph (www.touchgraph.com) is a spring-embedding algorithm and tool to 
implement customizable layouts. It is a nice tool but can be annoying to users because 
it keeps re-adjusting the graph to a layout it determines to be best. TGVizTab [2] is a 
visualization plug-in for Protégé based on TouchGraph. Large graphs can be cluttered 
and the user may need to manually move some nodes away from her/his point of 
interest to see clearly the occluded nodes or read a label on a node successfully. How-
ever, even while the user is trying to move a node out of her/his view, s/he ends up 
dragging the graph while TouchGraph is readjusting it. People are used to placing 
things where they want and coming back later to find them still there. This is quite 
difficult to do with TouchGraph. OWLViz, part of the CO-ODE project (www.co-
ode.org), is a plug-in for Protégé to visualize ontologies but it only shows is-a (i.e., 
subsumption) relationships among concepts.  

Many ontology based visualization tools are, at least partially, based on the Self-
Organizing Map (SOM) [27] technique/algorithm. WEBCOM [26] is a tool that util-
izes SOM to visualize document clusters where semantically similar documents are 
placed in a cluster. The order of document clustering helps in finding related docu-
ments. ET-Map [10] is also used to visualize a large number of documents and web-
sites. It uses a variation of SOM called Multilayer SOM to provide a concept-based 
categorization for web servers. 

Spectable [38] visualizes ontologies as taxonomic clusters. These clusters represent 
groups on instances of individual classes or multiple classes. Spectable displays class 
hierarchical relations while it hides any relations at the instance level. It presents each 
instance by placing it into a cluster based on its class membership; instances that are 
members of multiple classes are placed in overlapping clusters. This visualization 
provides a clear and intuitive depiction of the relationships between instances and 
classes. 
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In [37] a holistic “imaging” is produced of the ontology which contains a semantic 
layout of the ontology classes where instances and their relations are also depicted. 
Coloring is also employed to show which classes have more instances. However, this 
approach is not suitable to visualize instance overlap like in Spectable. 

Our previous research on Semantic Discovery [7] has focused on finding complex 
relationships including paths and relevant sub-graphs in graphs representing metadata 
and ontological terms and then present the information to the user as a list of paths 
(i.e., sequences of links). We have also implemented algorithms that perform ranking 
based on semantic associations [4, 8], and have studied applications in na-
tional/homeland security [3, 33], bioinformatics and detection of conflict of interest 
using social networks [5]. We experimented with a variety of visualization tools, 
including Protégé, TouchGraph and Jambalaya [36], to present the results to the user 
in a non-textual form. In this paper, we propose SAV as a virtual reality tool that 
better allows visualization of results from semantic analytics techniques. 

3   The Virtual Reality Prototype 

The interface presented in this paper is to be used in front of a group of people where 
only one person interacts with the tool. Images are drawn on a projection screen via a 
rear-projector system.  

One of the major capabilities of SAV is to assist users in comprehending and ana-
lyzing complex relations of the semantic web. With SAV, the user can navigate, se-
lect and query the semantic information and select web documents. More interesting 
capabilities of SAV include the visualization of hundreds of web documents and other 
digital media and providing an environment where a user can easily and naturally 
interact with the environment such as finding related documents and at the end read-
ing the documents. The documents in our experiments are annotated documents, such 
as web pages (the automatic semantic annotation system we used is described in 
[23]). The user (e.g., intelligence analyst) is interested not only in finding the docu-
ments in the Virtual Environment (VE) but also reading these documents. Hence, 
upon selecting a document, the document is loaded in a conventional browser where 
the user can read the annotated pages the same way s/he reads conventional web 
pages. 

3.1   Software and Hardware 

The prototype was designed using Java3D, the JWSU toolkit [14] and the GraphViz 
system [17, 19]. The application was running on a PC with 1GB of memory and an 
ATI Radeon 9800 video card. The user can interact with the VE using a PinchGlove – 
for selection of objects and navigation. We also used a Polhemus FastRak to track the 
user’s head and hand in space. One of the problems with such an interface, however, 
is that the user may need to simply turn her head to the left or right to see the rest of 
the environment and therefore, the user cannot possibly look at the display. For this 
reason, we used 3 sensors on our Polhemus Fastrak. The first sensor is used to track 
the position and orientation of the user’s head. The second sensor is used to track the 
user’s hand. In Figure 1(a) the user is looking straight and the third sensor held by her 
left hand does not provide any additional rotation. The third sensor provides  
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additional rotation of the camera (the view) around the Y axis – the vertical axis. 
Thus, instead of the user turning to the left as shown in Figure 1(b), the user can rotate 
the sensor that is held by her second (non-dominant) hand as shown in Figure 1(c). 
Users were easily adapting to this mechanism almost immediately, within seconds.  

 

Fig. 1. Rotation sensor for the Virtual Environment 

 

Fig. 2. System architecture of SAV 

3.1.1   Software Architecture 

The application loads the ontology result using BRAHMS [24] and the SemDis API 
[31]. The result is fed to GraphViz’s layout algorithm(s) and then we generate the 
Virtual Environment (VE). The system architecture of SAV is shown in figure 2. 
After we generate the 3D environment based on the output of GraphViz and the 
weight (ranking) information of the documents, the user can interact with the VE 
using a 3D tracker and PinchGloves. 

3.2   Retrieving and Loading the Data 

The visualization of sequences of links and relevant documents for a query is built 
upon our previous work on Insider Threat analysis [3]. The ontology of this applica-
tion captures the domain of National Security and Terrorism. It contains relevant 

45o

45o
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metadata extracted from different information sources such as government watch-
lists, sanction-lists, gazetteers, and lists of organizations. These sources were selected 
for their semi-structured format, information richness and their relationship to the 
domain of terrorism. The ontology population contains over 32,000 instances and 
over 35,000 relationships among them. For ontology design and population, the Se-
magix Freedom toolkit (www.semagix.com) was used. Freedom is a commercial 
software toolkit based on a technology developed at and licensed from the LSDIS lab 
[34]. 

A query can be a selection of a concept (i.e., class) or a particular entity from the 
ontology. The results of a search are related entities which are discovered by means of 
traversing links to other entities (in a graph representation of the ontology). Different 
documents are relevant to a query depending upon which entities appear within the 
content of the documents. The final result is a group of entities (or nodes) intercon-
nected by different named relationships (such as ‘located in’), together with a set of 
documents that are related to the entities. The interconnections of the entities can be 
viewed as sequences of links where each sequence has a ranking score. The docu-
ments also have a rank score based on their relevance to the query. For visualization 
purposes, a cached version of each document is placed in a separate web server to 
provide quick and persistent access from SAV. These documents are often web pages 
but can also include images, audio, or video clips whereby meta-data annotations 
provide the connections to entities in the ontology. 

SAV accesses data to be visualized by loading the results from the query module of 
the application for detection of Insider Threat mentioned earlier. Note that this appli-
cation exemplifies a semantic analytics technique. The architecture of SAV considers 
data independence of any particular semantic analytics technique. The relevant com-
ponents of results fed into and visualized by SAV are: (i) each entity represents a 
node in the results graph; (ii) nodes are connected by named relationships; (iii) each 
path contains a ranking score; (iv) each document contains a relevance score and is 
related to one or more nodes.  

3.3   Semantic Visualization 

One of the more complex ontology searches we visualized is presented in the remain-
der of this paper as our main illustrative example. The data to be visualized (i.e., 
search results) includes information about entities and relationships among them, 
relevant annotated documents associated with entities, media associated with each 
entity, ranking of web pages and path ranking. To visualize the results, we partition 
the space into two volumes, the foreground and background volumes. In the fore-
ground we visualize the entities and their relationships and in the background we 
visualize the documents. Figure 3 illustrates the foreground of SAV. 

SAV runs the “dot” filter of the GraphViz product to generate the coordinates of 
every visible node in the scene along with the splines’ control points. GraphViz uses 
splines to connect entities, not straight lines, in order to minimize edge crossing, gen-
erate a symmetric layout and make the graph more readable. Generating splines in 
space requires the creation of objects with complex geometry. Instead, we create 
multiple cylinder objects and we connect them together to form a line that connects 
the control points of each spline.  
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Fig. 3. (Left) Entities (bluish rectangles) and relationships (arrows between entities – a yellow 
rectangle above the arrow is the relationship’s label) visualized in SAV. (Right) the entities and 
their relationships from a distance; we removed the document nodes to make the figure more 
readable. 

 
GraphViz is invoked twice, once for the foreground and once for the background 

layout. Then, the generated output of GraphViz is loaded and 3D objects are created 
and attached in the scene. As illustrated in figure 3, we represent entities as rectangles 
and their relationships to other entities as directional splines in space; each relation-
ship has a label attached on it. Each entity and relationship has a textual label. We 
dynamically generate PNG images (using Java2D) out of the textual label (with anti-
aliasing enabled) of each node and then we apply the un-scaled generated images as 
textures on the nodes (entities and relationships). We found that by doing this the 
labels are readable even from a distance. Text anti-aliasing must be enabled while the 
images are generated and when applying the textures no scaling should be done – the 
images should have dimensions of power of two.  

The documents are represented as red spheres in the background as shown in figure 5. 
The position of a document changes depending on its ranking. The higher the ranking, or 
else the more important a document is, the closer to the foreground it is placed. The inten-
sity of the red color also becomes higher when the ranking is higher (redder spheres indi-
cate higher ranking). Additionally, depending on a document’s ranking, the width of the 
sphere representing the document becomes bigger, in which case a sphere becomes a 3D 
oval shape (wider 3D ovals indicate higher ranking). Since the most relevant documents 
are closer to the foreground, the user can select them more easily because they are closer 
to the user and the objects (the spheres) are bigger in size. 

The number of documents relative to a search could range from one hundred to 
several thousand. As a result, we visualized the entities and their relationships in the 
foreground while the document information stays in the background without clutter-
ing the user’s view. 

4   User Interaction 

The user can interact and navigate in the VE using her hand while wearing a Pinch-
Glove to inform the system of her actions. The user can change the speed of travel 
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Fig. 4. State machine of SAV 

using 3D menus similar to the ones in [13]. The state diagram that describes the func-
tionality of SAV is shown in figure 4. 

There are six states in the state machine. Initially the user is in the Idle state. The 
user can choose the “drive” or “fly” technique to explore the VE. “Drive” means that 
the user can travel in the VE at the direction of her hand while staying at the ground 
level where the ground level is defined by the horizontal plane of where the user is at 
the initiation of the traveling technique. “Fly”, on the other hand, means that the user 
can freely travel in space at the direction of her hand. 

On the state transition edges we place a label for which “pinch” (the contact of two 
fingers) moves the user to different states. A “T” indicates that the thumb and another 
finger are touching and an “R” indicates the release of the two fingers. The subscript 
indicates the second finger; the finger that touches the thumb (“I” for index, “M” for 
middle, “R” for ring, and “P” for pinky). For example, TR means that the thumb and 
the “ring” fingers are touching. 

When the user moves in the Speed menu state, s/he can increase or decrease the 
speed of travel. While in the Idle state, the user can activate the laser beam to select 
an entity, a relationship, or a document. Upon selecting a document, we load the 
document in a web browser and the user can read the annotated web page, click on 
links, and so on. Upon selecting an entity, all documents become semi-transparent 
with the exception of the documents that are related to the selected entity. Edges that 
connect documents to other entities become fully transparent. Additionally, all entities 
and relationships become semi-transparent except for the selected entity. This helps 
the user to easily find the related documents associated with the selected entity, and 
also focus on the detail presented currently while keeping the overview of the entire 
scene. Thus, the user’s attention is on the selection while s/he is still capable of look-
ing around to see the rest of the environment that is transparent but still visible. The 
transparency provides a solution to the “detail” and “overview” problem where the 
query result stays in focus while the rest of the VE becomes transparent but still visi-
ble. Additionally, by means of head rotations, the user can still get an overview of the 
environment while also being capable of seeing the detail of the selection. 

Entities, relationships and documents can be selected using the user’s virtual laser 
pointer. The user can activate the virtual laser pointer by touching her/his thumb and 
index finger when in the Idle state. We implemented a ray casting technique for re-
mote object selection (selectable objects are away for the user’s hand reach), since 
this is one of the best techniques for selecting remote objects [9]. The laser beam 
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stays activated until the user initiates a release of the two fingers at which time a se-
lection is performed. 

Entities at the leaf level may contain digital media while some entities represent 
concepts in the ontology and do not have any associated media attached to them. That 
is, after the selection of an entity, we display the digital media menu (the current state 
becomes Media). The user can then play video and audio clips, and load in images in 
the VE. To implement this aspect of the application we used the Java Media Frame-
work (JMF). 

  

Fig. 5. (Left) Remote object selection using ray casting. A laser bean extends from the user’s 
hand to infinity. The first object that is penetrated by the laser is selected. (Right) After a selec-
tion of a relationship, all entities and relationships become semi-transparent but the selected 
relationship and the attached entities. Additionally, all documents become semi-transparent but 
the common documents attached to the entities. 

Selecting a relationship (e.g. an edge) is similar to selecting an entity. However, 
when selecting a relationship, all nodes in the scene become semi-transparent except 
the selected relationship, its attached entities and the common documents of the at-
tached entities as shown in figure 5 (right). Selection of a relationship is performed by 
selecting the (yellowish) label of the line that connects two entities. 

By making the non-relevant entities, relationships and documents semi-transparent, 
we un-clutter the visualization space in order to assist the user in the exploration of 
related documents and help her/him focus on the detail of a sub-query [16]. Since the 
non-relevant portion of the environment is still visible but semi-transparent, the user 
can keep a view of the whole data available, while pursuing detailed analysis of a sub-
selection. 

5   Conclusions and Future Work 

We presented a highly interactive tool, SAV, for visualizing ontologies, metadata and 
documents or digital media. SAV is based on VR technology and its primary goal is 
to display the information to the user in a simple and intuitive way within a Virtual 
Environment. SAV builds a dynamic environment where users are able to focus on 
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different sub-queries (detail) while still keeping them in context with the rest of the 
environment (overview). 

SAV provides an environment where users can select a small set of objects to ex-
amine, dynamically and in real-time, providing better contextual information. The 
users can select and manipulate objects directly and naturally via skills gained in real 
life as it is described in [11]. Such a system will be of increasing importance for inter-
active activities in semantic analytics. 

Throughout our preliminary studies and demonstrations, users and observers 
showed a high interest in SAV. Their comments and suggestions will be considered in 
future releases. Usability studies and experiments are planned to observe how SAV is 
used and how we can improve upon its interactivity. This will help us discover any 
further requirements needed to improve the functionality and use of this tool. 
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Abstract. As a result of growing misuse of online anonymity, researchers have 
begun to create visualization tools to facilitate greater user accountability in 
online communities. In this study we created an authorship visualization called 
Writeprints that can help identify individuals based on their writing style. The 
visualization creates unique writing style patterns that can be automatically 
identified in a manner similar to fingerprint biometric systems. Writeprints is a 
principal component analysis based technique that uses a dynamic feature-based 
sliding window algorithm, making it well suited at visualizing authorship across 
larger groups of messages. We evaluated the effectiveness of the visualization 
across messages from three English and Arabic forums in comparison with Sup-
port Vector Machines (SVM) and found that Writeprints provided excellent 
classification performance, significantly outperforming SVM in many in-
stances. Based on our results, we believe the visualization can assist law en-
forcement in identifying cyber criminals and also help users authenticate fellow 
online members in order to deter cyber deception.      

1   Introduction 

The rapid proliferation of the Internet has facilitated the increasing popularity of com-
puter mediated communication. Inevitably, the numerous benefits of online commu-
nication have also allowed the realization of several vices. The anonymous nature of 
the Internet is an attractive medium for cybercrime; ranging from illegal sales and 
distribution of software [11] to the use of the Internet as a means of communication 
by extremist and terrorist organizations [20, 1].  

In addition to using the internet as an illegal sales and communication medium, 
there are several trust related issues in online communities that have surfaced as a 
result of online anonymity [13]. Internet-based deception is rampant when interacting 
with online strangers [5]. With widespread cybercrime and online deception, there is a 
growing need for mechanisms to identify online criminals and to provide authentica-
tion services to deter abuse of online anonymity against unsuspecting users.  

We propose the use of authorship visualization techniques to allow the identification 
and authentication of online individuals. In order to accomplish this task we developed a 
visualization called Writeprints, which can automatically identify authors based on their 
writing style. Due to the multilingual nature of online communication and cybercrime, 
the visualization was designed to handle text in multiple languages. Writeprints is adept 
at showing long-term author writing patterns over larger quantities of text. We tested the 
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effectiveness of the technique on a test bed consisting of messages from three web fo-
rums composed of English and Arabic messages. Our results indicate that Writeprints 
can provide a high level of accuracy and utility which may greatly aid online users and 
law enforcement in preventing online deception and cybercrime. 

2   Related Work 

2.1   Visualizing Authors in Online Communities 

Kelly et al. [8] suggested the notion that collecting user activity data in online communi-
ties and feeding it back to the users could lead to improved user behavior. Erickson and 
Kellogg [7] also contended that greater informational transparency in online communi-
ties would likely lead to increased user accountability. Due to the copious amounts of 
data available in online forums and newsgroups, information visualization techniques 
can present users with relevant information in a more efficient manner [17].  

There have been several visualizations created using participant activity informa-
tion for the purpose of allowing online users to be more informed about their fellow 
members [7, 14, 6, 17]. Most of the author information provided by each of these 
visuals is based on their interaction patterns derived from message threads. Hence, 
there is little evaluation of author message content. From the perspective of cyber-
crime and online deception, viewing author posting patterns alone is not sufficient to 
safeguard against deceit. Individuals can use multiple usernames or copycat/forge 
other users with the intention of harassing or deceiving unsuspecting members. Thus, 
there is also a need for authentication techniques based on message content. Specifi-
cally, authorship visualizations can provide additional mechanisms for identification 
and authentication in cyberspace.                       

2.2   Authorship Analysis 

Authorship Analysis is grounded in Stylometry, which is the statistical analysis of 
writing style. Currently authorship analysis has become increasingly popular in identi-
fication of online messages due to augmented misuse of the Internet. De Vel et al. [4] 
applied authorship identification to email while there have been several studies that 
have applied the techniques to web forum messages [20, 1, 10]. 

Online content poses problems for authorship identification as compared to con-
ventional forms of writing (literary works, published articles). Perhaps the biggest 
concern is the shorter length of online messages. Online messages tend to be merely a 
couple of hundred words on average [20] with great variation in length. In light of the 
challenges associated with cyber content, the ability to identify online authorship 
signifies a dramatic leap in the effectiveness of authorship identification methodolo-
gies in recent years. Much of this progress can be attributed to the evolution of the 
two major parameters for authorship identification which are the writing style markers 
(features) and classification techniques incorporated for discrimination of authorship. 

2.2.1   Authorship Features 
Writing style features are characteristics that can be derived from a message in order 
to facilitate authorship attribution. Numerous types of features have been used in 
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previous studies including n-grams and the frequency of spelling and grammatical 
errors, however four categories used extensively for online material are lexical, syn-
tactic, structural, and content specific features [20]. 

Lexical features include total number of words, words per sentence, word length 
distribution, vocabulary richness, characters per sentence, characters per word, and 
the usage frequency of individual letters. Syntax refers to the patterns used for the 
formation of sentences. This category of features is comprised of punctuation and 
function/stop words. Structural features deal with the organization and layout of the 
text. This set of features has been shown to be particularly important for online mes-
sages [4]. Structural features include the use of greetings and signatures, the use of 
phone numbers or email addresses for contact information, and the number of para-
graphs and average paragraph length. Content-specific features are key words that are 
important within a specific topic domain. 

2.2.2   Authorship Techniques 
The two most commonly used analytical techniques for authorship attribution are statis-
tical and machine learning approaches. Many multivariate statistical approaches such as 
principal component analysis [2, 3] have been shown to provide a high level of accu-
racy. Statistical techniques have the benefit of providing greater explanatory potential 
which can be useful for evaluating trends and variances over larger amounts of text. 

Drastic increases in computational power have caused the emergence of machine 
learning techniques such as support vector machines, neural networks, and decision 
trees. These techniques have gained wider acceptance in authorship analysis studies in 
recent years [16, 4]. Machine learning approaches provide greater scalability in terms 
of the number of features that can be handled and are well suited to cope with the 
shorter lengths of online messages. Specifically, SVM has emerged as perhaps the 
most powerful machine learning technique for classification of online messages. In 
comparisons, it outperformed other machine learning techniques for classification of 
web forum messages [20, 1]. 

2.3   Authorship Visualization 

There has been a limited amount of work on authorship visualization. Kjell et al. [9] used 
statistical techniques such as principal component analysis (PCA) and cosine similarity to 
visualize writing style patterns for Hamilton and Madison’s Federalist papers. The study 
created writing style patterns based on usage frequencies of the ten n-grams with the 
greatest variance between the two authors. Shaw et al. [15] used latent semantic indexing 
(LSI) for authorship visualization of biblical texts based on n-gram usage. Their visuali-
zation tool, called SFA, allows authorship tendencies to be viewed based on visualization 
of eigenvectors (principal components) in multidimensional space. Ribler and Abrams 
[12] used an n-gram based visualization called Patterngrams to compare the similarity 
between documents for plagiarism detection in student computer programs.  

There are several important things to note about these studies: (1) they all used n-
gram features to discriminate authorship, (2) they all used manual observation to 
evaluate the visualizations, (3) none of them were applied to online media, and (4) 
there is no indication of whether the techniques can be successfully applied in a multi-
lingual setting. 
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3   Visualization Requirements 

Based on gaps in previous visualization tools created for online communities and 
authorship analysis, we have identified some requirements for our authorship visuali-
zations. We would like to create visualizations that can automatically identify authors 
based on writing style patterns, using a set of features specifically designed and ca-
tered towards identification of authorship in cyberspace. A detailed description of our 
requirements is given below: 

3.1   Visualizing Cyber Authorship 

As we previously mentioned, there has been significant work relating to the creation 
of visualizations to improve user awareness and accountability in online settings. 
However, there have not been any visualization tools created specifically with the 
intention of diminishing cybercrime and online deception. We believe that there is a 
dire need for such tools and that authorship visualizations can facilitate identification 
of cyber criminals and lessen online deception.  

3.2   Automatic Recognition 

Previous authorship visualization studies used observation to determine authorship 
similarity. Manual inspection was sufficient since these studies only compared a few 
authors; however this is not possible for online authorship identification. It is infeasi-
ble to visually compare large numbers of writing style patterns manually. In addition 
to being overly time consuming, it is beyond the boundaries of human cognitive abili-
ties. To overcome these deficiencies, Li et al. [10] called for the creation of authorship 
visualizations that can be automatically identified in a manner analogous to finger-
print biometric systems. 

3.3   Online Authorship Features 

Previous studies have used n-grams. It is unclear whether or not such an approach 
would be scalable when applied to a larger number of authors in an online setting. In 
contrast, lexical, syntactic, structural, and content-specific features have demonstrated 
their ability to provide a high level of discriminatory potential in online settings [4] 
featuring multilingual message corpora [20, 1]. Thus, the authorship visualizations 
created for identification of online messages should incorporate a feature set encom-
passing these feature types.    

4   Process Design 

We propose the creation of a visualization techniques designed for authorship identi-
fication and authentication called Writeprints. The visualization uses dimensionality 
reduction to create a more coherent representation of authorship style. Writeprints is a 
principal component analysis based visualization technique that uses a dynamic fea-
ture-based sliding window algorithm. Principal component analysis is a powerful  
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technique that has been used in several previous authorship analysis and visualization 
studies [3, 9]. The Writeprint visualization is aimed at providing greater power for 
lengthier amounts of text by visualizing the writing style variation, which can create 
powerful patterns that are highly differentiable. 

Figure 1 provides a description of the processes entailed towards the creation of 
Writeprints beginning with the collection of messages and extraction of writing style 
features from the collected content. The authorship visualizations are created by trans-
forming the feature usage values into writing style patterns using dimensionality re-
duction techniques and specific algorithms designed to accentuate the important writ-
ing style patterns of the various authors. These patterns can uniquely identify authors 
using automatic recognition techniques.    

 

  
Fig. 1. Authorship Visualization Process Design 

4.1   Collection and Extraction 

Messages are automatically collected from the forums using web spidering programs 
that can retrieve all the messages for a particular author or authors. The messages are 
then cleaned to remove noise such as forwarded and re-quoted content. Automated 
feature extraction programs can then compute the feature usage values and extract the 
feature usage vectors. The list of features designed for online messages (based on 
previous online authorship studies) is presented below. 

4.1.1   Feature Set: English and Arabic 
We believe that the use of a more in depth feature set can provide greater insight for 
the assessment of content for authorship identification as compared to simple word or 
n-gram based features. Our English feature set consists of 270 writing style markers 
including lexical, syntactic, structural, and content-specific features. Figure 2 shows 
an overview of the complete feature set. In this particular feature set, the content spe-
cific words belong to messages related to software sales and distribution; however 
these words differ depending on the domain. A description of each feature can be 
found in Zheng et al. [20].  
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Fig. 2. Online Authorship Features 
 
4.2   Dimensionality Reduction 

Principal Component Analysis (PCA) is an unsupervised learning approach for fea-
ture selection and dimensionality reduction. It is identical to the self-featuring infor-
mation compression variation of Karhunen-Loeve transforms that is often used in 
pattern recognition studies [18, 19]. The feature usage vectors for a specific group of 
features (e.g., punctuation) were transformed by using the two principal components 
(the two eigenvectors with the largest eigenvalues). Only the first two principal com-
ponents were used since our analysis found that this many components were sufficient 
to capture the variance in the writing explained by each feature group. The extracted 
eigenvectors were then used by the dynamic sliding window algorithm to generate 
data points for the purpose of creating the Writeprints. 

4.3   Dynamic Sliding Window Algorithm 

The sliding window algorithm, originally used by Kjell et al. [9], is an iterative algo-
rithm used to generate more data points for the purpose of creating writing style pat-
terns. The algorithm can create powerful writing patterns by capturing usage varia-
tions at a finer level of granularity across a text document. 

Figure 3 shows how the sliding window algorithm works. Once the eigenvectors 
have been computed using principal component analysis (Step 1) the algorithm extracts 
the feature usage vector for the text region inside the window, which slides over the 
text (Step 2). For each window instance, the sum of the product of the principal com-
ponent (primary eigenvector) and the feature vector represents the x-coordinate of the 
pattern point while the sum of the product of the second component (secondary eigen-
vector) and the feature vector represents the y-coordinate of the data point (Step 3). 
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Fig. 3. Sliding Window Algorithm Illustration 

Each data point generated is then plotted onto a 2-dimensional space to create the 
Writeprint. Steps 2 and 3 are repeated while the window slides over the text. 

The dynamic sliding window algorithm features a couple of amendments over the 
original version [9], added specifically for the purpose of dealing with online mate-
rial. Firstly, due to the challenging nature of cyber content and the shorter length of 
online messages, we applied the algorithm to our feature set sub-groups (e.g., punc-
tuation, content-specific words, word length distribution, letter usage, etc.). Using 
multiple feature groups may provide better scalability to cope with the larger pool of 
potential authors associated with online messages. Secondly, we used dynamic win-
dow and overlap sizes based on message lengths. Online message lengths pose a chal-
lenge for authorship identification, with messages typically ranging anywhere from 20 
to 5,000 characters in length (as compared to literary texts which can easily surpass 
lengths of 200,000 characters).  

4.3.1   Selecting Feature Groups 
Certain groups of features are not suitable for use with the dynamic sliding window 
algorithm. Ideal features are “frequency-based” features, which can easily be measured 
across a window, such as the usage of punctuation. Vocabulary richness, average, and 
percentage-based features (e.g., % characters per word, average word length) are not 
suitable since these are more effective across larger amounts of data and less meaningful 
when measured across a sliding window. Based on these criteria, we incorporated punc-
tuation, letter frequencies, special characters, word length distributions, content specific 
words, and structural features. Structural features could not be captured using the sliding 
window, so they were transformed using feature vectors at the message level. This ex-
ception was made for structural features since they have been shown to be extremely 
important for identification of online messages [4]. Excluding them would result in 
weaker classification power for the Writeprint visualization. 
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4.3.2   Dynamic Window and Overlap Sizes 
Our algorithm uses dynamic window and overlap sizes based on message lengths. 
This feature was incorporated in order to compensate for fluctuations in the sizes of 
online messages and to provide better support for shorter messages. We varied our 
window size between 128-1024 characters and interval between 4-16 characters. 

4.4   Writeprints 

Figure 4 shows an example of an author Writeprint. Each of the two regions shows 
the pattern for a particular feature group created using principal component analysis 
and the dynamic sliding window algorithm. Each point within a pattern represents an 
instance of feature usage captured by a particular window. 

          

      
 

Fig. 4. Example Author Writeprint 

 
 

Fig. 5. Identification Example using Writeprints 

4.4.1   Using Writeprints for Identification 
Figure 5 presents an example of how Writeprints can be used for identification. The 
left column shows the writing style patterns for two authors (authors A-B) created 
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using 20 messages. After creating these Writeprints, we then extracted 10 additional 
messages for each author as anonymous messages. By comparing the anonymous 
patterns to the ones known to belong to authors A and B, we can clearly attribute 
correct authorship of the anonymous messages. The anonymous messages on top 
belong to Author B and the ones on the bottom belong to Author A. 

4.4.2   Limitations of Writeprints 
While Writeprints provides a powerful visualization technique for authorship identifi-
cation when given larger amounts of text, it is constrained when dealing with shorter 
individual messages (i.e., messages less than 30-40 words). This is due to the mini-
mum length needs of the sliding window algorithm. 

5   Evaluation 

We believe that the Writeprints is better suited for larger quantities of information. In 
order to evaluate the viability of this visualization, we need to create automatic recog-
nition mechanisms and conduct experiments on messages from different forums to 
evaluate our hypotheses. 

5.1   Automatic Recognition 

An automatic recognition technique is essential for the use of Writeprints in an 
online authorship identification setting. We created a Writeprint Comparison Algo-
rithm in order to compare author/message writing style patterns created by Write-
prints. The Writeprint algorithm compares the anonymous message(s) against all 
potential authors and determines the best author-message fit based on a similarity 
score.  

The evaluation algorithm, consists of three parts. The first part (Step 1) attempts to 
determine the degree of similarity based on the shape and location of patterns for each 
feature group. The second part (Step 2) attempts to account for differences in the sizes 
of the two patterns that may occur due to large variations in the number of underlying 
data points that exist in the two Writeprints being compared. The final part (Step 3) 
involves computing the overall score which is the sum of the average distances be-
tween points in the two patterns as calculated based on Steps 1 and 2 taken across all 
feature groups (e.g., punctuation, content specific words, etc.). 

5.2   Test Bed 

Our test bed consisted of data taken from three online forums that were used based 
on their relevance to cybercrime research. The forums used included a USENET 
forum consisting of software sales and distribution messages 
(misc.forsale.computers.*), a Yahoo group forum for Al-Aqsa Martyrs (an Arabic 
speaking extremist group), and a website forum for the White Knights (a chapter of 
the Ku Klux Klan). For each forum, 30 messages were collected for each of 10 
authors (300 messages per forum). 
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5.3   Experiment 

In order to evaluate the discriminatory potential of Writeprints, we conducted an ex-
periment on our test bed which consisted of messages from the three forums. For each 
author, 20 messages were used for training. The remaining 10 messages per author 
were used to test the visualizations. 

The experiment was designed to evaluate what we perceived to be the strengths of 
our visualization. The experiment tested the ability of Writeprints to discriminate 
authorship across a group of messages. Support Vector Machines (SVM) was used as 
a baseline since it has established itself as an effective technique for online authorship 
identification. The classification accuracy (# correctly classified / # total classifica-
tions) was used to evaluate performance.   

Principal component analysis was performed on our training messages (20 per au-
thor) for each forum in order to compute our eigenvectors. The three sets of eigenvec-
tors were then used with the sliding window algorithm to create our “existing” author 
Writeprints. The testing messages were then compared against these Writeprints in 
order to determine authorship. 

Three different scenarios were used for the test messages. We assumed that the 
anonymous messages from each author were received in groups of 10 messages, 5 
messages, and individual messages. Thus, given 100 test messages total, we had 10 
groups of 10 messages (1 group per author), 20 groups of 5 messages (2 groups per 
author), or 100 individual messages (10 per author). Varying cluster sizes of messages 
were used in order to test the effectiveness of Writeprints when presented with differ-
ent amounts of text. For each scenario, the classification accuracy of Writeprints was 
compared against SVM, with the results presented in Table 1. 

   

Table 1. Writeprints and SVM Classification Accuracy 
      
Forum 10-Message Groups 5-Message Groups Single Messages* 
 WP SVM WP SVM WP SVM 
Software 100.00% 50.00% 95.00% 55.00% 75.47% 93.00% 
White Knights 100.00% 60.00% 100.00% 65.00% 85.00% 94.00% 
Al-Aqsa 100.00% 50.00% 90.00% 60.00% 68.92% 87.00% 

It should be noted that for individual messages, Writeprints was not able to per-
form on messages shorter than 250 characters (approximately 35 words) due to the 
need to maintain a minimum sliding window size and gather sufficient data points for 
the evaluation algorithm. 

Pair wise t-tests were conducted to show the statistical significance of the results 
presented. The t-test results indicated that all experiment results were significant at an 
alpha level of 0.01 or 0.05. Thus, Writeprints significantly outperformed SVM when 
presented with a group of 5 or 10 messages and SVM significantly outperformed 
Writeprints on individual messages. 

Based on the results, it is evident that SVM is better suited for classifying individ-
ual messages while Writeprints performs better for a group of anonymous messages 
that are known to belong to a single author. Thus, Writeprints may be a better alterna-
tive when provided a group of messages belonging to an anonymous author, as is 
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quite common in computer mediated conversation. CMC conversations can result in a 
large group of messages written by an individual in a short period of time. Treating 
these messages as a single entity (as done in Writeprints) makes sense as compared to 
evaluating each as a separate short message, resulting in improved accuracy.   

5.4   Results Discussion and Limitations 

Based on the experimental evaluation of Writeprints, we believe that this technique is 
useful for authorship identification. Specifically, Writeprints is strong for identifying 
a group of messages. While the techniques isn’t powerful enough to replace machine 
learning approaches such as SVM for authorship identification of individual online 
messages, it could provide significant utility if used in conjunction. Furthermore, 
Writeprints can provide invaluable additional information and insight into author 
writing patterns and authorship tendencies. While we feel that this work represents an 
important initial exploration into the use of information visualization for authorship 
identification, there is still a need for further experimentation to evaluate the scalabil-
ity of these techniques across different online domains and languages, using a larger 
number of authors. 

6   Conclusions and Future Directions 

In this research we proposed a technique for authorship identification of online mes-
sages called Writeprints. The use of a writing style feature set specifically tailored 
towards multilingual online messages and automatic recognition mechanisms makes 
our proposed visualizations feasible for identification of online messages. The visu-
alization provides unique benefits that can improve identification and authentication 
of online content. We believe that this technique represents an important and essential 
contribution towards the growing body of tools geared towards facilitating online 
accountability. 
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Abstract. In the presence of dirty data, a search for specific information by a 
standard query (e.g., search for a name that is misspelled or mistyped) does not 
return all needed information. This is an issue of grave importance in homeland 
security, criminology, medical applications, GIS (geographic information 
systems) and so on. Different techniques, such as soundex, phonix, n-grams, 
edit-distance, have been used to improve the matching rate in these name-
matching applications. There is a pressing need for name matching approaches 
that provide high levels of accuracy, while at the same time maintaining the 
computational complexity of achieving this goal reasonably low. In this paper, 
we present ANSWER, a name matching approach that utilizes a prefix-tree of 
available names in the database. Creating and searching the name dictionary 
tree is fast and accurate and, thus, ANSWER is superior to other techniques of 
retrieving fuzzy name matches in large databases.  

1   Introduction 

With the advances in computer technologies, large amounts of data are stored in data 
warehouses (centralized or distributed) that need to be efficiently searched and 
analyzed. With the increased number of records that organizations keep the chances 
of having “dirty data” within the databases (due to aliases, misspelled entries, etc.) 
increases as well 1, 2. Prior to the implementation of any algorithm to analyze the data, 
the issue of determining the correct matches in datasets with low data integrity must 
be resolved.  

The problem of identifying the correct individual is indeed of great importance in 
the law enforcement and crime analysis arenas. For example, when detectives or 
crime analysts query for individuals associated with prior burglary reports, they need 
to be able to examine all the records related to these individuals, otherwise they might 
miss important clues and information that could lead to solving these cases. As 
mentioned earlier, missing names (and thus records) becomes a problem mainly due 
to common typing and misspelling errors. However, in the case of crime related 
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applications, this problem becomes even bigger due to other reasons, most important 
of which being that criminals try to modify their name and other information in order 
to deceive the law enforcement personnel and thus evade punishment. The other 
reason is that for a large number of cases, the name information might come from 
witnesses, informants, etc., and therefore this information (for example the spelling of 
a name) is not as reliable as when identification documents are produced. This is also 
true in the field of counterterrorism, where a lot of information comes from sources 
that might be unreliable, but which still needs to be checked nevertheless. It is evident 
then that it is imperative to have an efficient and accurate name matching technique 
that will guarantee to return all positive matches of a given name. On the other hand, 
the returned matches should not have too many false-positives, as the person who is 
investigating a crime is likely to be overwhelmed by unrelated information, which 
will only delay the solution of a case.   

In this paper, we focus on the problem of searching proper nouns (first and last 
names) within a database. The application of interest to us is in law enforcement; 
however, there are many other application domains where availability of accurate and 
efficient name search tools in large databases is imperative, such as in medical, 
commercial, or governmental fields 3, 4.  

There are two main reasons for the necessity of techniques that return fuzzy 
matches to name queries: (1) the user does not know the correct spelling of a name; 
(2) names are already entered within the database with errors because of typing errors, 
misreported names, etc 5. For example, record linkage, defined as finding duplicate 
records in a file or matching different records in different files 6, 7, is a valuable 
application where efficient name matching techniques must be utilized.  

2   Existing Methods 

The main idea behind all name matching techniques is comparing two or more strings 
in order to decide if they both represent the same string. The main string comparators 
found in the literature can be divided in phonetic and spelling based. Soundex 8 is used 
to represent words by phonetic patterns. Soundex achieves this goal by encoding a 
name as the first letter of the name, followed by a three-digit number. These numbers 
correspond to a numerical encoding of the next three letters (excluding vowels and 
consonants h, y, and w) of the name 11. The number code is such that spelled names 
that are pronounced similar will have the same soundex code, e.g., “Allan” and 
“Allen” are both coded as “A450”. Although soundex is very successful and simple, it 
often misses legitimate matches, and at the same time, detects false matches. For 
instance, “Christie” (C623) and “Kristie” (K623) are pronounced similarly, but have 
different soundex encodings, while “Kristie” and “Kirkwood” share the same soundex 
code but are entirely different names.  

On the contrary, spelling string comparators check the spelling differences between 
strings instead of phonetic encodings. One of the well-known methods that is used to 
compare strings is measuring their “edit distance”, defined by Levenshtein 9. This can 
be viewed as the minimum number of characters that need to be inserted into, deleted 
from, and/or substituted in one string to create the other (e.g., the edit distance of 
“Michael” and “Mitchell” is three). Edit-distance approaches can be extended in a 
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variety of ways, such as taking advantage of phonetic similarity of substituted 
characters (or proximity of the corresponding keys on the keyboard) or checking for 
transposition of neighboring characters as another kind of common typographical 
error 10 (e.g., “Baldwin” vs. “Badlwin”). The name-by-name comparison by edit 
distance methods throughout the entire database renders the desired accuracy, at the 
expense of exhibiting high complexity and lack of scalability.  

In this paper, we propose a string-matching algorithm, named ANSWER 
(Approximate Name Search With ERrors), that is fast, accurate, scalable to large 
databases, and exhibiting low variability in query return times (i.e., robust). This 
string comparator is developed to establish the similarity between different attributes, 
such as first and last names. In its application to name matching, ANSWER is shown 
to be even faster than phonetic-based methods in searching large databases. It is also 
shown that ANSWER’s accuracy is close to those of full exhaustive searches by 
spelling-based comparators. Similar work to ours has been described by Wang et. al. 
4, which focuses in identifying deceptive criminal identities, i.e. in matching different 
records that correspond to the same individual mainly due to false information 
provided by these individuals.  

3   The Operational Environment -- FINDER 

One of the major advantages of our research is that we have a working test-bed to 
experiment with (FINDER – the Florida Integrated Network for Data Exchange and 
Retrieval). FINDER (see Fig. 1) has been a highly successful project in the state of 
Florida that has addressed effectively the security and privacy issues that relate to 
information sharing between above 120 law enforcement agencies. It is operated as a 
partnership between the University of Central Florida and the law-enforcement 
 

 

Fig. 1. The general overview of the FINDER network in Florida and expanded to other states 
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agencies in Florida sharing data – referred to as the Law Enforcement Data Sharing 
Consortium. Detailed information about the organization of the data sharing 
consortium and the FINDER software is available at http://finder.ucf.edu.  

Part of the constraints of the FINDER system and also most law enforcement 
records management systems is that once the data has entered into the system it must 
remain intact in its current form. This includes data that have been erroneously 
entered, and consequently they contain misspellings. This problem was identified by 
the FINDER team and has also been substantiated in the literature 1, 12, 13, 14. A simple 
illustration related to name matching, utilizing dirty data available in the FINDER 
system, is shown in Table 1, which emphasizes both the level of data integrity and the 
challenges of using standard SQL queries to retrieve records from a law enforcement 
database (also known as merge/purge problems 14). In Table 1, we are depicting the 
results of an SQL query on “Joey Sleischman”. An SQL query will miss all the 
records but the first one. The other records could be discovered only if we were to 
apply an edit distance algorithm on all the existing records in the database, an 
unsuitable approach though, due to its high computational complexity, especially in 
large databases. In particular, the rest of the records (besides the exact match), shown 
in Table 1 were identified by comparing the queried record (“Joey Sleischman”) 
against all records in the database (by applying the edit distance approach). The Last 
Name, First Name, DOB (Date of Birth), and Sex were used as parameters in this 
search. In order to detect the matching records, we assigned weights to the fields: Last 
Name (40%), First Name (20%), DOB (30%), and Sex (10%). We used the edit 
distance algorithm 9 for determining the degree of match between fields.  

 

Table 1.  Example of the Data Integrity Issues within the FINDER data 

Last Name First Name DOB Sex Match 
INPUT QUERY:    

SLEISCHMAN JOEY 1/21/1988 M  85% 

MATCHING  RECORDS:    
SLEISCHMAN JOEY 1/21/1988 M  100% 
SLEICHMAN JOEY 7/21/1988 M 91% 

SLEISCHMANN JOSEPH 1/21/1988 M 88% 
SLEISCHMANN JOSPEH 1/21/1988 M 88% 

SLEISHMAN JOEY  M 87% 
SLEISCHMANN JOEY  M 87% 

SLEISHCHMANN JOSEPH 1/21/1988 M 86% 
SLESHMAN JOEY  M 85% 

 
As it can be seen in Table 1, the edit distance algorithm provides an excellent level 

of matching, but the algorithm requires a full table scan (checking all records in the 
database). This level of computational complexity makes it unsuitable as a technique 
for providing name matching in applications, such as FINDER, where the number of 
records is high and consistently increasing. In the next sections, we are discussing in 
detail a name matching approach that alleviates this computational complexity.  
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4   The PREFIX Algorithm 

In order to reduce the time complexity of the full-search of partially matching names 
in the database (of crucial importance in homeland security or medical applications), 
we propose a method that constructs a structured dictionary (or a tree) of prefixes 
corresponding to the existing names in the database (denoted PREFIX). Searching 
through this structure is a lot more efficient than searching through the entire 
database.  

The algorithm that we propose is dependent on a maximum edit distance value that 
is practically reasonable. Based on experimental evidence, it has been stated that edit 
distance up to three errors performs reasonably well 15. For example, “Michael” and 
“Miguel” are already at an edit distance of three. Let k represent the maximum 
number of errors that is tolerated in the name matching process. Using a minimal k 
value that works well in the application at hand would make the search maximally 
fast. Setting k to zero would equal to an exact search which is currently available in 
any query system. Increasing k increases the recall (i.e., it will not miss any true 
matches), even though this implies a very slow search and an increase in the number 
of false positives.  

PREFIX relies on edit distance calculations. Its innovation though lies on the fact 
that it is not searching the entire database to find names that match the query entry but 
accomplishes this goal by building a dictionary of names. One might think that it 
would not be very efficient to have such a dictionary due to the fact that we would 
still need to search the whole dictionary, as the spelling error could happen anywhere 
in the string, such as “Smith” vs. “Rmith”. However, our algorithm can search the 
dictionary very fast, using a tree-structure, by eliminating the branches of the tree that 
have already been found to differ from the query string by more than k.  

There are two key points to our approach: (1) Constructing a tree of prefixes of 
existing names in the database and searching this structure can be much more efficient 
than a full scan of all names (e.g., if “Jon” does not match “Paul”, one should not 
consider if “Jonathan” does); (2) such a prefix-tree is feasible and it will not grow 
unmanageably big. This is due to the fact that many substrings would hardly ever be 
encountered in valid names (e.g., a name would not start with a “ZZ”); consequently, 
this cuts down significantly the number of branches that can possibly exist in the tree. 
Similar data structures are proposed in the literature 16, 17 but they are not as suitable 
as ours when it comes to DBMS implementation (see Section 7).  

The PREFIX algorithm creates a series of prefix-tables T1, T2, T3…, where Tn will 
link (index) Tn+1. Tn will contain all n-symbol-long prefixes of the names in the 
database. These tables correspond to the levels of the prefix-tree. The reason that we 
use tables is to facilitate the implementation of this approach in any database system. 
Tn will have the following fields: current symbol (the nth symbol), previous symbol 
(n-1st symbol), next symbol (n+1st symbol), its links (each link will point to the index 
of an entry in the prefix-table Tn+1 with this current entry as the prefix, followed by 
the symbol in the “next symbol” field), and a field called Name that indicates whether 
or not the prefix itself is already a name (e.g., Jimm is a prefix of Jimmy but it may 
not be a valid name). Note that in the links field we cannot have more than 26 links 
because there are only 26 letters in the English alphabet. Also note that the first 
prefix-table (T0) will not utilize the previous symbol field.  



 A Dictionary-Based Approach 77 

 

Suppose that our database contains “John”, “Jon”, “Jonathan”, “Olcay”, “Jim”, 
“Oclay”, and “Jimmy”. After building the prefix-dictionary shown in Fig. 2, it can be 
used as many times as needed for subsequent queries. It is very simple to update the 
dictionary when new records are added (the same procedure explained above, when 
creating the tables in the first place, is used to add records one by one). Each level i in 
Fig. 2 is a depiction of the prefix-table Ti (for example the third table consists of JOH, 
JON, OLC, JIM, OCL). The dark-colored nodes in Fig. 2 are the prefixes that are 
actually valid names as well.  

 
 

 

Fig. 2. The tree obtained by processing “John”, “Jon”, “Jonathan”, “Olcay”, “Jim”, “Oclay”, 
and “Jimmy”  

The advantage of PREFIX is that when we search for approximate name matches, 
we can eliminate a sub-tree of the above-depicted tree (a sub-tree consists of a node 
and all of its offspring nodes and branches). Suppose that we search for any similar 
names with no more than one edit-error to the name “Olkay”. When the algorithm 
examines level two of the tree, (i.e., the prefix-table T2), it will find that the node JI is 
already at a minimum edit distance of two from “Olkay”. Therefore any node that 
extends from JI-node should not be considered any further. That is, any name that 
starts with a JI is not going to be within the allowable error margin.  

5   The ANSWER Algorithm  

To use the PREFIX algorithm for a full name query rather than a single string query 
(such as a last name or a first name only), we apply the following steps: (1) build 
prefix-dictionary for the last names; (2) for a given full name query, search the tree 
for similar last names; (3) apply edit-distance algorithm on the returned records to 
obtain the ones that also have matching first names. In step 1, we could have built a 
prefix-tree for first names and in step 2, we could have obtained matching first names 
by scanning this tree; however, it would not have been as efficient as the stated 
PREFIX algorithm because first names are, in general, less distinct; consequently, by 
using first names at the beginning of the search process would have reduced our 
capability of filtering out irrelevant records.  
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The PREFIX algorithm offers a very efficient search of names. Nevertheless, it 
does not provide any direct way of utilizing a given first name along with the last 
name of a query because it does not use the first name information during the search 
of the tree. We propose the ANSWER (Approximate Name Search With ERrors) 
algorithm for fast and still highly accurate search of full names based on the PREFIX 
idea. In the process of building the prefix-dictionary, ANSWER takes every full name 
in the database, and using the PREFIX algorithm, it creates required nodes and links 
for the last names in the tree. It also augments each node in the tree by 26 bits, each 
bit representing whether any last name on that branch has an associated first name 
starting with the corresponding letter in the alphabet. For example, if the last name 
“Doe” could be found in the database only with the first names “Jon”, “John”, and 
“Michael”, the corresponding nodes in the “Doe” branch in the tree would be “linked” 
with “J” and “M”, meaning that the last name “Doe” can only have first names 
starting with “J” or “M”. 

This architecture allows early (before the edit-distance exceeds the predefined 
threshold k) pruning of tree nodes based on the first letter of the first name of the 
query. For example, if the query name was “John Doe”, ANSWER would prune, say 
the F-node, if there were no last names starting with letter “F” associated with a first 
name that starts with “J”, the first letter of “John”. Based on our preliminary 
experiments and what we deduced from the literature 5, 11, it is unlikely that both first 
name and last name initials are incorrect (e.g., “Zohn Foe” is not an expectable match 
for “John Doe”). On the other hand, PREFIX would not prune the F-node right away 
because it does not take into consideration the first name at all, and there could be a 
last name similar to DOE that starts with “F” (e.g., “Foe”). Thus, PREFIX would scan 
more branches and take longer than ANSWER. Moreover, even though ANSWER is 
not an exhaustive search algorithm, it exhibits high hit rate as explained in the 
following section.  

6   Experimental Results  

In order to assess the performances of our exhaustive search engine PREFIX and its 
heuristic version ANSWER, we conducted a number of experiments. After creating 
the prefix-dictionary tree, we queried all distinct full names available in the FINDER 
database and measured the time taken by PREFIX and ANSWER in terms of the 
number of columns computed in the calculation of edit-distance calls (how edit-
distance computation works was explained in Section 4.2). This way, the effect of 
factors such as operating system, database server, programming language, are 
alleviated. Furthermore, we compared PREFIX’s and ANSWER’s performance with 
other name matching techniques. In particular, we compared PREFIX and ANSWER 
with two other methods: Filtering-based soundex approach applied on (1) only last 
name (SDXLAST); (2) first or last names (SDXFULL). SDXLAST is a simple 
method that is based on the commonly used soundex schema that returns records with 
soundex-wise-matching last names, and then applies the edit-distance procedure (just 
as in our methods, the edit-distance calls terminate the computation once the 
maximum allowable edit errors k is exceeded) to the last names to eliminate the false 



 A Dictionary-Based Approach 79 

 

positives, and applies the edit-distance procedure once more on the first names of the 
remaining last names, in order to obtain the final set of matching full names.  

It is worth noting though, that the hit rate obtained by using only the soundex-
matches for the last names is insufficient due to inherent limitations of the soundex 
scheme 11. For example, searching for “Danny Boldwing” using SDXLAST would not 
return “Danny Bodlwing” because the soundex code for “Boldwing” does not match 
the soundex code for “Bodlwing”. Therefore, we devised an extension of SDXLAST 
in order to enhance its hit rate. We called this new method SDXFULL. SDXFULL 
selects records with soundex-wise-matching last names or soundex-wise-matching 
first names. As a result, if “Danny Boldwing” is the input query, SDXFULL would 
return not only “Danny Bodlwing” and “Dannie Boldwing” as possible true positives, 
but it would also return many false positives such as “Donnie Jackson” or “Martin 
Building”. These false positives will be eliminated (by applying edit distance 
calculations to all these returned records) as in the SDXLAST method. Thus, it is 
expected that SDXFULL will have a higher recall (true positives) than SDXLAST but 
longer run-time since it also returns a larger number of false positives). The low recall 
rate of soundex is the reason for not comparing our methods with other phonetic-type 
matching methods, such as Phonix 11. Phonix assigns unique numerals to even smaller 
groups of consonants than soundex, and it is thus expected to have an even lower 
recall rate than the already unacceptable recall rate observed in SDXLAST 11.  

Our database contains about half a million (414,091 to be exact) records of full 
names, out of which 249,899 are distinct. In order to evaluate the behavior of these 
four name matching methods as the number of records in the database increases, we 
have applied each one of the aforementioned methods (PREFIX, ANSWER, 
SDXLAST, and SDXFULL) to the database at different sizes. For our experiments, 
we have chosen 25% (small), 50% (medium), 75% (large), and 100% (x-large) of 
records as the working set sizes. Note that a different prefix-dictionary is used for 
different set sizes, as the number of records in the database expands from the small to 
x-large sizes. We used the PREFIX algorithm as the baseline for our algorithm 
comparisons, since it performs an exhaustive search. For our experiments we used a 
maximum number of allowable edit-distance of 2 (k=2), for both last and first names. 
Thus, for every query by the exhaustive search, we have selected from the database 
all the available full names of which neither the last nor the first name deviates by 
more than two errors from the last and the first names, respectively, of the query. Of 
course, this does not mean all of these records with an edit distance of two or less 
refer to the same individual but this was the best that we could use as a baseline for 
comparisons because these names were at least interesting in respect that they were 
spelled similarly.  

Fig. 3a plots the graph of average run-times for queries of each approach as a 
function of the database size. Note that in some applications, the hit-rate of the search 
can be as important as (if not more important than) the search time. Therefore, in 
order to quantify the miss rate, we have also computed the average hit-rates (the ratio 
of the true positives identified versus the total number of actual positives) for these 
methods (Fig. 3b). SDXLAST is the fastest search; however, it has the lowest hit-rate 
amongst all the algorithms. Furthermore, SDXLAST’s hit-rate is unacceptably low 
for many applications 5, 11. The ANSWER search is the next fastest for large databases 
(except for SDXLAST, which has a small hit rate). ANSWER is also significantly 
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more accurate than the SDXFULL search. SDXFULL executes a simple search that 
fails when there are errors in both the last and the first names (this happens in 
increasingly more than 15% of the records). For instance, some of the records that are 
found by ANSWER but missed by SDXFULL are “Samantha Etcheeson” versus 
“Samatha Etcheenson” or “Yousaf Kodyxr” versus “Youse Rodyxr”.  

 
 
 
 
 
 
 
 
 
 

 
Fig. 3. Scalability versus database size.  (a) Run-times;  (b) Recall rates.  

7   DBMS Implementation 

ANSWER offers a very efficient search of names. Its database system implementation 
is not as fast, however it still remains to be a crucial tool of querying because it is a 
full search tool. Other techniques we could use are either partial searches with 60%-
70% recall rates (such as soundex or phonix), or very slow (e.g. one pass over all the 
distinct full names with Levenshtein comparison takes about 10 minutes in database 
implementation). Soundex takes about half a second to query a name. However, it 
misses matching records due to its weak heuristicity.  

This does not come as a surprise because it is a problem in general that algorithms 
implemented offline that use data outside the database system can employ efficient 
structures that reside in memory and a minimal number of database scans, and thus 
exhibit better performance than the equivalent database implementations. From the 
performance perspective, data mining algorithms that are implemented with the help 
of SQL are usually considered inferior to algorithms that process data outside the 
database systems. One of the important reasons is that offline algorithms employ 
sophisticated in-memory data structures and can scan the data as many times as 
needed without much cost due to speed of random access to memory 18.  Our initial 
experiments with early efforts of DBMS implementation resulted that the run time for 
ANSWER for k=1 is under a second. For k=2, the search time is in order of 5 
seconds.  

Disk-access is a very costly operation in database systems. Therefore, we will have 
to reduce the number of database accesses needed for searching the tree. One idea is 
to use the breadth-first search algorithm. For a query with a searched name of length n 
and MaxError tolerable edit distance, the upper bound of the number of database 
accesses is, therefore, n + MaxError.   

In order to further reduce database access, when we import the names into prefix 
tables, we can load the names in partial order so that the similar names are stored 
together in prefix name tables. Names whose initial letters are “AA” are firstly 
imported, then those with “AB”, “AC”, and until “ZZ”. This way, when we query 
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names, database server will automatically load and cache the data blocks with similar 
prefixes, thus we can facilitate I/O accesses by reducing the number of memory 
blocks to be retrieved.   

8   Summary, Conclusions and Future Work 

Dirty data is a necessary evil in large databases. Large databases are prevalent in a 
variety of application fields such as homeland security, medical, among others. In that 
case, a search for specific information by a standard query fails to return all the 
relevant records. The existing methods for fuzzy name matching attain variable levels 
of success related to performance measures, such as speed, accuracy, consistency of 
query return times (robustness), scalability, storage, and even ease of implementation.  

Name searching methods using name-by-name comparisons by edit distance (i.e., 
the minimum number of single characters that need to be inserted into, deleted from, 
and/or substituted in one string to get another) throughout the entire database render 
the desired accuracy, but they exhibit high complexity of run time and thus are non-
scalable to large databases. In this paper, we have introduced a method (PREFIX) that 
is capable of an exhaustive edit-distance search at high speed, at the expense of some 
additional storage for a prefix-dictionary tree constructed. We have also introduced a 
simple extension to it, called ANSWER that has run-time complexity comparable to 
soundex methods, and it maintains robustness and scalability, as well as a comparable 
level of accuracy compared to an exhaustive edit distance search. ANSWER has been 
tested, and its advantages have been verified, on real data from a law-enforcement 
database (FINDER).  
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Abstract. Relational classification in networked data plays an impor-
tant role in many problems such as text categorization, classification
of web pages, group finding in peer networks, etc. We have previously
demonstrated that for a class of label propagating algorithms the un-
derlying dynamics can be modeled as a two-state epidemic process on
heterogeneous networks, where infected nodes correspond to classified
data instances. We have also suggested a binary classification algorithm
that utilizes non–trivial characteristics of epidemic dynamics. In this pa-
per we extend our previous work by considering a three–state epidemic
model for label propagation. Specifically, we introduce a new, intermedi-
ate state that corresponds to “susceptible” data instances. The utility of
the added state is that it allows to control the rates of epidemic spread-
ing, hence making the algorithm more flexible. We show empirically that
this extension improves significantly the performance of the algorithm.
In particular, we demonstrate that the new algorithm achieves good clas-
sification accuracy even for relatively large overlap across the classes.

Keywords: Relational learning, binary classification.

1 Introduction

Relational learning has attracted a great deal of attention in recent years. In
contrast to traditional machine learning where data instances are assumed to be
independent and identically distributed, relational learning techniques explic-
itly take into account interdependence of various instances. This allows them
to make inferences based on not only intrinsic attributes of data but also its
relational structure, thus enhancing inference accuracy. Recently a number of
authors[10, 5, 1] have successfully used relational learning algorithms for classify-
ing papers in CORA data–set [6] into topics. Other relevant applications of rela-
tional learning techniques include hypertext classification [4], link prediction[11],
classification of web pages [9, 5], studying relational structures in scientific pub-
lications [7], etc.

Most relational learning algorithms are iterative and work by propagating ei-
ther class labels or corresponding probabilities [8, 5]. One important issue with
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iterative classifiers is that false inferences made at some point in iteration might
propagate further causing an “avalanche” [8]. Hence, it is very desirable to have
some indicators showing when this happens. In our previous work we have shown
that for a class of label propagating algorithms such an indicator can be obtained
by looking at the dynamics of newly classified instances [1, 2]. We have demon-
strated that these dynamics can be modeled as an epidemic spreading in hetero-
geneous population. Furthermore, if the coupling between two sub–populations
is sufficiently weak, then the epidemics has a non-trivial two–tier structure. This
is due to the fact that true class labels propagate at faster rate than false
ones. We have also indicated how to use this dynamical signature for obtaining
a robust and virtually parameter–free classifier.

Although the two–tier dynamics based classifier works well for relatively weak
coupling between the classes, its performance deteriorateswith increasing the over-
lap between them. This is because for large overlap there is a high probability that
the infection will spread outside the class at the early stages of iterative process. In
this paper we address this shortcoming by adding a new, intermediate state and
extending the analogy of label propagation scheme to an epidemic system with
three states: “healthy”, “susceptible”, and “ infected”. Initially all the nodes (e.g.,
data instances) are in the “healthy” state, except the nodes with known class labels
that are in the “infected” state. At each iteration, a node will become susceptible
if it is connected to super–threshold number of infected nodes. In contrast to the
previous algorithm, however, not all susceptible nodes will make a transition to
“infected” state at once. Instead, at each time step only a certain fraction of sus-
ceptible nodes will actually become infected. The main utility of the added state
is that it slows down the rate of epidemic spreading, hence allowing to control the
spread of infection fromone sub–population to the other.We demonstrate that this
added flexibility provides significant improvement over the original algorithm. In
particular, we present empirical evidence that the new algorithm consistently out-
performs the previous one, and achieves a good classification accuracy even when
the overlap across two classes is relatively large.

2 Problem Settings

Generally speaking, relational learning algorithms use both intrinsic and rela-
tional characteristics of the data for inference. In this paper, however, we will
neglect any intrinsic attributes and concentrate on solely relational aspect of clas-
sification. In this context, the relational data–set can be represented as a graph,
where nodes represent data instances, and edges (possibly weighted) describe
relationship between them. For instance, in CORA data–set of categorized com-
puter science papers [6], each node represents a paper, while a link between two
papers describes their relationship (e.g., common authors, cross–references, etc.).
The main assumption of relational classification on such data is homophily, i.e.,
the notion that the data instances that are similar tend to be better connected
(e.g., for the CORA data–set the homophily assumption means that papers that
share authors and/or common references are likely to be similar).
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Fig. 1. Schematic representation of relational data–set

Throughout this paper we will evaluate our algorithms on synthetic data–sets
as one schematically depicted in Fig. 1. Namely, each data instance belongs to one
of two possible classes, A and B, with Na and Nb nodes in each class, respectively.
These two classes are characterized by two loosely coupled subgraphs in Fig. 1.
Initially we are given the class labels of small fraction of data instances of type
A (red nodes). The problem is then to find other members of A based on the
pattern of links in the graph. The graph itself is constructed as follows. Within
each group, we randomly establish a link between two nodes with probability
pa,b

in . Probability of a link between two nodes across the groups is pout. We also
define average connectivities between respective types of nodes, zaa = pa

inNa,
zbb = pb

inNb, zab = poutNb and zba = poutNa. Note that generally speaking
zab �= zba if the sizes of two groups are not equal, Na �= Nb. In this paper,
we will characterize the intra– and inter–group connectivities through zaa =
zbb ≡ zin, and zab ≡ zout. Clearly, the ratio zout/zin characterizes the difficulty
of the classification task. For small values of this ratio, the coupling between
two sub–graphs is weak so most classification algorithms should do a good job
of assigning correct class labels. If one increases this ratio, however, then the
difference between in– and out–group link patterns decreases, hence making it
difficult to classify nodes correctly.

3 Two–Tier Dynamics in Iterative Classification

The idea behind iterative classification is that inferences made at some point
might be used for drawing further inferences. Although iterative classifiers are
superior to one–shot classification techniques, there is a certain risk involved.
Indeed, if one makes incorrect inferences at some point then there is a possibility
that it will “snowball” and cause an avalanche of further incorrect inferences [8].
Moreover, since most of the algorithm rely on parameters, then the issue of
parameter sensitivity becomes very important. Indeed, if small adjustment in
parameters result in even a small number of incorrect inferences, then there is
a chance that the iterative procedure will propagate these erroneous inferences
further, causing instabilities. Hence, it is very important to be able to detect
such instabilities, and prevent them from happening.
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In our previous work we have suggested heuristics for detecting such undesired
avalanches [1, 2]. This is done by looking at the dynamics of newly classified
instances. The key for detection the instability is a phenomenon that we call two–
tier dynamics. Namely, we characterize the dynamics of an iterative classifier
by fraction of newly classified instances at each time step., e.g., if ρ(t) is the
fraction of classified instances at time t, then the relevant variable is ∆ρ(t) =
ρ(t) − ρ(t − 1). As it will be clear later, two–tiered dynamics arises whenever
∆ρ(t) has two temporally separated peaks, that characterize epidemic spreading
in separate sub–populations of nodes.

To be concrete, let us consider a relational data–set where each data instance
belongs to one of two classes A and B, as one depicted in Fig. 1 . We assume
that the relational structure is fully characterized by the adjacency matrix M
so that the entry Mij describes the strength of the relationship between the
i–th and j–th instances. Our algorithm relies on a threshold to decide when to
propagate labels. Namely, a node will be classified as type A if it is connected
to super–threshold number of type A nodes. Let us associate a state variable
with each node, si = 0, 1 so that the state value si = 1 corresponds to type A.
Initially, only the nodes with known class labels have si = 1 while the rest are in
state s = 0. At each iteration step, for each non–classified node we calculate the
cumulative weight of the links of that instance with known instances of type A. If
this cumulative weight is greater or equal than a certain threshold H , that node
will be classified as a type A itself. The pseudo–code for this iterative scheme is
shown in Fig. 2. Note that this mechanism asymmetric in the sense that if a node
was classified as type A it will remain in that class until the end of iteration.
This implies that the total number of classified A node is a monotonically non–
decreasing function of time. If the duration of iteration, Tmax, is sufficiently
long, then a steady state will be achieved, e.g., none of the nodes changes its
state upon further iterations. Obviously, the final state of the system will depend
on the threshold value and the graph properties as characterized by adjacency
matrix. Specifically, if the threshold H is set sufficiently low then the system
will evolve to a state where every node is in state s = 1, i.e., every instance has
been classified as type A. On the other hand, if threshold is too high, then no
additional node will change its state to s = 1 at all.

input adjacency matrix M
initialize si = 1, for initially known instances,
initialize si = 0 for unknown instances
initialize a threshold H
iterate t = 0 : Tmax

for i–th node with si(t) = 0
calculate wi =

∑
Mijsj(t)

if wi ≥ H ⇒ si(t + 1) = 1
end for loop

end

Fig. 2. Pseudo–code of the iterative procedure
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Before proceeding further, we note that our iterative procedure can be viewed
as an epidemic process on a network. Indeed, let us treat the initially known data
instances of type A as “infected”. Then the dynamical scheme above describes an
epidemic spreading throughout the network. If there were no links between data
instances of different type, then clearly the epidemics would be contained in the
A sub–population. Hence, one could relax the classification criterion by reducing
the threshold H so that all the data instances of type A will be infected, i.e.,
correctly classified. If there is a non–zero coupling between two classes, however,
then there is a chance that the epidemic will “leak” to the second sub–population
too, hence causing an avalanche of wrong inferences. Our main observation is
that if the coupling is not very strong, then one can choose a threshold value
so that the epidemic spreading in separate sub–populations is well–separated
in time. In other words, the epidemic infects most of the nodes in population
A before spreading through the second population. Then, one can look at the
dynamics of newly classified instances and detect the onset of the avalanche.
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Fig. 3. Simulation results for ρ(t) (a), ∆ρ(t) = ρ(t) − ρ(t − 1) (b) and F measure (c)
for a random network

To demonstrate this, in Fig. 3 we present the results of the iterative procedure
on randomly generated graphs for the same network parameters but two different
values of the threshold parameter. The parameters of the network are Na = 1000,
Nb = 4000, zaa = zbb = 20, zab = 8. Initially, only 10% of A nodes are classified.
For H = 4 all of the nodes are classified as type A after a short period of
time. For H = 6, however, the dynamics is drastically different as it has a
distinctly bimodal shape. Indeed, after a sharp initial spread the dynamics seems
to be saturating around t = 13. However, upon further iteration the number of
classified nodes increases rapidly and after short transient all the nodes are
infected. Clearly, this corresponds to the onset of the “avalanche” where certain
wrong inferences propagate and infect rest of the system. This is especially clear
in Fig. 3 (b) where we plot the the fraction of newly classified instances vs time,
and observe two well separated maxima, which characterize the peak infection
rates in respective population.

Note that this bimodal shape suggest a natural criterion for stopping the
iteration. Namely, the iteration should be stopped when the second peaks starts
to develop, e.g., before infection starts to spread into the second population.
Indeed, in Fig. 3 (c) we plot the F measure of classification accuracy vs iteration
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step. One can see that at the point where the second peak starts to develop the
F measure is ∼ 0.95, which is only slightly less than the maximum value 0.97.

We now consider the effect of the overlap between two populations by in-
creasing the inter–group connectivity zab. As we mentioned before, increasing
the overlap should make the classification task more difficult. In particular, we
expect that for large zab the two–tier dynamics should be less pronounced. In-
deed, in Fig. 4 a) we plot the fraction of newly infected nodes for zab = 12 and
zab = 16. One can see that for zab = 12, although there are still two peaks, the
separation between them has decreased drastically. Increasing zab further leads
to gradual disappearance of two–tier structure, as it shown for zab = 16. In the
terminology of epidemic dynamics, this is due the fact that for large inter–group
connectivity the epidemic starts to spread into the B nodes before infecting
majority of A nodes.

To explain this phenomenon, we now provide a qualitative assessment of two–
tier dynamics (a more detailed study will be presented elsewhere [3]). Let us
first consider epidemic spreading in a single population, e.g., among A nodes,
and neglect inter–group links. It can be demonstrated that for a fixed fraction of
initially infected nodes, there is a critical intra–group connectivity zc

in so that for
zin < zc

in the epidemic will be contained within a small fraction of nodes, while
for zin > zc

in it will spread throughout a system. Put conversely, we can say
that for any fixed connectivity zin, there is a critical fraction of initially infected
nodes ρc

0 so that for ρ0 > ρc
0 the epidemic will spread globally. We also note

that at the critical point, the transient time (i.e., time to reach the steady state)
of the epidemic process diverges. Now let us consider the full system with two
populations. Let us again assume that all initially infected nodes are contained
in the A population. For sufficiently weak coupling between the groups, the the
epidemic dynamics among A nodes will be virtually unaffected by the B nodes. In
particular, whether the epidemic will infect all of the A nodes will depend on the
fraction of initially infected nodes and the connectivity zin. Assume that these
parameters are chosen such that the epidemic process indeed infects all of the A
nodes. Let us now ask under what conditions the infection will spread through B
population. It is easy to see that the infected A nodes play the role of infection
“seeds” for B nodes. Moreover, the effective fraction of these seed nodes depend
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Fig. 4. (a)The fraction of newly classified nodes and (b) F measure vs iteration step
for zab = 12 and zab = 16.
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on the inter–group connectivity zout. Hence, by extending the reasoning about
critical phenomenon to B nodes, one can demonstrate that for a given fraction of
infected A nodes ρa and an intra–group connectivity zin, there is a critical inter–
group connectivity zc

out(ρa, zin) so that for zout > zc
out the infection will spread

globally to B nodes. Assuming that zin is fixed, this relation is characterized by
a critical line in zout − ρa plane. Now we can assess when the two tier–dynamics
will be most pronounced. Indeed, if we take ρa = 1 (meaning that all A nodes
have been affected) then the maximum separation between two activity peaks
will be infinite for zout = zc

out(1, zin), since the transient time of epidemic among
B nodes diverges at the critical point. Moreover, for values of zout slightly above
the critical value, one should still expect a significant separation between two
peaks.

We now consider the effect of increasing the inter–group connectivity zout.
Clearly, this will decrease the critical fraction of A nodes for which the epidemics
will spread to B nodes. Specifically, let us define ρc

a(zout) as the minimum fraction
of infected A nodes required to cause a global epidemic among B nodes. In
other words, for a fixed zout the infection will spread to B population only after
infecting the fraction ρc

a(zout) of A nodes. Now, if this fraction is close to 1, then
the epidemic will spread to B nodes only after infecting the majority of A nodes,
hence, giving rise to two–tier dynamics. On the other hand, if this fraction is
considerably less than one, the the epidemic will leak to B nodes prematurely.
To be more precise, consider again Fig. 3 (b). If at the height of the first peak the
density of infected A nodes is considerably greater than the threshold ρc

a(zout) ,
then at the next iteration there will be a large number of infected B nodes . As
a consequence, the fraction of newly infected nodes will still increase, and there
will be no two–tier dynamics.

It is worthwhile to note that even in the absence of two–tier dynamics, our
main assumption that true class labels propagate faster than the false ones still
holds to some degree. Indeed, in Fig. 4 we plot the F measure vs iteration step,
and note that it still attains a maximum value that is close to 0.95. Hence, if we
somehow knew where to stop the iteration, we would still be able to obtain good
classification accuracy. The problem is, however, that without a clear two–tier
signature we do not have any criterion as when to stop the iteration.

4 Three–State Epidemic Model for Label Propagation

As we explained above, the two-tier dynamics is not present for sufficiently strong
coupling between two populations. At the same time, we saw that the true class
labels still propagate faster than the false ones. This suggests that the two–state
epidemic mechanism is somehow rigid as it does not allow one to control the
rate of epidemic spreading. Indeed, recall that there is a threshold fraction of
A nodes ρc

a so that for ρa > ρc
a the epidemic starts to spread among B nodes.

Thus, if we could control the rate of epidemic among A nodes, we should in
principle be able to infect up to ρc

a fraction of A nodes without worrying that
the infection will leak to B nodes . However, in the absence of such a control
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mechanism, there is a chance that at some point in the iteration the fraction
of infected A nodes will “overshoot” this threshold significantly, hence causing
epidemic among B nodes.

To account for this shortcoming, we now consider an extension of the previous
algorithm by adding another, intermediate state. In the terminology of relational
classification this intermediate state describes a node that has been “marked”
for infection, but has not been infected yet. We term this intermediate state as
“susceptible”. At a given iteration step, a node will become susceptible if it is
connected to super-threshold number of infected nodes. However, we will now
allow only a maximum number, Nmax, of susceptible nodes to become infected
at each iteration step. By choosing Nmax sufficiently small, we can expect that
the fraction of infected A nodes will approach its critical value ρc

a smoothly,
without the risk of overshooting1. Note that in practice this can be done by
keeping a queue of susceptible nodes, and processing the queue according to
some priority mechanism. The priority mechanism used in this paper is FIFO
(first–in–first–out). However, other mechanism can be used too.

Before presenting our results, we now address the question of what kind of
criterion should be used for stopping the iteration. Clearly, since at each time
step only a handful of nodes are classified as infected, one should not expect
any two–tier dynamics in the number of infected nodes. However, as we will see
below, the number of newly susceptible nodes does in fact have the two–tier
structure, e.g., if s(t) is the fraction of susceptible nodes at time t, then the
relevant quantity is ∆s(t) = s(t)− s(t− 1). As in the case of previous two-state
algorithm, the onset of the “avalanche” is then indicated by a second developing
peak. Once this onset is found (e.g., by finding the iteration step for which the
curve has its minimum), then we can backtrack trough class–label assignments,
and “un–impeach” nodes that became susceptible after the onset.

To test our new algorithm, we have performed extensive empirical studies of
new classification scheme for data-sets of varying overlap. We found that the
new algorithm consistently outperforms the old one for all considered data–sets.
Even for relatively small overlap across the classes, when the two–tier dynamics
in two–state model is present, the classification accuracy of the new algorithm
is significantly better. Indeed, in Fig. 5 (a) we plot the time series of F measure
for the new classification scheme, for a inter–group connectivities zab = 8 and
zab = 20. For zab = 8, the F measure attains a maximum value very close to
1, while for zab = 20 the maximum is close to 0.9. Note that the behavior of
both curves is relatively smooth around the maxima. This suggests that even if
one stops the iteration within some interval around the optimal stopping time,
one can still obtain relatively good classification. Indeed, in Fig. 5 (b) we plot
the differential fraction of susceptible nodes, ∆s(t). Because of large dispersion,
we also plot the running averages of each curve using a window of size 20, and
use this average for examining two–tier structure. Note that for zab = 8, ∆s(t)
is rather flat for a time interval between t = 50 and t = 80. Remarkably, we

1 Our experiments suggest that the exact value of Nmax does not affect the results
much, if it is not chosen too high. In the results reported below, we used Nmax = 10.
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Fig. 5. The F measure (a) and the fraction of newly “susceptible” nodes (b) vs iteration
step for zab = 8 (blue) and zab = 20 (red). The solid line in (b) is the moving average
of respective scatter–plots using a window of size 20.

found that even if we choose the stopping time randomly from this interval, the
resulting F measure will be contained in the interval 0.985−0.99, which is higher
than the F measure 0.95 achieved by the previous algorithm. Most importantly,
however, the new algorithm allows to achieve significant classification accuracy
even when the previous two-state scheme fails, e.g., does not demonstrate two–
tier dynamics. Indeed, determining the onset for zab = 20 at t ≈ 50, one is able
to achieve an F measure around 0.85.

5 Conclusion and Future Work

In conclusion, we have presented a binary relational classification algorithm based
on a three state epidemic process. This algorithm extends our previous two–state
model by by adding a new, intermediate state. The addition of this state allows
us to control the rate of epidemic spreading across the networked data, hence pre-
venting premature leak of epidemic into the second sub–population. Our experi-
ments demonstrate that this extension improves significantly the performance of
the algorithm. In particular, the algorithm is remarkably accurate even when the
overlap between two classes in relational data is relatively large.

As future work, we intend to test different priority mechanisms while pro-
cessing the queue of susceptible nodes. For instance, one could define a priority
scheme that depends on the degree of the nodes. The reason for this is as follows:
if a certain nodes has super–threshold number of links to infected nodes, but has
less links in total as other susceptible nodes, then it should be a better candidate
for classification. We do not think that such a priority mechanism would make
difference on the empirical studies on random graphs presented here. Indeed, the
number of links of a node within and outside of a group are uncorrelated by our
construction. However, this mechanism might be important in other scenarios
where such a correlation exists.

We also intend to validate our algorithm on real world data–sets. We have
previously demonstrated that the two–tier dynamics based algorithm performs
well on certain subtopics from CORA archive of categorized computer science
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papers. However, one of the issues with the previous algorithms was that it
did not perform well for classes with large number of members. The reason for
poor performance is that for a large class the chances that the epidemic will
leak outside before infecting the correct class instances are greater. Since our
new algorithm allows better control over the rate of epidemic spredading, we we
expect that it will perform well on large classes too.
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Abstract. Statistical language models can learn relationships between
topics discussed in a document collection and persons, organizations and
places mentioned in each document. We present a novel combination
of statistical topic models and named-entity recognizers to jointly an-
alyze entities mentioned (persons, organizations and places) and topics
discussed in a collection of 330,000 New York Times news articles. We
demonstrate an analytic framework which automatically extracts from a
large collection: topics; topic trends; and topics that relate entities.

1 Introduction

The ability to rapidly analyze and understand large sets of text documents is a
challenge across many disciplines. Consider the problem of being given a large set
of emails, reports, technical papers, news articles, and wanting to quickly gain
an understanding of the key information contained in this set of documents. For
example, lawyers frequently need to analyze the contents of very large volumes
of evidence in the form of text documents during the discovery process in legal
cases (e.g., the 250,000 Enron emails that were made available to the US Justice
Department [1]). Similarly, intelligence analysts are faced on a daily basis with
vast databases of intelligence reports from which they would like to quickly
extract useful information.

There is increasing interest in text mining techniques to solve these types of
problems. Supervised learning techniques classify objects such as documents into
predefined classes [2]. While this is useful in certain problems, in many applica-
tions there is relatively little knowledge a priori about what the documents may
contain.

Unsupervised learning techniques can extract information from sets of doc-
uments without using predefined categories. Clustering is widely used to group
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documents into K clusters, where the characteristics of the clusters are deter-
mined in a data-driven fashion [3]. By representing each document as a vector
of word or term counts (the “bag of words” representation), standard vector-
based clustering techniques can be used, where the learned cluster centers rep-
resent “prototype documents.” Another set of popular unsupervised learning
techniques for document collections are based on matrix approximation meth-
ods, i.e. singular value decomposition (or principal components analysis) of the
document-word count matrix [4, 5]. This approach is often referred to as latent
semantic indexing (LSI).

While both clustering and LSI have yielded useful results in terms of reducing
large document collections to lower-dimensional summaries, they each have their
limitations. For example, consider a completely artificial data set where we have
three types of documents with equal numbers of each type: in the first type
each document contains only two words wordA, wordB, in the second type each
document contains only the words wordC, wordD, and the third type contains a
mixture, namely the words wordA, wordB, wordC, wordD.

LSI applied to this toy data produces two latent topic vectors with orthogonal
“directions”: wordA + wordB + wordC + wordD and wordA + wordB - wordC
- wordD. These two vectors do not capture the fact that each of the three types
of documents are mixtures of two underlying “topics”, namely wordA + wordB
and wordC + wordD. This limitation is partly a reflection of the fact that LSI
must use negative values in its basis vectors to represent the data, which is
inappropriate given that the underlying document-word vectors (that we are
representing in a lower-dimensional space) consist of non-negative counts. In
contrast, as we will see later in the paper, probabilistic representations do not
have this problem. In this example the topic model would represent the two
topics wordA + wordB and wordC + wordD as two multinomial probability
distributions, [12 , 1

2 , 0, 0] and [0, 0, 1
2 , 1

2 ], over the four-word vocabulary, capturing
the two underlying topics in a natural manner. Furthermore, the topic model
would correctly estimate that these two topics are used equally often in the data
set, while LSI would estimate that its first topic direction is used approximately
twice as much as its second topic direction.

Document clustering techniques, such as k-means and agglomerative cluster-
ing, suffer from a different problem, that of being forced to assume that each
document belongs to a single cluster. If we apply the k-means algorithm to the
toy data above, with K = 2 clusters it will typically find one cluster to be cen-
tered at [1, 1, 0, 0] and the other at [12 , 1

2 , 1, 1]. It is unable to capture the fact that
there are two underlying topics, corresponding to wordA + wordB and wordC
+ wordD and that that documents of type 3 are a combination of these two
topics.

A more realistic example of this effect is shown in Table 1. We applied k-
means clustering with K = 100 and probabilistic topic models (to be described
in the next section) with T = 100 topics to a set of 1740 papers from 12 years of
the Neural Information Processing (NIPS) Conference1. This data set contains

1 Available on-line at http://www.cs.toronto.edu/˜roweis/data.html
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a total of N = 2, 000, 000 word tokens and a vocabulary size of W = 13, 000
unique words. Table 1 illustrates how two different papers were interpreted by
both the cluster model and the probabilistic topic model. The first paper dis-
cussed an analog circuit model for auditory signal processing—in essence it is a
combination of a topic on circuits and a topic on auditory modeling. The paper
is assigned to a cluster which fails to capture either topic very well—shown are
the most likely words in the cluster it was assigned to. The topic model on the
other hand represents the paper as a mixture of topics. The topics are quite
distinct (the highest probability words in each topic are shown), capturing the
fact that the paper is indeed a mixture of different topics. Similarly, the sec-
ond paper was an early paper in bioinformatics, again combining topics that
are somewhat different, such as protein modeling and hidden Markov models.
Again the topic model can separate out these two underlying topics, whereas
the clustering approach assigns the paper to a cluster that is somewhat mixed
in terms of concepts and that does not summarize the semantic content of the
paper very well.

The focus of this paper is to extend our line of research in probabilistic topic
modeling to analyze persons, organizations and places. By combining named
entity recognizers with topic models we illustrate how we can analyze the re-
lationships between these entities (persons, organizations, places) and topics,
using a large collection of news articles.

Table 1. Comparison of topic modeling and clustering

Abstract from Paper Topic Mix Cluster Assignment

Temporal Adaptation in a Silicon
Auditory Nerve (J Lazzaro)
Many auditory theorists consider the tem-
poral adaptation of the auditory nerve a
key aspect of speech coding in the audi-
tory periphery. Experiments with models
of auditory localization . . . I have designed
an analog integrated circuit that models
many aspects of auditory nerve response,
including temporal adaptation.

[topic 80] analog cir-
cuit chip current voltage
vlsi figure circuits pulse
synapse silicon implemen-
tation cmos output mead
hardware design
[topic 33] auditory sound
localization cochlear
sounds owl cochlea song
response system source
channels analysis location
delay

[cluster 8] circuit figure
time input output neural
analog neuron chip system
voltage current pulse sig-
nal circuits networks re-
sponse systems data vlsi

Hidden Markov Models in Molecular
Biology: New Algorithms and Appli-
cations (P Baldi, Y Chauvin, T
Hunkapiller, M McClure)
Hidden Markov Models (HMMs) can be
applied to several important problems in
molecular biology. We introduce a new
convergent learning algorithm for HMMs
. . . that are trained to represent several
protein families including immunoglobu-
lins and kinases.

[topic 10] state hmm
markov sequence models
hidden states probabil-
ities sequences parame-
ters transition probabil-
ity training hmms hybrid
model likelihood modeling
[topic 37] genetic struc-
ture chain protein popula-
tion region algorithms hu-
man mouse selection fit-
ness proteins search evo-
lution generation function
sequence sequences genes

[cluster 88] model data
models time neural figure
state learning set param-
eters network probability
number networks training
function system algorithm
hidden markov
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2 A Brief Review of Statistical Topic Models

The key ideas in a statistical topic model are quite simple and are based on a
probabilistic model for each document in a collection. A topic is a multinomial
probability distribution over the V unique words in the vocabulary of the corpus,
in essence a V -sided die from which we can generate (in a memoryless fashion)
a “bag of words” or a set of word counts for a document. Thus, each topic t is
a probability vector, p(w|t) = [p(w1|t), . . . , p(wV |t)], where

∑
v p(wv|t) = 1, and

there are T topics in total, 1 ≤ t ≤ T .
A document is represented as a finite mixture of the T topics. Each document

d, 1 ≤ d ≤ N , is assumed to have its own set of mixture coefficients, [p(t =
1|d), . . . , p(t = T |d)], a multinomial probability vector such that

∑
t p(t|d) = 1.

Thus, a randomly selected word from document d has a conditional distribution
p(w|d) that is a mixture over topics, where each topic is a multinomial over
words:

p(w|d) =
T∑

t=1

p(w|t)p(t|d).

If we were to simulate W words for document d using this model we would
repeat the following pair of operations W times: first, sample a topic t according
to the distribution p(t|d), and then sample a word w according to the distribution
p(w|t).

Given this forward or generative model for a set of documents, the next step
is to learn the topic-word and document-topic distributions given observed data.
There has been considerable progress on learning algorithms for these types of
models in recent years. Hofmann [6] proposed an EM algorithm for learning in
this context using the name “probabilistic LSI” or pLSI. Blei, Ng and Jordan [7]
addressed some of the limitations of the pLSI approach (such as the tendency to
overfit) and recast the model and learning framework in a more general Bayesian
setting. This framework is called Latent Dirichlet allocation (LDA), essentially a
Bayesian version of the model described above, and the accompanying learning
algorithm is based on an approximation technique known as variational learning.
An alternative, and efficient, estimation algorithm based on Gibbs sampling was
proposed by Griffiths and Steyvers [9], a technique that is closely related to
earlier ideas derived independently for mixture models in statistical genetics
[10]. Since the Griffiths and Steyvers paper was published in 2004, a number of
different groups have successfully applied the topic model with Gibbs sampling
to a variety of large corpora, including large collections of Web documents [11],
a collection of 250,000 Enron emails [12], 160,000 abstracts from the CiteSeer
computer science collection [13], and 80,000 news articles from the 18th-century
Pennsylvania Gazette [14]. A variety of extensions to the basic topic model have
also been developed, including author-topic models [15], author-role-topic models
[12], topic models for images and text [16, 7], and hidden-Markov topic models
for separating semantic and syntactic topics [17].

In this paper all of the results reported were obtained using the topic model
outlined above with Gibbs sampling, as described originally in [9]. Our description
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of the model and the learning algorithm is necessarily brief: for a more detailed
tutorial introduction the reader is recommended to consult [18].

3 Data Set

To analyze entities and topics, we required a text dataset that was rich in en-
tities including persons, organizations and locations. News articles are ideal be-
cause they have the primary purpose of conveying information about who, what,
when and where. We used a collection of New York Times news articles taken
from the Linguistic Data Consortium’s English Gigaword Second Edition corpus
(www.ldc.upenn.edu). We used all articles of type “story” from 2000 through
2002, resulting in 330,000 separate articles spanning three years. These include
articles from the NY Times daily newspaper publication as well as a sample of
news from other urban and regional US newspapers.

We automatically extracted named entities (i.e. proper nouns) from each
article using one of several named entity recognition tools. We evaluated two
tools including GATE’s Information Extraction system ANNIE (gate.ac.uk), and
Coburn’s Perl Tagger (search.cpan.org/ acoburn/Lingua-EN-Tagger). ANNIE is
rules-based and makes extensive use of gazetteers, while Coburn’s tagger is based
on Brill’s HMM part-of-speech tagger [19]. ANNIE tends to be more conserva-
tive in identifying a proper noun. For this paper, entities were extracted using
Coburn’s tagger. For this 2000-2002 period, the most frequently mentioned peo-
ple were: George Bush; Al Gore; Bill Clinton; Yasser Arafat; Dick Cheney and
John McCain. In total, more than 100,000 unique persons, organizations and
locations were extracted. We filtered out 40,000 infrequently occurring entities
by requiring that an entity occur in at least ten different news articles, leaving
60,000 entities in the dataset.

After tokenization and removal of stopwords, the vocabulary of unique words
was also filtered by requiring that a word occur in at least ten different news
articles. We produced a final dataset containing 330,000 documents, a vocabulary
of 40,000 unique words, a list of 60,000 entities, and a total of 110 million word
tokens. After this processing, entities occur at the rate of 1 in 6 words (not
counting stopwords).

4 Experiments

In this section we present the results from a T = 400 topic model run on the three
years of NY Times news articles. After showing some topics and topic trends,
we show how the model reveals topical information about particular entities,
and relationships between entities. Note that entities are just treated as regular
words in the learning of the topic models, and the topic-word distributions are
separated out into entity and non-entity components as a postprocessing step.
Models that treat entity and non-entity words differently are also of interest, but
are beyond the scope of this paper.
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4.1 Topics and Topic Trends

Upon completion of a topic model run, the model saves data to compute the
likelihood of words and entities in a topic, p(w|t) and p(e|t), the mix of topics in
each document, p(t|d), and zi the topic assigned to the ith word in the corpus.

For each topic, we print out the most likely words and most likely entities. We
then review the list of words and entities to come up with a human-assigned topic
label that best summarizes or captures the nature of the topic. It is important
to point out that these topic labels are created after the model is run; they are
not a priori defined as fixed or static subject headings.

Unsurprisingly, our three-years of NY Times includes a wide range of topics:
from renting apartments in Brooklyn to diving in Hawaii; from Tiger Woods
to PETA liberating tigers; from voting irregularities to dinosaur bones. From
a total of 400 diverse topics, we selected a few to highlight. Figure 1 shows
four seasonal topics which we labeled Basketball, Tour de France, Holidays and
Oscars. Each of these topics shows a neat division within the topic of what
(the words in lowercase), and who and where (the entities in uppercase). The
Basketball topic appears to focus on the Lakers; the Tour de France topic tell
us that it’s all about Lance Armstrong; Barbie trumps the Grinch in Holidays;
and Denzel Washington most likely had a good three years in 2000-2002.

Figure 2 shows four “event” topics which we labeled September 11 Attacks,
FBI Investigation, Harry Potter/Lord of the Rings, and DC Sniper. This Sept.
11 topic – one of several topics that discuss the terrorist attacks on Sept 11 –
is clearly about the breaking news. It discusses what and where, but not who
(i.e. no mention of Bin Laden). The FBI Investigation topic lists 9/11 hijackers

team 0.028 tour 0.039 holiday 0.071 award 0.026
play 0.015 rider 0.029 gift 0.050 film 0.020
game 0.013 riding 0.017 toy 0.023 actor 0.020
season 0.012 bike 0.016 season 0.019 nomination 0.019
final 0.011 team 0.016 doll 0.014 movie 0.015
games 0.011 stage 0.014 tree 0.011 actress 0.011
point 0.011 race 0.013 present 0.008 won 0.011
series 0.011 won 0.012 giving 0.008 director 0.010
player 0.010 bicycle 0.010 special 0.007 nominated 0.010
coach 0.009 road 0.009 shopping 0.007 supporting 0.010
playoff 0.009 hour 0.009 family 0.007 winner 0.008
championship 0.007 scooter 0.008 celebration 0.007 picture 0.008
playing 0.006 mountain 0.008 card 0.007 performance 0.007
win 0.006 place 0.008 tradition 0.006 nominees 0.007
LAKERS 0.062 LANCE-ARMSTRONG 0.021 CHRISTMAS 0.058 OSCAR 0.035
SHAQUILLE-O-NEAL 0.028 FRANCE 0.011 THANKSGIVING 0.018 ACADEMY 0.020
KOBE-BRYANT 0.028 JAN-ULLRICH 0.003 SANTA-CLAUS 0.009 HOLLYWOOD 0.009
PHIL-JACKSON 0.019 LANCE 0.003 BARBIE 0.004 DENZEL-WASHINGTON 0.006
NBA 0.013 U-S-POSTAL-SERVICE 0.002 HANUKKAH 0.003 JULIA-ROBERT 0.005
SACRAMENTO 0.007 MARCO-PANTANI 0.002 MATTEL 0.003 RUSSELL-CROWE 0.005
RICK-FOX 0.007 PARIS 0.002 GRINCH 0.003 TOM-HANK 0.005
PORTLAND 0.006 ALPS 0.002 HALLMARK 0.002 STEVEN-SODERBERGH 0.004
ROBERT-HORRY 0.006 PYRENEES 0.001 EASTER 0.002 ERIN-BROCKOVICH 0.003
DEREK-FISHER 0.006 SPAIN 0.001 HASBRO 0.002 KEVIN-SPACEY 0.003

Basketball Holidays OscarsTour de France

Fig. 1. Selected seasonal topics from a 400-topic run of the NY Times dataset. In each
topic we first list the most likely words in the topic, with their probability, and then
the most likely entities (in uppercase). The title above each box is a human-assigned
topic label.
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attack 0.033 agent 0.029 ring 0.050 sniper 0.024
tower 0.025 investigator 0.028 book 0.015 shooting 0.019
firefighter 0.020 official 0.027 magic 0.011 area 0.010
building 0.018 authorities 0.021 series 0.007 shot 0.009
worker 0.013 enforcement 0.018 wizard 0.007 police 0.007
terrorist 0.012 investigation 0.017 read 0.007 killer 0.006
victim 0.012 suspect 0.015 friend 0.006 scene 0.006
rescue 0.012 found 0.014 movie 0.006 white 0.006
floor 0.011 police 0.014 children 0.006 victim 0.006
site 0.009 arrested 0.012 part 0.005 attack 0.005
disaster 0.008 search 0.012 secret 0.005 case 0.005
twin 0.008 law 0.011 magical 0.005 left 0.005
ground 0.008 arrest 0.011 kid 0.005 public 0.005
center 0.008 case 0.010 fantasy 0.005 suspect 0.005
fire 0.007 evidence 0.009 fan 0.004 killed 0.005
plane 0.007 suspected 0.008 character 0.004 car 0.005
WORLD-TRADE-CTR 0.035 FBI 0.034 HARRY-POTTER 0.024 WASHINGTON 0.053
NEW-YORK-CITY 0.020 MOHAMED-ATTA 0.003 LORD OF THE RING 0.013 VIRGINIA 0.019
LOWER-MANHATTAN 0.005 FEDERAL-BUREAU 0.001 STONE 0.007 MARYLAND 0.013
PENTAGON 0.005 HANI-HANJOUR 0.001 FELLOWSHIP 0.005 D-C 0.012
PORT-AUTHORITY 0.003 ASSOCIATED-PRESS 0.001 CHAMBER 0.005 JOHN-MUHAMMAD 0.008
RED-CROSS 0.002 SAN-DIEGO 0.001 SORCERER 0.004 BALTIMORE 0.006
NEW-JERSEY 0.002 U-S 0.001 PETER-JACKSON 0.004 RICHMOND 0.006
RUDOLPH-GIULIANI 0.002 FLORIDA 0.001 J-K-ROWLING 0.004 MONTGOMERY-CO 0.005
PENNSYLVANIA 0.002 TOLKIEN 0.004 MALVO 0.005
CANTOR-FITZGERALD 0.001 HOGWART 0.002 ALEXANDRIA 0.003

September 11 Attacks FBI Investigation Harry Potter/Lord Rings DC Sniper

Fig. 2. Selected event topics from a 400-topic run of the NY Times dataset. In each
topic we first list the most likely words in the topic, with their probability, and then
the most likely entities (in uppercase). The title above each box is a human-assigned
topic label.

Mohamed Atta and Hani Hanjour. The Harry Potter/Lord of the Rings topic
combines these same-genre runaway successes, and the DC Sniper topic shows
specific details about John Muhammad and Lee Malvo including that they were
in a white van.

What year had the most discussion of the Tour de France? Is interest in foot-
ball declining? What was the lifetime of Elian Gonzalez story? These questions
can be answered by examining the time trends in the topics. These trends are
easily computed by counting the the topic assignments zi of each word in each
time period (monthly). Figure 3 uses the topics already presented plus additional
topics to show some seasonal/periodic time trends and event time trends. We
see from the trends on the left that Basketball gets 30,000 in May; discussions
of football are increasing; 2001 was a relatively quiet year for the Oscars; but
2001 had the most buzz over quarterly earnings. The trends on the right on the
other hand shows some very peaked events: from Elian Gonzalez in April 2000;
thru the September 11 Attacks in 2001; to the DC Sniper killing spree and the
collapse of Enron in 2002.

4.2 Entity-Entity Relationships

We use the topic model to determine topic-based entity-entity relationships.
Unlike social networks created from co-mentions – which would not link two
entities that were never co-mentioned – our topic-based approach can poten-
tially link a pair of entities that were never co-mentioned. A link is created when
the entity-entity “affinity”, defined as (p(e1|e2) + p(e2|e1))/2, is above some
threshold. The graph in Figure 4, constructed using this entity-entity affinity
was created in two steps. First we selected key entities (e.g. Yasser Arafat, Sad-
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Fig. 3. Selected topic-trends from a 400-topic run of the NY Times dataset. Sea-
sonal/periodic topics are shown on the left, and event topics are shown on the right.
Each curve shows the number of words (in thousands) assigned to that topic for the
month (on average there are 9,000 articles written per month containing 3 million
words, so if the 400 topics were equally likely there would be 8 kwords per topic per
month). The topic words and entities for Basketball, Tour de France, Holidays and Os-
cars are given in Figure 1, and Sept 11 Attacks, FBI Investigation, Harry Potter/Lord
of the Rings and DC Sniper are given in Figure 2.
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Fig. 4. Social network showing topic-model-based relationships between entities. A link
is present when the entity-entity “affinity” (p(e1|e2)+p(e2|e1))/2 is above a threshold.

dam Hussien, Osama Bin Laden, Zacarias Moussaoui, Vladamir Putin, Ariel
Sharon, The Taliban ) and determined what other entities had some level of
affinity to these. We then took this larger list of 100 entities, computed all
10,000 entity-entity affinities, and thresholded the result to produce the graph.
It is possible to annotate each link with the topics that most contribute to the
relationship, and beyond that, the original documents that most contribute to
that topic.

A related but slightly different representation is shown in the bipartite graph
showing relationships between entities and topics in Figure 5. A link is present
when the likelihood of an entity in a particular topic p(e|t), is above a threshold.
This graph was created by selecting 15 entities from the graph shown in Figure 4
and computing all 15 × 400 entity-given-topic probabilities, and thresholding
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Fig. 5. Bipartite graph showing topic-model-based relationships between entities and
topics. A link is present when the likelihood of an entity in a particular topic p(e|t) is
above a threshold.

the result to plot links. Again, with this bipartite graph, the original documents
associated with each topic can be retrieved.

5 Conclusions

Statistical language models, such as probabilistic topic models, can play an im-
portant role in the analysis of large sets of text documents. Representations
based on probabilistic topics go beyond clustering models because they allow
the expression of multiple topics per document. An additional advantage is that
the topics extracted by these models are invariably interpretable, facilitating the
analysis of model output, in contrast to the uninterpretable directions produced
by LSI.

We have applied standard entity recognizers to extract names of people, orga-
nizations and locations from a large collection of New York Times news articles.
Probabilistic topic models were applied to learn the latent structure behind these
named entities and other words that are part of documents, through a set of in-
terpretable topics. We showed how the relative contributions of topics changed
over time, in lockstep with major news events. We also showed how the model
was able to automatically extract social networks from documents by connecting
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persons to other persons through shared topics. The social networks produced in
this way are different from social networks produced by co-reference data where
persons are connected only if they co-appear in documents. One advantage over
these co-reference methods is that a set of topics can be used as labels to explain
why two people are connected. Another advantage is that the model leverages
the latent structure between the other words present in document to better esti-
mate the latent structure between entities. This research has shown the benefits
of applying simple statistical language models to understand the latent structure
between entities.
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Abstract. We present an overview of our work in information fusion
for intelligence analysis. This work includes the Hats Simulator and the
COLAB system. The Hats Simulator is a parameterized model of a vir-
tual world in which hundreds of thousands of agents engage in individual
and collective activities. Playing against the simulator, the goal of the
analyst is to identify and stop harmful agents before they carry out
terrorist attacks on simulated landmarks. The COLAB system enables
multiple human analysts in different physical locations to conduct col-
laborative intelligence analysis. COLAB consists of two components: an
instrumented analysis working environment built on a blackboard sys-
tem, and a web-based user interface that integrates the Trellis hypothesis
authoring and management tool with a query language. COLAB is inte-
grated with the Hats Simulator to provide a complete end-to-end analysis
environment with challenging problem domain.

1 Introduction

The COLAB Project brings together the Hats Simulator, a collaborative in-
telligence analysis environment, and a user interface to produce a prototype
end-to-end system for intelligence analysis. Hats has been operational for three
years and has been used in several studies, including providing data for part
of the AFRL EAGLE project and assessing algorithms for relational data min-
ing [1, 2]. The prototype intelligence analysis environment [3] and interface are
implemented. The complete system has three intended applications:

1. A testbed for studying distributed intelligence analysis and information fu-
sion tools.

2. An environment for training intelligence analysts.

S. Mehrotra et al. (Eds.): ISI 2006, LNCS 3975, pp. 105–116, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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3. A configurable laboratory to test models of command and control organiza-
tion structure in an intelligence analysis setting.

Consider the following scenario. Several human analysts1 work together in
the COLAB environment to develop an interpretation of events in the Hats
Simulator world. Their goal is to identify and stop terrorist agent activities
in the simulator while trying to keep their costs low. Obtaining information
about the simulation is expensive and there are penalties for making false arrests
and failing to identify terrorist plots. By design, each player has a different
view of the information in the simulated world and none has all the relevant
information. Each player has her own workspace where she can store and process
information that she gathers from the simulator. The players collaborate via a
shared workspace where they can post hypotheses and data they think is relevant
to the larger analysis. This shared space becomes the collective interpretation of
the state of the simulator. By monitoring this interpretation a player can identify
trends, patterns, and gaps in the corporate intelligence. She will also develop
trust (or mistrust) in her colleagues by noting the quality of their analyses.

In the following sections, we present the Hats Simulator and the components
of the COLAB system. We begin in Section 2 by describing the Hats Simula-
tor, including the Hats domain, the Information Broker interface, and scoring. In
Section 3 describe the blackboard system that serves as the integration model for
the COLAB analysis working environment, the web-based interface to COLAB
that incorporates the Trellis argument authoring tool for hypothesis representa-
tion, and the query and agent definition language for accessing and manipulating
information on the blackboard.

2 The Hats Simulator

The Hats Simulator [1, 2] is home to hundreds of thousands of agents (hats)
which travel to meetings. Some hats are covert terrorists and a very few hats are
known terrorists. All hats are governed by plans generated by a planner. Terror-
ist plans end in the destruction of landmarks. The object of a game against the
Hats simulator is to find terrorist task forces before they carry out their plans.
One pays for information about hats, and also for false arrests and destroyed
landmarks. At the end of a game, one is given a score, which is the sum of these
costs. The goal is to play Hats rationally, that is, to catch terrorist groups with
the least combined cost of information, false arrests, and destroyed landmarks.
Thus Hats serves as a testbed not only for analysts’ tools but also for new the-
ories of rational information fusion that take into account information source
assessment and cost in the context of analysis goals and decisions. Hats encour-
ages players to ask only for the information they need, and to not accuse hats
or issue alerts without justification.

1 In the rest of this paper, we will use the terms “analyst” and “user” interchangeably
to refer to a human analyst using the COLAB system.
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AnalystHats Simulator Information
Broker

• Meeting
  Planner
• Scoring

• Cost
• Noise Model Analyst's Tools

Fig. 1. Information Broker Interface to the Hats Simulator

The Hats Simulator consists of the core simulator and an Information Bro-
ker. The Information Broker is responsible for handling requests for information
about the state of the simulator and thus forms the interface between the simu-
lator and the analyst and her tools (see Figure 1). Some information has a cost,
and the quality of information returned is a function of the “algorithmic dollars”
spent. Analysts may also take actions: they may raise beacon alerts in an at-
tempt to anticipate a beacon attack, and they may arrest agents believed to be
planning an attack. Together, information requests and actions form the basis of
scoring analyst performance in identifying terrorist threats. Scoring is assessed
automatically and serves as the basis for analytic comparison between different
analysts and tools. The simulator is implemented and manages the activities of
hundreds of thousands of agents.

2.1 The Hats Domain

The Hats Simulator models a “society in a box” consisting of many very simple
agents, hereafter referred to as hats. (Hats get its name from the classic spaghetti
western, in which heroes and villains are identifiable by the colors of their hats.)
The Hats society also has its heroes and villains, but the challenge is to identify
which color hat they should be wearing, based on how they behave. Some hats
are known terrorists; others are covert and must be identified and distinguished
from the benign hats in the society.

Hats is staged in a two-dimensional grid on which hats move around, go to
meetings and trade capabilities. The grid consists of two kinds of locations:
those that have no value, and high-valued locations called beacons that terror-
ists would like to attack. All beacons have a set of attributes, or vulnerabilities,
corresponding to the capabilities which hats carry. To destroy a beacon, a task
force of terrorist hats must possess capabilities that match the beacon’s vulner-
abilities, as a key matches a lock. In general, these capabilities are not unique
to terrorists, so one cannot identify terrorist hats only on the basis of the capa-
bilities they carry.

The Hats society is structured by organizations. All hats belong to at least
two organizations and some hats belong to many. Terrorist organizations host
only known and covert terrorist hats. Benign organizations, on the other hand,
may contain any kind of hat, including known and covert terrorists.

Population Generation. Hats populations may be built by hand or generated
by the Hats Simulator. Because the constitution of a population affects the
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difficulty of identifying covert terrorists, population generation is parameterized.
There are four sets of population parameters. The first set specifies the total
number of known terrorists, covert terrorists and benign hats in the population.
Another set defines the number of benign and terrorist organizations. Not all
organizations have the same number of members, so a third set of parameters
assigns the relative numbers of hats that are members of each organization,
represented as a ratio among organizations. Finally, hats may be members of
two or more organizations. An overlap parameter determines the percentage of
hats in each organization that are members of two or more other organizations.
Since hat behaviors are governed by their organization membership, as we will
see in the next section, organization overlap affects how difficult it is to identify
covert terrorist hats. To generate populations with hundreds of thousands of hats
and thousands of organizations, we use a randomization algorithm that estimates
organization overlap percentage and membership ratios while matching the total
number of organizations and hats in the population. An efficient, approximate
population generation algorithm is described in [4].

Meeting Generation. Hats act individually and collectively, but always plan-
fully. In fact, the actions of hats are planned by a generative planner. Benign
hats congregate at locations including beacons. Terrorist hats meet, acquire ca-
pabilities, form task forces, and attack beacons. The purpose of the planner is
to construct an elaborate “shell game” in which capabilities are passed among
hats in a potentially long sequence of meetings, culminating in a final meeting at
a target. By moving capabilities among hats, the planner masks its intentions.
Rather than directing half a dozen hats with capabilities required for a task
to march purposefully up to a beacon, instead hats with required capabilities
pass them on to other hats, and eventually a capable task force appears at the
beacon.

Each organization has a generative planner that plans tasks for its members.
At each tick, each organization has a chance of beginning a new task. When a new
task is started, the Hats meeting planner creates a task force, the size of which
is controlled by a parameter. The planner next selects a target location in the
Hats world. If a beacon is selected as the target, the goal of the task is to bring
to that location the set of required capabilities that match the vulnerabilities of
the beacon. If the location is not a beacon, a random set of required capabilities
is selected as the set to bring to the location.

Task force members may or may not already possess the required capabilities;
usually they dont. The planner creates a set of meetings designed to ensure
that the task force acquires all of the required capabilities before going to the
target location. This is accomplished by constructing a meeting tree that specifies
meetings and their temporal order. Figure 2 shows an example meeting tree,
where boxes represent planned meetings among hats and arrows represent the
planned temporal partial order of meetings. The tree is “inverted” in the sense
that the arrows point from leaves inward toward the root of the tree. Parent
meetings, where arrows originate, are executed first. When all of the parent
meetings of a child meeting have completed, then the child meeting happens.
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Fig. 2. Example of a generated meeting tree. Each box represents a meeting and con-
tains a list of participating hats. Arrows indicate planned temporal order of meetings.

2.2 The Information Broker

As an analyst playing the game, your job is to protect the Hats society from
terrorist attacks. You need to identify terrorist task forces before they attack
beacons, but you also need to avoid falsely accusing innocent hats. The only
way to do this successfully is to gather information about hats, identify meetings,
track capability trades and form hypotheses about the intentions of groups of
hats. The information broker provides information about the state of the Hats
world. The information broker will respond to questions such as “Where is Hat27
right now?” It will also provide information by subscription to analysts’ tools,
which in turn make information broker requests. For example, a tool might
process requests like, “Identify everyone Hat27 meets in the next 100 steps,” or,
“Tell me if Hat27 approaches a beacon with capabilities C1, C7 or C29.”

Some information is free, but information about states of the simulator that
change over time is costly. The quality of the information obtained is determined
by the amount paid.

Eight basic information requests can may be made: the hats at the location (if
any), participants in a meeting, capabilities carried by a hat, capability trades,
meeting times, hat death time, meeting locations and hat locations. The first five
requests return lists of things, such as hats, capabilities, times, etc. The latter
three are scalar values.

2.3 Actions

In addition to requesting information, the analyst playing the Hats game can
also change a beacon’s alert level and arrest hats. Both actions affect an analyst’s
performance score (discussed in Section 2.4).

Raising Alerts. We may not be able to stop an attack, but if we know it
is coming, we can prepare and minimize loss. This is the inspiration behind
modeling beacon alerts. Each beacon can be in one of three alert levels: off
(default), low, or high. These correspond to the conditions of no threat, a chance
of an attack, and attack likely. The analyst decides which level a beacon alert is
set to, but the Hats Simulator keeps track of alert states over time and whether
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an actual attack occurs while the state is elevated. The goal of the analyst is to
minimize the time beacon alerts are elevated. High alerts are more costly than
low ones. On the other hand, if an attack does occur on a beacon, a high alert
is better than a low alert, and a low alert is better than none.

Arresting Hats. Analysts can also issue arrest warrants for hats in order to
prevent beacon attacks. Arrests are successful only when the targeted hat is
currently a member of a terrorist task force. Attempted arrests under any other
conditions, including hats that are terrorists but not currently part of a terrorist
task force, result in a false arrest (a false positive). Under this model, a hat can
be a terrorist but not be guilty of any crime. Unless terrorist hats are engaged in
ongoing terrorist activities, their arrest incurs penalties. While this is a simple
model, it places realistic constraints on the analyst’s choice of actions.

2.4 Scoring Analyst Performance

The Hats Simulator and Information Broker together provide an environment
for testing analyst tools. The object of the game is to identify terrorist task
forces before they attack beacons. Three kinds of costs are accrued:

1. The cost of acquiring and processing information about a hat. This is the
“government in the bedroom” or intrusiveness cost.

2. The cost of falsely arresting benign hats.
3. The cost of harm done by terrorists.

The skill of analysts and the value of analysis tools can be measured in terms
of these costs, and they are assessed automatically by the Hats Simulator as
analysts play the Hats game.

3 The COLAB Analysis Environment

The Hats game is very challenging. There is a vast amount of information to keep
track of. There are hundreds of thousands of entities. The properties of these
entities change from one time step to the next. There is considerable hidden
structure, including organization membership, task force membership, coordi-
nated task goals, and benign or malevolent intention. Identifying any of this
structure will require keeping track of individual and group behavioral histories.
Interacting with the Information Broker alone makes the task nearly impossi-
ble. Any analysis environment worth its salt must help the analyst manage and
explore this information. This is the goal of COLAB analysis environment.

The COLAB analyst environment is built on a blackboard architecture de-
signed to represent relational data and integrate a variety of intelligence analysis
algorithms as problem solving components. We first introduce the blackboard
system architecture and why we believe it is well-suited for this kind of task,
and then describe the COLAB blackboard components.
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3.1 Blackboard Systems

Blackboard systems are knowledge-based problem solving environments that
work through the collaboration of independent reasoning modules [5, 6]. More
recently blackboards have been recognized as platforms for data fusion [7]. They
were developed in the 1970s and originally applied to signal-processing tasks.
The first, HEARSAY-II [8], was used for speech recognition, employing acous-
tic, lexical, syntactic, and semantic knowledge. Other systems were applied to
problems as diverse as interpretation of sonar data, protein folding, and robot
control [5].

Blackboard systems have three main components: the blackboard itself,
knowledge sources, and control. The blackboard is a global data structure that
contains hypotheses or partial solutions to problems. The blackboard is typically
organized into spaces representing levels of abstraction of the problem domain.
For example, HEARSAY-II had different levels for phrases, words, syllables, and
so forth. Knowledge sources (KSs) are modular, self-contained programs which
post results of local computations to the blackboard. Different KSs use different
types of knowledge: for example, one might use a grammar to generate words
which are likely to occur next, while another might detect phonemes directly
from the acoustic signal. While no single knowledge source can solve the prob-
lem, working together they can. Getting knowledge sources to “work together”
is the task of blackboard control [9].

3.2 The COLAB Blackboard

The COLAB blackboard follows the same architectural principles of a standard
blackboard except that human users interact with the blackboard, playing the
same role as other domain and control knowledge sources. The COLAB black-
board is the analyst’s “workspace,” representing and managing information that
the analyst gathers from the Hats Information Broker. In this workspace, the
analyst views, manipulates and processes Information Broker reports to extract
evidence supporting hypotheses about ongoing on potential future events. Ana-
lysts are also provided an interface to define and manage their own KS assistants,
agents that can handle routine querying, watching for user-defined conditions of
interest, and sending alerts or reminders when conditions are satisfied.

3.3 COLAB Knowledge Sources

A class of KSs called report triage KSs handle processing information broker
reports and updating the Labels and Processed Reports spaces. Another class
consists of KS interfaces or wrappers for algorithms available to the analyst
as analysis tools or “services.” The beauty of the blackboard architecture is
that it is specifically designed to facilitate collaborative software [7]; as long as
these algorithms can read representations on the blackboard and write output
to the blackboard that is interpretable by other KSs, they can participate in
blackboard processing. Some examples of analysis services include algorithms for
assigning suspicion scores to hats [10], identifying community structure [11, 12],
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and reasoning about behaviors over time. Some services may require their own
blackboard spaces for specialized processing, such as a graph representation used
for community finding, but the results of any service are reported to the Raw
Reports space as a report, just like a report from the Hats Information Broker.

Another class of KSs consists of the user-defined “agents” that perform simple
tasks. Like other KSs, agents have a trigger condition and action that is taken
if the condition is met, but triggers and actions are restricted to what can be
expressed in components of the COLAB query language, described in Section 3.4.
These agents may issue there own queries, check for conditions, and either trigger
other KSs or send messages to the users. They may be scheduled for repeated
activation and run in the background, automating routine checks of conditions
such as whether a hat on a watchlist has moved within some distance of a beacon.

3.4 The COLAB Interface

Up to this point we have described the problem domain and the core architecture
supporting the analyst working environment. We now describe the third com-
ponent of COLAB: the web-based user interface. The goal of COLAB interface
design is intuitive information management. This means making information
stored on the blackboard as accessible as possible and providing mechanisms for
analysts to author and manage their hypotheses. Information management is
an open research challenge that includes issues in knowledge engineering, query
languages, data mining and data visualization. Our design philosophy is to start
simple and start with existing technologies. For hypothesis representation, CO-
LAB uses the Trellis argument authoring tool. For information access we have
implemented a subset of standard SQL with small extensions. And our initial
interface for browsing blackboard contents will be hypertext-based.

Trellis. Trellis [13] is an interactive web-based application for argumentation
and decision-making. Trellis has its roots in the Knowledge Capture AI com-
munity, whose aim is to make it possible for unassisted users to represent their
knowledge in a form that can be use by knowledge-base AI systems. Trellis takes
a step in this direction by allowing the user to express herself using a combina-
tion of semi-formal argument terms and relations to structured combinations of
free text and documents found on the web (including text, images, video and
other media). Users individually or collaboratively author structured arguments
and analyses. The tool is domain independent, permitting general structured
argumentation about any topic.

We have chosen to adopt Trellis as the COLAB hypothesis authoring tool be-
cause it expresses the basic hierarchical support/dissent relationships between
statements that we believe will be useful to analysts. Trellis also provides a well-
designed, intuitive user interface. The left half of the COLAB browser window
in Figure 3 shows an example of the Trellis Discussion interface. The interface
currently displays an argument supporting the hypothesis that beacon B012 is
threatened. The top-level statement (the “target hypothesis”) asserts that Task-
force-34 threatens beacon B012. This claim is supported by three additional
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Fig. 3. The COLAB web interface. The left half of the browser window contains the
interface to the Trellis argument authoring tool. An argument about whether beacon
B12 is threatened is currently being edited. The upper right of the browser window
contains the field for entering commands and queries. The Author Query command
template is currently selected. The bottom right provides a history of COLAB events,
including events created by user input, events initiated by other users (such as making
a table public) and Hats Simulator world-state events, such as advancing a tick.

statements, that Task-force-34 has capabilities that overlap the vulnerabilities
of the beacon, that Task-force-34 is malicious, and that the members of Task-
force-34 are near the beacon. Capability overlap is further elaborated by evi-
dence that the capabilities are carried by individual hats in the group. The exam-
ple also includes a “Con” relationship, expressing a statement against the group
having the required overlapping capabilities: hat H0895 is no longer carrying the
remaining required capability C14, having apparently expired at tick 316. The
Trellis window also represents, by the colored bars to the right of each statement, a
tally of votes provided by other analysts indicating whether they agree or disagree
with the statement. In this case, only one other analyst has voted; green indicates
they agree, red indicates they do not agree with the statement.

Query Language. During an analysis session, the blackboard will rapidly fill
with many reports about events in the Hats world, the results of analysis tools
and analyst-authored hypotheses. In order to gather, manipulate and manage this
data, we have implemented a subset of SQL, an intuitive, well-studied language
with a long, successful history in practical database applications [14]. In the rela-
tional model, an individual fact is represented as a set of attribute values. Facts are
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collected in tables in which each row represents a fact, each column corresponds to
an attribute, and the cell at the row/column intersection holds the the attribute
value for the fact. Queries specify what information to extract from tables, and
the results of queries are expressed in new tables. The upper-right frame of the
browser window in Figure 3 shows the query entry field. The query example in
the window requests a table containing the hat ids and hat capabilities for
hats from the watch list table – but only for those hats that are within distance
4 of a beacon and have a suspicion greater than 75%. The table has also been as-
signed the name WatchList Hats Near Beacons by the user.

Agents: User-defined KSs. Knowledge sources provide another facility for
analyst information management. As mentioned in Section 3.3, users may use
the query language to specify KS triggers and actions.

The following is a set of example tasks that can be expressed as agents, to
help with routine monitoring of events in the Hats Simulator:

– Meeting Alert. Any time two or more hats from a specified set of hats
(e.g., all hats whose locations have just been reported) meet at the same
location for more than two ticks, send an alert to the user that a meeting
may have just taken place (Along with location and time). Another agent
may be defined to trigger when the meeting alert is issued; this sensor may
then send a query to the Information Broker asking whether a meeting has
taken place at that location.

– Watchlist Scheduled Query. This KS updates a “watchlist” dynamic table
to include any hats whose number of meetings with known terrorists is above
some threshold. Alternatively, the KS may schedule execution of a suspicion
scoring analysis service and the suspicion scores of hats above some threshold
are included in the Watchlist table.

– Beacon Vulnerability Sensor. After each update to the watchlist above,
check whether any hats on the watchlist have capabilities that overlap a
specified beacon’s vulnerabilities. If so, trigger a beacon threat alert KS.

– Beacon Threat Alert. Triggered by the Beacon Vulnerability Sensor, this
KS tests whether hat(s) triggering the vulnerability sensor are within some
distance of the beacon. If so, then send an alert to the analyst.

3.5 COLAB Implementation

COLAB is was developed in Macintosh Common Lisp2 (MCL) 5.1 and open-
MCL3 1.0 running on Macintosh OS X. For the blackboard we used the GB-
Bopen4 blackboard framework. The web interface server is also written in Com-
mon Lisp, built on top of the lightweight Araneida5 server. Except for MCL and
Mac OS X, all of these software packages are open source.

2 http://www.digitool.com/
3 http://www.openmcl.org/
4 http://gbbopen.org/
5 http://www.cliki.net/araneida
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4 Concluding Remarks

In the introduction we described three target uses for the Hats Simulator in
conjunction with COLAB: an environment for studying analyst collaboration
and analysis tools, an environment for training analysts, and a configurable lab-
oratory to study varying command and control structures for network-centric,
distributed intelligence analysis. All three are very ambitious goals and COLAB
is still an early prototype. However, the facilities described in this paper are im-
plemented and we are beginning user testing. COLAB provides and interesting,
novel information fusion architecture for intelligence analysis that is unique in its
pairing of a hypothesis authoring tool, provided in Trellis, a configurable multi-
user information management system, provided by the COLAB blackboard, and
a challenging, discrete-time simulated problem domain that can be played online.
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Abstract. In many organizations, it is common to control access to con-
fidential information based on the need-to-know principle; The requests
for access are authorized only if the content of the requested information
is relevant to the requester’s current information analysis project. We
formulate such content-based authorization, i.e. whether to accept or re-
ject access requests as a binary classification problem. In contrast to the
conventional error-minimizing classification, we handle this problem in a
cost-sensitive learning framework in which the cost caused by incorrect
decision is different according to the relative importance of the requested
information. In particular, the cost (i.e., damaging effect) for a false pos-
itive (i.e., accepting an illegitimate request) is more expensive than that
of false negative (i.e., rejecting a valid request). The former is a serious
security problem because confidential information, which should not be
revealed, can be accessed. From the comparison of the cost-sensitive clas-
sifiers with error-minimizing classifiers, we found that the costing with
a logistic regression showed the best performance, in terms of the small-
est cost paid, the lowest false positive rate, and the relatively low false
negative rate.

1 Introduction

Illegitimate access to confidential information by insiders poses a great risk to
an organization. Since malicious insiders are well aware of where the valuable
information resides and which cause damaging effects, the results of illegitimate
confidential access are far more costly. Illegitimate access is difficult to effec-
tively prohibit or detect because malevolent actions are done by already trusted
persons.

One of the most common approaches to handle this problem is access control
based on the need-to-know principle; The requests for access are authorized only
if the content of the requested information is relevant to the requester’s project.
For example, if an information analyst’s current project concerns the develop-
ment of nuclear weapon by Iran, it would be illegitimate for the analyst to have
access to documents on other aspects, e.g., feminist activities in Iran. However,
since documents on these different aspects of Iranian politics and welfare are not
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necessarily a priori separated in different secured data bases, the issue of allowing
access on a need-to-know basis on particular documents is very challenging.

Requests to access the confidential information may occur, for example, when
an employee is assigned to a new project and needs to access background knowl-
edge. The project manager will either hand select only those confidential infor-
mation that he will let the employee see, or completely bar access to the entire
collection rather than exposing information that should not be exposed. However
this approach is quite inflexible. It does not allow easy adjustment to frequent
changes of a user’s task assignment. Project assignments for an employee may be
changed quite often and hence the employee needs to access confidential informa-
tion related to the newly assigned project. Alternatively, since the organization
wants to make sure that the employee accesses only pertinent information, a
set of access control lists (ACL) may be compiled manually to control those re-
quests. Each item of confidential information is associated with an ACL, which
ensures a corresponding level of security and can be accessed by anyone who has
been authorized. However this approach has a crucial security weakness. Since,
for the purpose of indexing and security, confidential information is grouped into
containers by project-basis, a user who is authorized to a segment of confidential
information in a container is actually able to access the entire container.

As a solution for these problems, we developed a multi-agent system that han-
dles the authorization of requests for confidential information as a binary clas-
sification problem [9]. Instead of relying on hand-picked information or coarse-
grained ACLs, our system classifies on-the-fly the content of each requested
information access as positive or negative with respect to the content of the
requester’s project and authorizes the request if the requested information is
classified as positive to the requester’s project. Otherwise the request is rejected
because the requester’s project description is not similar to the information. Our
approach is quite flexible and adaptive to changes of project assignment because
only an updated description of newly assigned projects is necessary to re-train
the classifiers, instead of re-compiling the ACL on all changing relevant infor-
mation. Therefore, it is much less expensive, both computationally, and also in
terms of human time and effort, than an ACL-based approach.

Although our approach showed a relatively good performance [9], we believe
there is room for improvement. Previously we made use of five different error-
minimizing classifiers for authorizing the requests to access confidential informa-
tion. However, in domains where there is differential cost for misclassification of
examples, an error-minimizing approach may not give results that reflect the real-
ity of the domain. For example, suppose that there are 100 medical cases that are
comprised of 5 cancer cases and 95 flu cases. Without considering the cost for mis-
classification (e.g., compensation for misdiagnosis), an error-minimizing classifier
would simply achieve the lower error rate by ignoring the minority class, even
though the actual result of misdiagnosis on cancer is far worse than that of flu.
Thus, it is undesirable to use an error-minimizing classification method, which
treats all mis-classification costs equally for such a cost-sensitive scenario because
primarily it classifies every example as belonging to the most probable class.
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In this paper we present our works for testing the effectiveness of cost-sensitive
learning for the problem of confidential access control. Section 2 compares cost-
sensitive classification with error-minimizing classification in terms of the op-
timal decision boundary. In addition, it describes two cost-sensitive learning
methods for the process of confidential access control. Section 3 describes ex-
perimental settings and empirical evaluation of cost-sensitive learners. Section 4
presents related work and section 5 presents conclusion and future work.

2 Cost-Sensitive Classification

A classification method is a decision rule that assigns one of (or more than
one) predefined classes to given examples. The optimal decision boundary is a
decision criterion that allows a classifier to produce the best performance. Let
us consider a hypothetical example in figure 1 which shows two classes with
overlapping boundaries due to their intrinsic randomness – their actual values
are random variables. In this example, the class-conditional density for each class
is a normal distribution, that is, f0(x|class = 0) ∼ N(µ0, σ

2
0) and f1(x|class =

1) ∼ N(µ1, σ
2
1) (i.e., µ0 = 0.3500, σ0 = 0.1448, µ1 = 0.7000, σ1 = 0.1736).

Under the equal cost for misclassification, the optimal decision boundary (the
solid line in the figure 1) lies in the center of two class distributions. An example
randomly generated will be assigned to class 1 if its value is greater than 0.52 (the
actual value of the optimal decision boundary in figure 1 is xe∗ = 0.52). Otherwise
it is assigned to class 0. According to the optimal boundary, a classifier can gen-
erate four possible classification outcomes for a given example; a: true positive,
b: false positive, c: false negative, and d: true negative [4]. Table 1 captures this
information as well as the cost (λij) involved in those four outcomes.

If the cost for misclassification is unequal, where then would be the opti-
mal decision boundary? Let us consider the case that there are text documents
belonging to “class 0” and “class 1,” and all of them are confidential informa-
tion of which careless release may have a damaging effect. An employee is newly

0 0.2 0.4 0.6 0.8 1

a 

b c 

d 

class=1 

class=0

xL* xe* xR*

Fig. 1. The optimal decision boundary for a binary classification may vary according
to the cost for misclassification
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Table 1. A cost matrix represents four possible classification outcomes and their as-
sociated costs. In particular, for a given example, x, “a” means true positive, i.e., the
example belongs to class 1 and is classified as class 1. “ c” is false negative if x is
classified as class 0. “d” is true negative if x belongs to class 0 and is classified as class
0. Finally, “b” is false positive if x is classified as positive. λij is the cost for classifying
an example belonging to j as i.

true class = 1 true class = 0

output class = 1 a (λ11) b (λ10)
output class = 0 c (λ01) d (λ00)

assigned to a project for which records are labeled as “class 1.” He is authorized
to access only documents in “class 1” because he needs to know background
knowledge of the project. Assuming that a zero cost is assigned to the correct
classification 1 (i.e., λ11 = λ00 = 0), the costs for two types of error should be
considered carefully for providing a reliable confidential access control; false neg-
ative (λ01) – reject the valid request (e.g., reject the request that the employee
asks to access a “class 1” document); false positive (λ10) – accept the invalid
request (e.g., accept the request that the employee asks to access a “class 0”
document). In particular, a false negative causes the employee to be inconve-
nienced because he is not able to access need-to-know information. However,
not approving valid requests does not cause a serious problem from the security
perspective. On the contrary, a false positive is a serious problem because con-
fidential information, which should not be revealed, can be accessed. Therefore,
for a need-to-know basis confidential authorization, the cost for false positive
(i.e., the damaging effect) is much higher than that of false negative.

Thus the decision boundary for uniform-cost must be re-located, in order to
minimize the cost for misclassifications. For example, if the cost of false pos-
itive is higher than that of false negative, the decision line should be moved
toward the right (e.g., xe∗ → xR∗). Two dashed lines in figure 1 represent the
optimal decision boundaries for non-uniform misclassification cost assigned to
each example. However a tradeoff must be considered because choosing one of
the extremes (e.g., xL∗ or xR∗ ) will not consider the error. In particular, the
classifier could reduce the false negative close to zero if we would choose xL∗ as
a decision line, but with higher false positive. If either of extremes is not the so-
lution, the optimal decision line should be chosen somewhere between extremes
by considering the tradeoff.

2.1 Methods for Cost-Sensitive Classification

In the problem of unequal misclassificaiton cost, the goal of cost-sensitive learn-
ing is to find the boundary between the regions that divide optimally the
example space. Obviously the misclassification cost, particularly a cost table

1 We assume that the employee is authorized to access if the requested documents is
classified by the system as “class 1”.
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(e.g., table 1), is the dominant factor for the optimal boundaries. That is, the
region where class j must be predicted will expand at the expense of the re-
gions of other classes if misclassifying examples of class j is more expensive
relative to misclassifying others, even though the class probabilities remain un-
changed.

In this paper, we utilize two methods that convert arbitrary error-minimizing
classifiers into cost-sensitive ones without modifying classification rules: costing
[13] and metacost [2]. These methods make use of sampling techniques that
change the original example distribution D to D̂ by incorporating the relative
misclassification cost of each instance, according to a given cost matrix. This
changes the proportion of a certain class (e.g., documents that are “need-to-
know” to perform a given project) by re-sampling of the original examples. Then
the methods make any cost-insensitive error-minimizing classifiers to perform
cost minimization on the newly generated distribution, D̂.

Costing. Costing (cost proportionate rejection sampling with aggregation) is
a wrapper for cost-sensitive learning that trains a set of error-minimizing clas-
sifiers by a distribution, which is the original distribution with the relative cost
of each example, and outputs a final classifier by taking the average over all
learned classifiers [13]. Costing is comprised of two processes: rejection sam-
pling and bagging. Rejection sampling has been used to generate independently
and identically distributed (i.i.d.) samples that are used as a proxy distribution
to achieve simulation from the target distribution. Rejection sampling for the
costing assigns each example in the original distribution with a relative cost
2 and draws a random number r from a uniform distribution U(0, 1). It will
keep the example if r > c

Z . Otherwise it discards the example and continues
sampling until certain criteria are satisfied. The accepted examples are regarded
as a realization of the altered distribution, D̂ = {S′

1, S
′
2, ..., S

′
k}. With the al-

tered distribution, D̂, costing trains k different hypotheses, hi ≡ Learn(S
′
i),

and predicts the label of a test example, x, by combining those hypotheses,
h(x) = sign

(∑k
i=1 hi(x)

)
.

MetaCost. MetaCost is another method for converting an error-minimizing
classifier into cost-sensitive classifier by re-sampling [2]. The underlying assump-
tion is that an error-minimizing classifier could learn the optimal decision bound-
ary based on the cost matrix if each training example is relabeled with the cost.
MetaCost’s learning process is also comprised of two processes: bagging for re-
labeling and retraining the classifiers with cost. In particular, it generates a set
of samples with replacement from the training set and estimates the class of
each instance by taking the average of votes over all the trained classifiers. Then
MetaCost re-labels each training example with the estimated optimal class and
re-trains the classifier to the relabeled training set.

2 x̂i = c
Z

× xi, where c is a cost assigned to xi and Z is a normalization factor,
satisfying maxc∈S c.
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3 Experiments

The scenario which we are particularly interested in is a process of confiden-
tial access control based on the need-to-know principle. We model the decision
whether to reject or accept the access request as a binary classification. In par-
ticular, our system classifies the content of the requested information as positive
or negative with respect to the content of the requester’s project and authorizes
the request if the requested information is classified as positive to the requester’s
project. Otherwise the request is rejected. To this end, we choose three differ-
ent classification methods, linear discriminant analysis (LDA), logistic regression
(LR), and support vector machines (SVM), because of their relative good per-
formance, particularly in text classification [7], [8], [11].

The purpose of the experiments is two-fold; (1) to find a good classification
method that minimizes the cost and the false positive rate while holding the
false negative rate reasonably low, (2) to verify that the cost-sensitive learning
methods reduce the total cost for misclassification in comparison with error-
minimizing classifiers. From these objectives, three performance metrics are pri-
marily used to measure the usefulness of classifiers; false negative, defined as
fn = c

a+c by using the values in the table 1, false positive, fp = b
b+d , and cost

for misclassification. These metrics are better matched to our purpose because
we are interested in primarily reducing the error and the cost.

Since there are no datasets available that are comprised of confidential in-
formation, we choose the Reuters-21578 document collections for experiments.
This data set, which consists of world news stories from 1987, has become a
benchmark in text categorization evaluations. It has been partially labelled by
human experts with respect to a list of categories. Since our task is a binary
classification task where each document must be assigned to either positive or
negative, we discarded documents that are assigned no topic or multiple topics.
Moreover, classes with fewer than 10 documents are discarded. The resulting
data set is comprised of 9,854 documents as a training set and 4,274 documents
as a test set with 67 categories.

The experimental setting is as follows. All the documents are regarded as
confidential. Documents belonging to the selected category are regarded as con-
fidential information that the requester needs to know. Conversely the rest of
test documents are confidential information that should not be revealed. A false
positive occurs when a method classifies a document as positive that should have
not been revealed whereas a false negative occurs when the method classifies a
request as negative that should have been accepted. For both errors, the system
pays the cost for misclassification. In the next section, we describe a method for
cost assignment.

3.1 Cost Assignment

According to the class assignment – not the original Reuters-21578 category la-
bel, but the artificially assigned class label, such as need-to-know confidential
or otherwise (simply, positive or negative) – each of the documents in both the
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training and testing sets is assigned a cost, ensuring that the mis-classification
cost of a need-to-know confidential information is higher than that of the re-
maining confidential documents (i.e., λ10 > λ01, λ10 > λ00, λ01 > λ11) [3].

Since the Reuters-21578 document collection does not have cost information,
we devised a heuristic for cost assignment. There is a cost involved in incorrect
classification. Moreover, a higher cost is assigned to a false positive than a false
negative. Particularly, the cost for misclassifying a confidential document, di, is
computed by:

cost(di) =

{
[s, s + |cj |] if di ∈ cj and cj = positive[
0,

∑
s∈positive cost(ds)

|number of negative documents|
]

Otherwise

where s = ln
(

N
|cj|
)
× 100, N is the total number of documents and |cj | is the

number of documents belonging to the jth category. The total cost for misclas-
sification is added to the cost of confidential documents misclassed if a classifier
is not able to predict any of the positive cases, in order to prevent the case that
a low cost is simply achieved by ignoring the class with a low frequency. For ex-
ample, there are 15 out of 10,000 documents belonging to the positive class. The
cost assignment ensures that the total cost for misclassifying those 15 examples
should be either equal to or higher than that of the remaining documents 3.

3.2 Experimental Results

From the 67 selected categories of the Reuters-21578 dataset, we choose the
five different categories as representative ones according to their category fre-
quencies: small (“livestock” and “corn”), medium (“interest”), and large (“acq”
and “earn”). There are 70% of documents in a category (e.g., the “livestock”
category) used as “training” and the remaining 30% documents are used for
“testing”, respectively. There are nine different classifiers tested: LDA, LR, and
SVMs, and the combination of those three classifiers with two methods for cost-
sensitive learning: metacost and costing. A binary classifier was trained for each
of the selected categories by considering the category as positive (i.e., docu-
ments that an employee needs to know) with the rest of the data as negative
examples. We made use of the LIBSVM4 and tested three different kernels,
such as linear, polynomial, and Gaussian. The Gaussian kernel (i.e., width =

1
max feature dimension) was chosen due to its best performance and the different
cost factors are assigned 5, C = 10 ∼ 100. Those values are chosen optimally by
10-fold cross validation.
3 For this case, the cost for misclassifying a positive document is 650.0789 (=

ln
(

9985
15

)×100) and the sum of the cost is 9751.1835 (=650.0789 × 15). Accordingly
the cost of misclassification of a negative document is 0.9765 (= 9751.1835

9985
) and the

cost sums to 9751.1835 (= 0.9765 × 9985).
4 http://www.csie.ntu.edu.tw/∼cjlin/libsvm/
5 The cost of constrain violation is set to 100 if there are relatively small amount of

positive examples available. Otherwise it is set to about 10.
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Fig. 2. Pairs of false positive (filled bar) and false negative (empty bar) for three
selected categories by nine different classifiers, which are numbered from the left to
right: (1) SVM, (2) SVM with costing, (3) SVM with metacost, (4) LR, (5) LR with
costing, (6) LR with metacost, (7) LDA, (8) LDA with costing, and (9) LDA with
metacost, respectively. From the top left, the results for “livestock,” “corn,” “interest,”
“acq,” and “earn” are presented

As mentioned earlier, the experimental results are primarily analyzed by “false
positive,” “false negative,” and “cost.” The procedure of experiments is as fol-
lows: firstly, pick one of five selected categories; secondly, assign the cost to each
of documents according to its importance using the heuristic described in sec-
tion 3.1; then, train each of nine classifiers by training examples with cost; finally
compute three performance measure (i.e., false positive, false negative, and cost
for incorrect classification). Figure 2 shows pairs of false positive and false neg-
ative for the three selected categories by nine different classifiers. Except the
“interest” category, LR with the costing showed the best results that minimize
false positive while holding false negative low. In particular, for the “livestock”
category, LR trained by only 18% training data (i.e., 1,781 out of 9,854 docu-
ments) resulted 0% false positive and 2.8% false negative rate. For the costing,
we carried out five different sampling trials for each category (i.e., 1, 3, 5, 10,
and 15) and represented the trial for the best performance. For this category, a
newly generated distribution by 10 rejection sampling trials is used to achieve
this result. Each resampled set has only about 178 documents. LDA with the
costing showed the smallest error for the “interest” category that is comprised
of 5.6% false positive and 4.5% false negative.

Table 2 replicates this trend in terms of the total cost for misclassification.
The number in parenthesis next to topic name in table 2 is the total number of
text documents belonging to that category. The results reported for the costing
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Table 2. The cost for misclassification by nine different classifiers are presented. The
values in bold face are the best for corresponding category.

Methods livestock (114) corn (253) interest (513) acq (2448) earn (3987)
SVM 13967 66453 54065 83141 108108

SVM (w/costing) 4035 ± 30 8851 ± 52 9058 ± 159 40009 ± 252 96007 ± 331
SVM (w/mc) 7147 ± 50 23596 ± 64 32011 ± 321 194165 ± 451 228612 ± 453

LR 35809 32759 60031 349080 710631
LR (w/costing) 484 ± 11 1333 ± 44 29614 ± 110 606 ± 145 2521 ± 191

LR (w/mc) 34980 ± 35 32759 ± 79 60374 ± 154 386859 ± 1185788819 ± 263
LDA 2638 66453 124733 591300 908690

LDA (w/costing) 1461 ± 28 6092 ± 89 7301 ± 152 39354 ± 205 41478 ± 159
LDA (w/mc) 40079 ± 57 45778 ± 71 8955 ± 157 51789 ± 285 54084 ± 244

Cost for base line 42625 79084 139113 591357 1090498

and the metacost are the average of 5 different runs. The bottom line entitled
“cost for base line” is the total cost for a category if a classifier classifies all
the testing examples incorrectly (e.g., the misclassification cost of a classifier for
“livestock” will be 42,625 if the classifier classifies all incorrectly). For the “earn”
category, LR with the costing caused only 0.002 out of the total cost (2,521 out
of 1,090,498). For the remaining categories, the best-performer paid only less
than 0.05 out of the total cost.

From the comparison with error-minimizing classifiers, the costing proved its
effectiveness in that it requires relatively small amount of training data for a
better performance. For the “corn” category, LR with the costing, which only
used 10% of the training data (i.e., 986 out of 9,854 documents) showed the best
result in terms of the smallest loss (1,333 out of 79,084), zero false positive, and
lower false negative rate (0.039). The LR classifier was trained by a sample set by
three rejection sampling trials that is comprised of 458 positive and 528 negative
examples. The smallest cost implies that it is expected to pay 1.1% of the total
cost caused by incorrect confidential access control (i.e., misclassification). From
the false positive perspective (zero false alarm), there is no leaking of confidential
information. 39% false negative rate means that there would be 39 out of 1,000
valid requests to the confidential information that are mistakenly rejected. This
inconveniences employees because they have to access particular information for
their projects, but the system does not authorize their access requests. This
trend holds good for the remaining four categories.

4 Related Work

Weippl and Ibrahim [12] proposed content-based management of text document
access control. They applied a self-organized map (SOM) to cluster a given col-
lection of text documents into groups which have similar contents. This approach
also allowed humans to impose dynamic access control to identified text docu-
ment groups. However they did not address a potential problem that occurs
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when the security policy for individual documents of a cluster does not match
with the security policy for that cluster. Giuri and Iglio [5] proposed an approach
that determines a user’s access to confidential information, which is based on the
content of the information and the role of the user. For example, they consider
subdividing medical records into several different categories (e.g., pediatrics),
and allow that only relevant physicians (e.g., pediatrician) can access them.
Since they do not mention automatic techniques in their paper, one is left with
the suspicion that they manually categorize content and roles. Aleman-Meza
and his colleagues proposed an ontological approach to deal with the legitimate
document access problem of insider threat [1]. An attempt to access document
is regarded as legitimate if the job assignment of a requester (e.g., an intelli-
gence analyst) has a semantic association with the documents that are accessed.
This approach is quite similar to ours in that they enforce the need-to-know
principle by using a predefined ontology. A well-defined ontology might be use-
ful to determine the semantic associations between the existing documents and
the analysts’ assignments, but regular updates are required to accommodate the
change of the document collections and the topics of assignments. Symonenko
and his colleagues propose a hybrid approach that combines role-based access
monitoring, social network analysis, and semantic analysis of insiders’ communi-
cations, in order to detect inappropriate information exchange [10]. Lee and his
colleagues [6] introduced a cost-sensitive framework for the intrusion detection
domain and analyzed cost factors in detail. Particularly, they identify the major
cost factors (e.g., costs for development, operation, damages and responding to
intrusion) and then applied a rule induction learning technique (i.e., RIPPER)
to this cost model, in order to maximize security while minimizing costs. How-
ever their cost model needs to be changed manually if a system’s cost factors
are changed.

5 Conclusion and Future Work

In the scenario of confidential access control based on the need-to-know principle,
a false positive occurs when the system accepts a request that should not have
been accepted whereas a false negative occurs when the system rejects a request
that should have been accepted. For both errors, the system pays the cost for
misclassification. From the security perspective, it is more tolerable to have an
authorization process with a high false negative rather than one with a high false
positive rate because the latter is a serious security problem since confidential
information, which should not be revealed, can be accessed.

In this paper we test the effectiveness of cost-sensitive learning for confiden-
tial access control and improve our previous results by taking into consideration
the cost caused by misclassification. To this end, we model the binary decision
whether to reject or accept the request in a cost-sensitive learning framework,
where the cost caused by incorrect decision for the request is different according
to the relative importance of the requested information. In addition, we in-
vented a cost assignment method that ensures that the mis-classification cost of
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a need-to-know confidential information is higher than that of the other confiden-
tial information. Finally we tested three different error-minimizing classification
methods.

From the comparison of the cost-sensitive learning methods with the error-
minimizing classification methods, we found that the costing with a logistic re-
gression showed the best performance. In particular, it requires far less training
data for much better results, in terms of the smallest cost paid, the lowest false
positive rate, and the relatively low false negative rate. The smallest cost implies
that it is expected to pay 1.1% of the total cost caused by incorrect confidential
access control. The nearly zero false positive rate means that there is no leak-
ing of confidential information. The benefit of smaller training data is two-fold;
First, obviously it takes less time to train the classifier; Second, it enables a
human administrator to conveniently identify arbitrary subsets of confidential
information, in order to train the initial classifier. In other words, through our
proposed methods, it becomes easier for a human administrator to define, as-
sign, and enforce an effective access control for a particular subset of confidential
information. Although our approach demonstrates a promising result, we believe
that such a content-based approach should be used as a complementary tool for
a human administrator.

Although to our knowledge, the cost-sensitive learning approach is a novel
one for confidential access control, it would be very interesting if we compare
the effectiveness of our framework with conventional document management
systems (e.g., ACL-based systems) and knowledge-intensive approaches (e.g.,
ontology-based systems) as future work.
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Abstract. In the Internet era, enterprises want to use personal information of 
their own or other enterprises’ subscribers, and even provide it to other 
enterprises for their profit. On the other hand, subscribers to Internet enterprises 
expect their privacy to be securely protected. Therefore, a conflict between 
enterprises and subscribers can arise in using personal information for the 
enterprises’ benefits. In this paper, we introduce a privacy policy model and 
propose a policy-based privacy authorization system. The privacy policy model 
is used for authoring privacy policies and the privacy authorization system 
renders the authorization decision based on the privacy policies. In the proposed 
system, policies for enterprises and subscribers are described in XACML, an 
XML-based OASIS standard language for access control policies. In addition, 
we show the details of how the procedure of the privacy authorization and 
conflict resolution is processed in the proposed system. 

1   Introduction 

Subscribers’ personal information (PI) stored and managed in enterprise information 
systems is usually used both for the subscribers’ convenience such as eliminating the 
re-entering process of their PI when they perform transactions and for the profit of the 
enterprise. During using enterprises’ services, the subscribers want to make sure that 
their PI is not utilized nor transferred beyond the relevant enterprise perimeter. 
Sometimes, however, it is reported that the subscriber’s PI is used or leaked against 
his/her privacy policy [1, 2, 3]. As a consequence, the uninformed use of PI by an 
enterprise may cause a privacy breach and hinder services that utilize PI [3, 4]. 

In terms of privacy, enterprises should inform their subscribers which personal 
information is collected and for which purposes it is used [3, 7]. For example, if an 
electronic commercial transaction analyzes the subscribers’ preference for products with 
the purpose of advertisement it would be effective from enterprises’ standpoint, while it 
would be considered as a privacy violation from users’ standpoint. In order to solve the 
problem, several non-technical regulations were proposed; privacy protection guidelines 
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of OECD and Fair Information Practice from the US are the most important examples. 
As technology-based privacy protection methods, W3C’s P3P (Platform for Privacy 
Preferences) and IBM’s EPAL (Enterprise Privacy Authorization Language) were 
proposed. But, P3P is mainly for automating the privacy policy verification process 
between user agents and web servers and EPAL is a formal language for writing 
enterprise privacy policies to govern personal information. And there is no general 
privacy authorization model encompassing both user and enterprise privacy policies. 

In this paper, we introduce a privacy policy model and propose a Policy-based 
Privacy Authorization System (PPAS). The privacy policy model is used for 
authoring privacy policies on which the privacy authorization system is based. In the 
proposed system, policies for enterprises and subscribers are described in XACML 
[6], an OASIS standard language for access control policies. In addition, we show the 
details of how the procedure of privacy authorization and a conflict resolution is 
processed in the proposed system. 

The rest of this paper is organized as follows: in section 2, re-searches on the 
privacy-enhancing techniques are briefly reviewed. In section 3, a model for privacy 
policies and the procedure of the privacy authorization system are described. Section 4 
illustrates the implementation of the policy-based privacy authorization system and 
conflict resolution procedure. Finally, the conclusion and future research plans are 
presented. 

2   Related Work 

Alan Westin, Samuel Warren, and Louis Brandeis have defined privacy in a manner 
that has been accepted by many researches [7]. They recommend that when infor-
mation associated to a user or an organization has been disclosed, there should be no 
material loss or emotional damage to be suffered by the users or system administra-
tors of organizations. Moreover, it constitutes the privacy principles that should be 
maintained as a foundation for security and their business. The privacy principles 
include accountability, identifying purpose, consent, limiting collection, limiting use, 
accuracy, openness, individual access, challenging compliance, and safeguards [9].  

The important researches on describing privacy protection principles are W3C’s 
P3P (the Platform for Privacy Preferences) [10] and IBM’s E-P3P (the Platform for 
Enterprise Privacy Practices)[13]. P3P is a platform designed to give users more 
control of their personal information when browsing Internet Websites. Nonetheless, 
P3P does have its limitations [11]. Most importantly, it does not include a mechanism 
for enforcement. It can not ensure that enterprises or organizations will actually 
follow the privacy policies on their websites. E-P3P performs authorization according 
to a privacy protection policy established by an enterprise privacy manager [8]. The 
privacy policy of E-P3P is expressed in EPAL (the Enterprise Privacy Authorization 
Language), which is designed for formulating privacy authorization rules that allow 
or deny actions on data by users for certain purposes under certain conditions while 
mandating certain obligations. E-P3P is yet a promising solution from the enterprise’s 
point of view to provide privacy for user information. However, there exists a 
fundamental vulnerability since EPAL only takes the enterprise privacy policy into 
account [8].   
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In order to solve the problems, a new privacy authorization system encompassing 
both the enterprise and user privacy policies and supporting the privacy authorization 
decision process as well as a conflict resolution are needed. 

3   A Privacy Policy Model and the Design of a Privacy 
Authorization System 

3.1   A Privacy Policy Model  

In the Internet environment, Internet users subscribe to services of enterprises with a 
lot of his/her PI such as his/her name and incomes and the enterprise provides the 
subscribers’ information to other enterprises and accesses to PI of subscribers of other 
enterprises. Enterprises create a lot of privacy policies to protect subscribers’ privacy 
and each subscriber also composes his/her own privacy policies for his/her privacy 
protection. Like this, in order to protect PI, privacy-enhancing technologies compose 
privacy policies and determine whether access requests for PI can be permitted or 
denied. Elements composing a privacy policy are a user who is about to access PI, a 
group of which the user is a member, PI which the user accesses, a purpose for which 
the user access to PI, an access mode which is a type of access operations such as 
read, write, create and delete. There are two types of privacy policies: a privacy 
policy for administration (PPA) and a privacy policy for enforcement (PPE). PPA is 
used for administrators to access mode a privacy policy while PPE is used for privacy 
authorization systems to render the authorization decision.  
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Fig. 1. A Privacy Policy Model 

Our proposed privacy policy model presented in figure 1 consists of two models: a 
privacy policy administration model and a privacy policy enforcement model. A 
privacy policy administration model (PPAM) is for PPA, while a privacy policy 
enforcement model (PPEM) is for PPE. In this paper, only the PPEM is considered 
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Table 1. Components of the Privacy Policy Model 

Components Definition and Description 

U (Users) 
A set of users and enterprises who want to access to PI. U 
is referred to as a subject in access control. 
U = PI_O  PI_E  PI_OP  PI_U 

PI_E A set of privacy administrators for PI in an enterprise 

PI_O A set of PI owners 

PI_OP A set of PI operators in an enterprise 
 

PI_U A set of PI requesters. 

G (Groups) 
A set of user groups 
G = AG_O   AG_E  EG_OP  EG_U 

AG_ E A set of PI _E groups 

AG_ O A set of PI_O groups 

EG_ OP A set of PI _OP groups 
 

EG_ U A set of PI _U groups 

PI (Personal 
Information) 

A set of personal information of subscribers to an 
enterprise. PI is referred to a resource to which a subject 
wants to access. 

P (Purposes) A set of purposes of  using PI 

A (Access modes) 
A set of access modes to PI 
A = {r, w, c, d} , 

 r: read, w: write, c: create, d: delete 

E (Effects) 
A set of effects which are the intended consequence of a 
satisfied policy 
E = { permit, deny, indeterminate, not applicable } 

O (Obligations) 
A set of obligations which must be observed in conjunction 
with the enforcement of an authorization decision 

 
 

because PPE is applied to determine whether an access requests for PI is authorized  
or not. 

Based on the privacy policy model, a privacy policy can be created, which is a rule 
to determine if a user who wants to do an operation on PI with a purpose and whether 
a member of a group is permitted or denied with an obligation. The components of the 
privacy policy model are described in table 1 with details. Groups and purposes in the 
model are hierarchically structured. 
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3.1.1   A Privacy Policy Based on the Privacy Policy Enforcement Model 
A privacy policy based on the PPEM is used for rendering the authorization decision 
to access requests for PI. Privacy policies are divided into two types of privacy 
policies: an enterprise privacy policy (PP_E) which is created by PI_E of an 
enterprise and an owner privacy policy (PP_O) which is composed by the owner of 
personal information. Both the privacy policies are composed by the Cartesian 
production of six sets: subject, resource, purpose, access_mode, effect and obligation. 
The combination of a purpose and access_mode is reffered to as an action in 
XACML. The difference between the two privacy policies is who crates the privacy 
policies. While PP_O created by PI owners is for expressing which PI of owner is 
permitted to be accessed by which enterprises for a specific purpose, PP_E created by 
an enterprise is for describing which PI of subscribers is granted to its applications 
and other enterprises. The formal definition of privacy policies and their descriptions 
are illustrated in table 2. 

Table 2. The Formal Definitions and Descriptions of Privacy Policy 

Privacy Policy 
types 

Definition and Description 

PP PP = PP_E  PP_O 

PP_E 
A set of privacy policy created by PI_E 
PP_E =  (U  G) × PI × P× A × E × O,  
subject × resource × purpose × access_mode × effect × obligation 

 

PP_O 
A set of privacy policy created by PI_O 
PP_O = (U  G) × PI × P× A × E × O 
subject × resource × purpose × access_mode × effect × obligation 

3.2   Design of the Policy-Based Privacy Authorization System 

3.2.1   Privacy Authorization System 
We design the policy-based privacy authorization system based on the privacy policy 
model, which makes an authorization decision when a subject (i.e. U  G) requests 
resource (i.e. PI) of subscribers of other enterprises with an action (i.e. P × A). The 
PPAS analyses an access request for PI, retrieves privacy policies applicable to the 
request, applies privacy policies to access requests for PI and decide whether the 
requests can be permitted or denied. Privacy policies used in the PPAS and access 
requests for PI are written in XACML. Privacy policies must be authored and stored 
in privacy authorization systems before privacy authorization decisions. Privacy 
policies are created and administrated based on the policy elements of XACML.  

There are three policy types: Enterprise policy, Enterprise exception policy and 
User policy. Both Enterprise policy and Enterprise exception policy types are created 
by enterprises and applied to all the subscribers’ PI. Enterprise exception policy type 
is for exceptional cases such as emergencies. User policy type includes policies which 
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{subject, 
resource, 
action}

subject check

action check

resource check

subject G Table

subject URN Table

subject’s G retrieval

subject’s URN retrieval

U, G

PI data, PI owner

P, A

Enterprise Exception PP_E Retrieval

PP_O Retrieval

Enterprise PP_E Retrieval 

PP_E Table

Applicable Exception PP_E retrieval 

PP_E Table

Applicable PP_E retrieval 

PP_O Table

Applicable PP_O retrieval 

Applicable PP_O

Authorization
Response

Access 
Request Info. Access Request

Step 1

Step 2

Step 3

Step 4 Authorization Decision
with Resolution Algorithm

Applicable PP_E

Applicable Exception PP_E

 

Fig. 2. Authorization Procedure of PI Access Requests 

owners of PI individually create for their fine-grained protection. Enterprise policy 
and Enterprise exception policy shown in figure 2 correspond to PP_E, because they 
are manipulated and managed by PI_E. User policy which is created by owners of PI 
corresponds to PP_O. 

3.2.2   Authorization Procedure of Privacy Access Requests 
The authorization decision to access requests is processed with the applicable privacy 
policies through the 4 steps shown in figure 2. The first step is to receive an access 
request for PI from an information requestor and to convert the request into XACML. 
In the second step, the request which is represented in XACML is analyzed and the 
necessary information is extracted. One or more policies applicable to the request are 
retrieved from enterprise policies, enterprise exception policies and user policies in 
the third step. In the final step, the permission to the access request is determined with 
the applicable policies and the result of the access decision is returned in XACML. 
Each step is described with details as follows. 

Step1: Analyzing an Access Request for Personal Information 
An access request for PI must be submitted with three elements: subject, resource and 
action, because a subject accesses a resource in order to perform a specific action. In 
the elements, the subject element is referred to as a user who requests PI, the resource 
element is referred to as an object which the user wants to access and the action 
element is behavior of which the user does to the object. The resource element is 
consists of a resource itself and owner of the resource and the action element 
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Fig. 3. Schema for a Personal Information Request 
 

consists of access modes and purposes. A subject and a resource can be uniquely 
distinguished and administrated by introducing the URN indication method. The 
PPAS converts an access request into an XACML document based on the subject, 
resource and action of the request. Figure 3 shows the schema for personal 
information requests, which is represented by Design View of XML SPY [12] for our 
privacy authorization system. The XML document shown in figure 4 is an example of 
a personal information request. 

Step2: Processing an Access Request for Personal Information 
A received access request for PI, which is written in XACML, is processed in the 
second step as followings. First, it is checked if the subject of the request and the 
group of the subject are valid by retrieving the subject URN table and the subject G 
table which maintains valid subject URNs and groups of the subjects respectively. 
With the similar method, it is checked if the requested resource is a single type or 
category type by analyzing the URN of PI, which PI is and who the owner of the PI 
is. Finally, it is checked what the access mode to PI and the purpose of using it are. 
Information including subjects, resources and actions which are extracted in this step 
are used for retrieving privacy policies applicable to the request in the third step. 

Step3: Retrieving Privacy Policies Applicable to an Access Request 
Each enterprise maintains its own privacy policies and each subscriber to an 
enterprise can compose his/her own privacy policies for his/her own PI. Therefore, 
the privacy authorization system maintains a lot of enterprise and owner privacy 
policies. Some of the privacy policies are applicable to an access request according to 
the subjects, resources and actions of the request. A privacy policy is applicable to an 
access request only when the subjects, resources and actions of the privacy policy 
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<?xml version="1.0" encoding="UTF-8"?>
<Request xmlns="urn:oasis:names:tc:xacml:1.0:context" xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance">

<Subject>
<Attribute AttributeId="urn:oasis:names:tc:xacml:1.0:subject:Group-Name-urn" DataType=“http://www.w3.org/2001/XMLSchema#String">

<AttributeValue>urn:IDSP:ETRI:Highly_Trust_Group:www.nhic.or.kr</AttributeValue>
</Attribute>

</Subject>

<Resource>
<Attribute AttributeId="urn:oasis:names:tc:xacml:1.0:resource:Group-Name-urn" DataType="http://www.w3.org/2001/XMLSchema#string">

<AttributeValue>urn:ETRI-PP:Contact_Info:Home:Phone:AreaCode</AttributeValue>
</Attribute>
<Attribute AttributeId="urn:oasis:names:tc:xacml:1.0:resource:Owner" DataType="http://www.w3.org/2001/XMLSchema#string">

<AttributeValue>alice@abcmail.or.kr</AttributeValue>
</Attribute>

</Resource>

<Action>
<Attribute AttributeId="urn:oasis:names:tc:xacml:1.0:action:Purpose-type" DataType="http://www.w3.org/2001/XMLSchema#string">

<AttributeValue>Credit_inquiry</AttributeValue>
</Attribute>
<Attribute AttributeId="urn:oasis:names:tc:xacml:1.0:action:Accessmode-type" DataType="http://www.w3.org/2001/XMLSchema#string">

<AttributeValue>r</AttributeValue> 
</Attribute>

</Action>
</Request>  

Fig. 4. An Example of an Access Request in XACML 

include or is equal to the subjects, resources, and action of the access request 
respectively. In this step, the PPAS retrieves privacy policies applicable to access 
requests for PI by comparing them respectively so as to render the authorization 
decision to the requests. In each policy type, which is one of Enterprise policy, 
Enterprise Exception policy and User policy, two or more policies can be applicable 
to a request, but only one policy is selected with the ‘policy- or rule-combining-
algorithm’ attributes of the policy or rule elements in XACML. 

Step4: Authorization and Conflict Resolution 
After retrieving the applicable privacy policies, the PPAS must determine whether the 
access request can be permitted or denied based on the applicable privacy policies. If 
two or more privacy policies are applicable to an access request then a policy conflict 
occurs because the privacy authorization system cannot decide which policy must be 
applied to the request. In order to solve the problem, the PPAS select only one policy 
of them by applying a resolution algorithm such as EnterpriseExceptionPolicy_First, 
EnterprisePolicy_First, UserPolicy_First, Deny_Overrides and Permit_Overrides. 
For example, if several policies including an enterprise privacy policy are applicable 
and the resolution algorithm is UserPolicy_First, an owner policy takes precedence 
over an enterprise policy and an enterprise exception policy. After selecting privacy 
policy, the PPAS applies it to access requests and decides the authorization. The 
authorization decision to access requests is one of permit, deny, indeterminate and 
not_applicable as defined in XACML [6]. 

4   Implementation 

The privacy authorization system was implemented to make the privacy authorization 
decision by modifying the XACML1.2 package that was developed in Java language 
[5]. For the efficient authorization decision, the PPAS stores and retrieves privacy 
policies in the Oracle 9i database with the SYS.XMLTYPE format. 
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Fig. 5. Snapshots of PPAS 
 
An example privacy information request: Assume that there is an e-mail site 
(abcmail.or.kr) holding information of its customers including Alice and that the 
resolution algorithm of the PPAS of the site is UserPolicy_First. When an enterprise, 
whose subject-urn is“urn:IDSP:ETRI:Highly_Trust_Group:www.nhic.or.kr”, is 
about to read the areacode of Alice’s mobile phone, which is identified by “urn: 
ETRI-PP:Contact_info:Home:Phone:Areacode”, with the “Credit_inquiry” purpose, 
the PPAS executes making a decision for the request through the authorization 
process such as in figure 6. 

Example privacy policies of the PPAS are shown in table 2 and only E_771 and 
Alice_5 are applicable to the example request because the subject, resource and action 
of the privacy policies are equal to or include those of the example request. 

The authorization decision procedure of the example access request is described 
step by step in figure 6. The request is denied by applying the Alice_5 policy. 

The PPAS applies the Alice_5 privacy policy to the example request and returns 
“Deny” with “Notify” obligation, because the resolution algorithm of the PPAS is 
UserPolicy_First and Alice_5 is applicable. A PI access request and the authorization 
decision to the request are shown in figure 7. The access request is presented in the 
Request XACML box in figure 7 in XML and the result of the request is provided in 
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the Response box with “Deny” decision after rendering the authorization decision. 
The PPAS protects privacy by authorizing PI based on privacy policies for its request 
and permission. 

Table 3. An Example of Privacy Policies applicable to the Scenario 

Access Request Response 

subject resource action 
PPType

_No 
U G PI P A 

effect obligation 

E_771 TG A002 ALL r, w, c, d Permit Consent 

EE_59 abcmail.or.kr A002 Credit_inquiry r Deny Notify 

Alice_5 www.nhic.or.kr A001 Credit_inquiry r Deny Notify 

 Note 
· PPType = {E, EE, O}, E= Enterprise PP_E, EE= Enterprise Exception PP_E,  

O= PP_O 
· G = {HTG, TG, GG, NG}, HTG= Highly Trusted Group, TG= Trusted Group,  

GG= General Group, NG= No Group,  
HTG > TG > GG > NG 

· PI = {A001, A002}, A001= urn:ETRI-PP:Contact_info: Home:Phone:Areacode,  
A002= urn:ETRI-PP:Contact_info: Home 

· P = {ALL, Credit_inquiry, Health_Info_Inquiry, Marketing} 
· effect = {Permit, Deny, Indeterminate, Not_applicable}  
· obligation = {Consent, Notify} 

 
Step 1:

Step 2:

Step 3:

Step 4:

Access Request: Figure 3

Subject:
U = “www.nhic.or.kr”;
G = “HTG”;

Resource:
PI Data = “A001”;
PI Owner = “alice@abcmail.or.kr”;

Action:  
P = “Credit_inquiry”;
A = “r”;

Applicable Privacy Policies:
E_771 = {“TG” “A002” “ALL” “r, w, c, d” “Permit” “Consent”};
Alice_5 = {“www.nhic.or.kr” “A001” “Credit_inquiry” “r” “Deny” “Notify”}; 

Authorization
= UserPolicy_First(E_771, Alice_5)

Effect= Deny, Obligation= Notify
 

Fig. 6. An Example of Privacy Authorization Procedure of PI Access Request 
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Request XACML

Response

 

Fig. 7. Example of a Personal Information Access Request 

5   Conclusions 

Enterprises create a lot of privacy policies to protect subscribers’ privacy and each 
subscriber also composes his/her own privacy policies for his/her privacy protection. 
Like this, in order to protect personal information, privacy-enhancing technologies 
using privacy policies are needed to determine whether access requests for PI can be 
permitted or denied. 

In this paper, we have introduced a privacy policy model which is used for 
composing a privacy policy. The type of a privacy policy is the Cartesian production 
of six sets: subject, resource, purpose, access_mode, effect and obligation. And, we 
also have proposed a policy-based privacy authorization system which renders the 
authorization decision of access request for personal information. The privacy 
authorization system retrieves applicable policies and applies them to access requests 
based on the proposed privacy policy model. For the portability and interoperability, 
privacy polices and access request for personal information is described in XACML, 
an XML based OASIS standard language for expressing access control policy, in the 
privacy authorization system. 

In the proposed privacy authorization system, we have applied only simple conflict 
resolution algorithms to make a privacy decision when the results of applicable 
privacy policies are not consistent. In the future, we will improve our privacy 
authorization system to support various resolution algorithms. And we will provide a 
method how to check privacy policy conflicts in advance during authoring privacy 
policies. 



140 H. Choi, S. Lee, and H. Lee 

References 

1. Magnuson, G., Reid, P.: Privacy and Identity Management Survey. IAPP Conference 
(2004) 

2. Privacy and Security Best Practices. Liberty Alliance Project (2003) 
3. Who Goes There?: Authentication Through the Lens of Privacy. Computer Science and 

Telecommunications Board (2003). http://www.nap.edu/catalog/10656.html 
4. PRIME: Privacy and Identity Management for Europe Date of preparation. PRIME Project 

(2004). http://www.prime- project.eu.org/ 
5. Sun's XACML Implementation. SUN (2005). http://sunxacml.sourcefor ge.net/ 
6. eXtensible Access Control Markup Language. OASIS (2005). http://www.oasis-open.org 
7. Hyang-Chang Choi, Seung-Yong Lee, Hyung-Hyo Lee: PIMS: An Access-Control based 

Privacy Model for Identity Management Systems. GESTS International Transaction on 
Computer Science and Engineering Vol.9 and No.1(ISSN 1738-6438)  (2005) 

8. Paul Ashley, Satoshi Hada, Günter Karjoth, Calvin Powers, Matthias Schunter: Enterprise 
Privacy Authorization Language (EPAL 1.2). W3C (2003). http://www.w3.org 
/Submission/2003/SUBM-EPAL-20031110 

9. George Yee, Larry Korba: An Agent Architecture for E-Services Privacy Policy 
Compliance. Advanced Information Networking and Application (2005) 

10. Lorrie Faith Cranor: Web Privacy with P3P. O’Reilly (2002) 
11. Charlin Lu: P3P in the Context of Legislation and Education. Sensitive Information in a 

Wired World (2003) 
12. XML SPY. Altova (2004). http://www.xml.com/pub/p/15 
13. P. Ashley, S. Hada, G. Karjoth, M. Schunter: E-P3P, “Privacy Policies and Privacy 

Authorization. WPES November (2002) 



Privacy Preserving DBSCAN for Vertically
Partitioned Data
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Abstract. Clustering algorithms are attractive for the core task of class
identification in large databases. In recent years privacy issues also be-
came important for data mining. In this paper, we construct a privacy
preserving version of the popular clustering algorithm DBSCAN . This
algorithm is density-based. Such notion of clustering allows us to discover
clusters of arbitrary shape. DBSCAN requires only two input parame-
ters, but it offers some support in determining appropriate values. Orig-
inally, DBSCAN uses R-Trees to support efficient associative queries.
Thus, one solution for privacy preserving DBSCAN requires to have pri-
vacy preserving R-Trees. We achieve this here.

1 Introduction

This paper considers clustering. However, application to large databases raises
the requirement for little or no human intervention or domain knowledge when
supplying input parameters to allow the discovery process to be exploratory and
free of human bias. While efficiency on large databases is also a factor, flexible
modeling to allow for arbitrary shape of clusters and enable potentially mean-
ingful subclasses is also important. The task here is not only to have clustering
algorithms satisfying the above requirements, but to enable clustering algorithms
to ensure a level of privacy. With the current emphasis on intelligence for safe-
guarding modern societies from crime and terrorism, data mining is to be ap-
plied to analyze large amounts of digitally recorded data about the activities and
operations of individuals and organization for spotting out the potentially dan-
gerous [11]. This threatens privacy and values of democratic societies. Privacy
preserving clustering is more apparent in settings where different data holders
have different data about the same individuals (vertically partitioned data [14]).
For example, a government agency classifies individuals as law obeying citizens,
potentially dangerous individuals, and certainly dangerous individuals based on
attributes available to the law enforcing agencies. However, a more accurate clas-
sification (clustering) could be obtained if data about the financial transactions
of individuals was available as well. Then, police resources could be more focused
for more promising (and perhaps preventive) investigations. But financial trans-
actions or phone records may be in the ownership of banks or phone companies
that may or may not be obliged to disclose (in some countries these records are
not to be made available unless the individual is charged).

S. Mehrotra et al. (Eds.): ISI 2006, LNCS 3975, pp. 141–153, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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The DBSCAN algorithm is one of the most popular algorithms for clustering
because it almost completely satisfies the requirements described before. If the
data is already stored in an R-Tree, the algorithm is very efficient exhibiting
sub-quadratic time complexity for large databases. As opposed to k-means or
k-medoids, which can be considered simplifications of the parametric statistical
inference of clustering by identifying a mixture by Expectation Maximization,
DBSCAN seems to fit more closely the exploratory nature of data mining. How-
ever, very few clustering methods have been enabled for the privacy preserv-
ing (PP) context and it is urgent to migrate DBSCAN , so that this powerful
tool can be used in such context. Recently, such clustering algorithms as k-
means [15] and k-medoids [5]1 have been presented in the security context, but
clusters in these algorithms are always spherical. Non-convex clusters are de-
tected with DBSCAN . In this paper we present privacy preserving DBSCAN .
We will achieve this by some already existing privacy preserving operations, such
as a secure protocol for the scalar product, and also some new methods to se-
cure data structures for associative queries. In particular, this paper presents
the first privacy preserving version of R-Trees. Thus, we enable many other ap-
plications demanding privacy besides clustering. We study privacy preserving
collaboration between several parties [10]. Each party holds a private data set,
and all will conduct clustering on the joint dataset, that is the union of all
datasets.

We develop efficient methods that enable this type of computation while min-
imizing the private information each party reveals.

We adopt the common assumption that the data records of the database D

have been numerically coded and we identify them with their corresponding nu-
merical multidimensional key p = (x1, . . . xk). Thus,clustering is to be performed
on the proximity on the keys. Each xj is an element of some totally ordered do-
main Dj , and p is an element of D = D1 × · · · ×Dk.Vertically partitioned data
among several parties, means that each party holds the knowledge of all values
in a range of attributes and only that party knows these values.

To illustrate the partition of the data and the description of the algorithms,
we will usually focus in the privacy preserving collaboration of two parties we
name Alice and Bob. Of course, our algorithms allow for more than two par-
ties, but for simplicity of presentation, where there is no loss of generality, we
will use Alice and Bob. We will point out if there are additional steps for more
than 2 parties, but typically, more parties make things simpler under the com-
mon assumption no two will collude against a third 2. We can illustrate verti-
cally partitioned data with the example in Fig. 1. Every record in the database
is an attribute-value vector. One part of that vector is owned by Alice and

1 In algorithms like k-means, the variable k identifies the number of clusters and must
be supplied by the user. In DBSCAN , the algorithm finds the number of clusters,
so we reserve k for the dimension of the data records, or the dimension of vectors.

2 If the third party Charles has reason to suspect two other parties will collude, then
Charles should treat them as one party (and again the problem of k parties comes
down to k − 1).
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the other part by Bob. In the case of more than two parties, then every party
will own some part (a number of attributes) from the attribute-value vector.

For vertically partitioned

1 Attr 2 Attr 3 Attr 4 Attr 5 Attr 6 Attr 7 Attr 8 Attr 9

Alice knows Attr 1−Attr4 Bob knows Attr 5−Attr9

Record i Attr

Fig. 1. Vertically partitioned data, Alice knows
four attributes while Bob knows five

data, a direct use of clustering al-
gorithms on the union of the data
requires one party to receive data
(every record) from all other par-
ties, or all parties to send their
data to a trusted central place.
The recipient of the data would
conduct the computation in the
resulting union. In settings where
each party must keep their data
private, this is unacceptable. We
identify each domain with one
party (so the dimension k of the records is also as the number or parties).
Typically there would be less parties than dimensions (as in Fig. 1 where two
parties have data for 9-dimensional records). However, we consider Alice as 4
virtual parties (one for each of the columns) and Bob as 5 virtual parties each
controlling one of Bob’s column. This simplifies the notation in the algorithms
(and communication between two virtual parties of the same party just does not
need to occur).

2 DBSCAN

DBSCAN ’s notion of cluster [4] is a region of high density3. DBSCAN has
two parameters, ε (for the granularity of the histogram) and MinPts (for the
threshold on the height of the density). For DBSCAN those points that have
high density around them are called core-points. DBSCAN is interested not only
in collecting all core points, but also all points in Nε(p), for all core points p.

Definition 1. We write Nε(p) = {q ∈ D | dist(p, q) ≤ ε} for the ε-neighbor-
hood of a point p. We say a point q is a core point if |Nε(q)| ≥ MinPts.

Lemma 1. [4] Let p be core. Then, the set of all points q such that ∃ p =
p0, p1, . . . ,pn = q, so that pi ∈ Nε(pi−1) and |Nε(pi−1)| ≥ MinPts, (for i =
1, . . . , n) is a cluster. If C is a cluster and p ∈ C is a core point, then C
equals all the points q such that p = p0, p1, . . . ,pn = q with pi ∈ Nε(pi−1) and
|Nε(pi−1)| ≥ MinPts, for i = 1, . . . , n.

DBSCAN finds all clusters defined by Lemma 1 [4]. Therefore, DBSCAN works
essentially by finding a core point and then all points that can be reached by a
sequence of ε-neighborhoods [4]. It starts with an arbitrary point p and checks
3 In a statistical sense this is a loose notion of what is a cluster, as those areas in

a histogram with density above a certain threshold, but illustrates the flavor of
DBSCAN as it is closer to descriptive statistics than parametric inference.
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whether p is a core point. If it is, p becomes p0 and then all points in Nε(p0) are
examined to see if they are core points (while Nε(p0) is added to the cluster).
All points pi found to have Nε(pi) ≥ MinPts are included to the cluster as core
points and also their ε-neighbors until no more points can be added. Thus, the
fundamental operation in DBSCAN is “Given a point p ∈ D, retrieve all points
q ∈ Nε(p)”. From the central operation, the following operations are readily
implemented.

• OP1 (*Is p core? *): Given a point p in the database D, is |Nε(p)| ≥ MinPts?
• OP2 (*Find neighborhood of core *): Given a point p in the database D with

|Nε(p)| ≥ MinPts, retrieve all other points q ∈ Nε(p).
• OP3 (*Core neighbors of core *): Given a core point q, retrieve a list of core

points in Nε(q) \ {q}?4

The fundamental operation can be performed efficiently using data structures
for associative queries, like KD-Trees, R-Trees or other multidimensional access
methods [6]. We now focus on how the central operation can be performed in
the context of several parties with vertically partitioned data.

3 Privacy Preserving Operations

We use some tools originally developed as “secure multiparty computation”
(SMC) [7]. Here, Alice holds one input vector x and Bob holds an input vector
y. They both want to compute a function f(x, y) without each other learning
anything about each other’s input except what can be inferred from f(x, y).
Yao’s Millionaires Problem [16] provides the origin for SMC. In the Millionaires,
Alice holds a number a while Bob holds b. They want to identify who holds
the larger value (they compute if a > b) without neither learning anything else
about the others value. The function f(x, y) is the predicate f(x, y) = x > y.
In this paper, we adopt the common assumption identified as the semi-trusted
model where by each party is so interested in the outcomes that it will follow
the protocol without supplying false information or unnecessary transmission of
data (for example asking queries repeatedly is not possible). However, parties
are entitled to unlimited computation on the values they hold (and obtain) while
following the protocol in order to discover the values of other parties.

The secure multiparty add-vector protocol [5] (this is the case when f(x, y)
is x+y) can be performed, even in the case of two parties, but in such case, the
output is owned by one party with perturbations added by some permutation π
(to ensure privacy). More specifically, one of the two will receive π(x+y), so that
knowledge of x is insufficient to find y (or knowing y is not enough to disclose
x). For k ≥ 3 parties, the secure add-vector protocol can be extended to the

∑
of k vectors, where each party owns a vector and in this case there is no need

4 While this operation is technically different to OP2 or OP1 and this is useful for
the correctness of the pseudocode, in practical implementations of the pseudocode,
when OP3 follows an OP2 or and OP1, the work of the previous operation would be
used for a fast implementation of the OP3.
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to permute with π. For 2 parties, the scalar product for vectors of dimension
greater than 2 can also be computed under SMC. Because of space limitations
we only show how to compute a secure multiparty Euclidean distance. Suppose
for a moment that we need to know the Euclidean distance between two points
p and q in the database. Also, the i-th party knows a common range of the
attributes of the vectors p and q. It is not hard to see that

Euclidean2(p, q) =
k∑

i=1

∑
attributes known

by party i

(
j-th attr. in
p own by i

− j-th attr. in
q own by i

)2

.

Letting v2
i be the square of the Euclidean distance of those attributes known

to the i-party, then Euclidean2(p, q) = v2
1 + · · · + v2

k, and the problem reduces
to finding the value of the sum of values distributed among k parties(each con-
tributes the Euclidean distance squared in the projection that they own). This
can be performed as before. The only case that may raise concerns could be k = 2
parties. In this case, one of the parties learns the Euclidean distance between
two data points in the projection owned by the other party. However, only if the
first party owns only one attribute can the second party reduce the possibilities
to learn the first party’s data value. When each party owns several attributes,
even in the two party case, one party can not infer significantly beyond that
what would be inferred from the cluster information.

The protocol to add the k values among the k ≥ 3 parties is as follows.

VC1. The 1st party uses a random number r and sends r + v2
1 to the 2nd.

VC2. The 2nd party adds r + v1
1 + v2

2 and sends to the 3rd party.
VC3. Continue until the kth party has the sum r + (v2

1 + v2
2 + · · ·+ v2

k−1 + v2
k)

and sends it to the 1st party.
VC4. Then the first party takes away r. and announces the result to all parties.

4 PP-R-Trees

Lemma 1 is the density-based model that DBSCAN uses for what is a cluster.
This partition can be found by DBSCAN using R-Trees or by any other algo-
rithm that constructs the clusters as per these lemmas. The page limit prevents
us from presenting a simpler privacy solution using KD-Trees for the fundamen-
tal associative query and its variants, OP1, OP2, and OP3. For large databases,
efficient implementations of these operations are achieved using R-Trees, (and
that is what DBSCAN uses). Thus, we focus on the algorithms for privacy
preserving R-Trees. An R-Tree [8] is a height-balanced tree. For DBSCAN ,
the R-Tree is used with spatial objects that are points. Leaf nodes in an R-
Tree for DBSCAN contain entries (I, p) where p refers to the point (or key)
in the database and I can be identified with p. Internal nodes contain entries
(I, child pointer) where child pointer is the address of a lower node in the R-
Tree and I = I0×I1×. . .×Ik−1 is a k-dimensional box. The intervals Ii are closed
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Fig. 2. Example of shared R-Tree structure, but different bounding boxes per domain,
where Alice knows the first coordinate and Bob the second

bounded intervals describing the extent in the i-th domain. Most importantly, I
is the smallest box that spatially contains the boxes in all its descendant nodes.
Fig. 2 illustrates a 2D R-Tree with the containment and overlapping relationship
that can exist between rectangles. The entire structure of the privacy preserving
R-Tree is known to all parties (that is, which nodes are pointed to which, which
is the root and where all pointers points to). However, in leaves of the form (I, p),
because p is essentially I, each party will only know the attributes in the do-
main it controls. In internal nodes (I, child pointer), each party will know those
closed intervals Ii in the domain of its control for each I = I0 × I1 × . . . × Ik−1.
For illustration, we use two parties in Fig. 2. It shows two mirror R-Trees that
exist for Alice and Bob. Each of them only knows his/her domain intervals in
internal nodes. They also know the identifier of those attribute-value vectors at
the leaves of the R-Tree. What they do not share is the boxes I on the internal
nodes. Because we are dealing in 2D, Fig. 2 uses bounding boxes of the form
BB = Al

i × Bs
r , where Al

i = [i, l] is an interval known by Alice and only Alice,
and Bs

r = [r, s] is an interval known by Bob and only Bob. For each of the points
pi = (ai, bi), Alice and only Alice knows ai and Bob and only Bob knows bi. To
operate a preserving privacy R-Tree all parties will become aware of outcomes of
comparisons, but no party will learn the values of the other parties. We explain
our methods with two parties not only to get the main ideas across, but because
this is usually the difficult case. When the details differ for more parties, we
will make a note of it. The operations for a PP-R-Tree are insertions, deletions
and associative queries. In R-Trees, these operations are built upon other oper-
ations. As with B-trees, in order to keep the tree balanced, the value M denotes
maximum number of entries that will fit in one node while m ≤ M

2 denotes the
minimum number of entries. A split happens when a node reaches its capacity
M , and then two new bounding boxes need to be selected, and the M + 1 boxes
of the original node must be distributed among the new boxes. Thus, the algo-
rithm for the operation to split a node relays in the operation PickSeeds (in
order to select two new boxes) and PickNext (in order to distribute children of
the split node into the new boxes). We start with the splitting and then go into
its two sub-operations.

4.1 Splitting a Node or Algorithm SplitNode

The literature includes many ways to split nodes in R-Trees and each way
has its advantages and disadvantages. Here, we are more interested in splitting
while preserving privacy of the parties involved. Thus, we focus on the classical
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splitting algorithm [8] with quadratic cost. This algorithm heuristically finds a
small-volume split. The split algorithm uses Algorithm PickSeeds to choose two
of the M+1 entries to be the first elements of the two new groups by choosing the
pair that would use the most volume. The remaining entries are then assigned
to groups one at a time using Algorithm PickNext. In PickNext, the volume
expansion required to add each remaining entry to each group is calculated, and
the entry assigned is the one showing the greatest difference between the two
groups. Naturally, the parties can split nodes preserving privacy provided that
they can apply PickSeeds and PickNext preserving privacy. Lets look at these
two building blocks now.

Algorithm PickSeeds. selects two entries to be the first respective element of
two new groups as follows. For each pair of entries E1 and E2, we compose a
bounding box J for E1 and E2 and calculate V = V ol(J), the volume of J . We
choose the pair with the largest V .

To achieve privacy here, we need to know how to calculate V ol(J). For se-
curity reasons, we will separate the two party case from the multiparty (k ≥ 3)
case. Note, that even if one party owns more than one attribute, computing
the volume is the product of the volume values on the projections. First let
us see how we can calculate the volume when k ≥ 3 (three or more par-
ties are involved). It is not hard to reduce computing the bounding box of
two entries to computing the bounding box of two extreme points (each party
just needs to find the extreme values under the domain it controls for all the
points involved in the entries). Let us assume we are given two extreme points
p1 = (vx

1 , vx
2 , · · · , vx

k) and p2(v
y
1 , vy

2 , · · · , vy
k). The goal is to calculate the k-

dimensional volume which includes these two points (when each party controls
one and only one of the dimension). The volume is |vx

1 − vy
1 | × |vx

2 − vy
2 | × · · · ×

|vx
k − vy

k |. This multiplication can be performed in the same way as the circu-
lar sum (but using products) along the parties with the first masking with a
random number and dividing the product at the end by the random number.
In this algorithm,because with the semi-trusted model parties do not collude,
no party learns each others data. Since we have to calculate for all possible
pairs Ei and Ej and then take the one with largest V (see Algorithm Pick-
Seeds Step 1), the only thing left is to calculate the largest value of the ob-
tained k-dimensional volumes. This can be performed securely as the first party
(who already has all volumes possible) can calculate the largest of the volumes
and send to the other parties, so all parties learn which pair (Ei and Ej) pro-
duces the largest volume. However,the case with only two parties does not have
Step VC3, and needs more machinery. Note that the previous protocol is un-
suitable for 2 parties because the first party obtains private data of the second
party by dividing the product by r|vx

1 − vy
1 |. To avoid this security risk we use

the secure scalar product [3] which produces |vx
1 − vy

1 | × |vx
2 − vy

2 | = V1 + V2,
where V1 is known by Alice (first party) and V2 is known by Bob (second
party). Now, the secure scalar product among two parties converts a distributed
multiplication into a distributed addition. Since there are M + 1 bounding
boxes for the entries been considered in the splitting of the node, there are



148 A. Amirbekyan and V. Estivill-Castro

(
M + 1

2

)
pairs. The task is to find max∀i,j(vol(Bounding Box(Ei, Ej))), where

i, j denotes the indices to identify one of the possible pairs of boxes. Note
that

VA + VB, = V ol(PrV (Bounding Box(Ei, Ej)))×V ol(PrB(Bounding Box(Ei, Ej)))
= V ol(Bounding Box(Ei, Ej))

where PrA and PrB are the projections only known by Alice and Bob respec-
tively, VA and VB the vectors obtained after secure scalar product [3]. For two
parties, the question of the largest value of distributed products becomes the
largest value of distributed sums. To calculate maxl=l(i,j)(VA(l)+ VB(l)) we can
use again the “add vector” protocol.Thus, Alice will obtain π(VA +VB) and then
find the largest value of the entries. Say l0 is the index where π(VA(l0)+VB(l0)) =
maxl (π(VA(l) + VB(l)) . Alice sends l0 to Bob, so now they know which pair
Ei and Ej gives the largest joint area. Hence, neither Alice nor Bob learn
the values of their data records but they learn which pair of records has the
largest area.

Algorithm PickNext. Select one remaining entry for classification in a group.
For each entry E not yet in a group, calculate d1 = the volume increase required
if the covering box of Group 1 includes E. Calculate d2 using Group 2. Choose
the entry with the largest difference between d1 and d2. The question is now
how to calculate securely the increased volume ∆V ol when we want to include
one additional point or entry into already existed box? Thus, the problem is
given a box with corner points p1 and p2, calculate the volume that will be
added when we increase the box so that it includes the new point p3. It is clear
that, in k dimensions, the increase in volume ∆V ol can be calculated in the
following way.

∆V ol = V ol(New box)−V ol(Old box) = [v1+V1]×· · ·×[vk+Vk]−[v1]×· · ·×[vk],

where vi = |vx
i − vy

i | is the projection of the k-dimensional volume in the ith

direction, Vi is the increased projection, again in the ith domain. Now, the only
thing left is to apply the secure multiplication algorithm we used for calculat-
ing V ol(J) in the PickSeeds algorithm. Again, the two party case should be
separated, because of privacy concerns. However, in the k = 2 case (as in the
algorithm PickSeeds), we can take advantage of operations in vectors. When
the first call to PickNext, we decide which among M + 1 − 2 entries is as-
signed to Group 1 or Group 2. Then, on the second call to PickNext, we
decide which entry is to be assigned to Group 1 or Group 2 among M + 1 − 3
entries (because the bounding box of at least one of the groups changes ev-
ery time an entry is assigned to a group). Moreover, Alice and Bob never per-
form this exercise for less than m entries (thus, they are always operating with
permuted vectors). That is, in the case of two parties, Alice and Bob com-
pute simultaneously for all entries Ei (not assigned to a group) the values
di
1 = ∆V ol(Group1(Ei)) and di

2 = ∆V ol(Group2(Ei)) (see Step 1 in Pick-
Next). As a result, they obtain the index of the entry for which |di

2 − di
1| is

largest with high privacy.
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4.2 Algorithm Search

In the following, we denote the box part of an index entry E by EI, and the
child pointer part by Ep. The associative queries is, given a simple shape S
(like a box or a ε-neighborhood) and an R-Tree whose root node is T , find all
points contained by the search shape S. When T is not a leaf, we check each
entry E to determine whether EI overlaps S. For all overlapping entries, the
search algorithm descends the tree (R-Trees do not to guarantee logarithmic
worst-case performance) recursively invoking Search on the tree whose root
node is pointed to by Ep. When a leaf is reached, we check all entries E to
determine whether EI overlaps S. If so, E is qualifying point. In the search-
ing algorithm we have to find all boxes EI who overlap the given shape S.
When S is a box, every party checks appropriate projections (Proji(EI) and
Pri(S), for the ith party). All parties must report an intersection in their do-
main for box S to overlap EI. If any party misses an overlap, then S and EI
do not overlap. The case for an ε-neighborhood is slightly more delicate and
also typically a slightly different algorithm is used. In such algorithm, the point
p that is the center of the neighborhood is found first (using standard search
with S = p). Then, the algorithm proceeds from the leaf where p was found
up the tree invoking the Search algorithm with S = ε-neighborhood on all
nodes not already searched. In this case, the overlap at each non-leaf involves
testing if [Pri(p) − ε, Pri(p) + ε] intersects the projection on the i-th domain;
while for leafs, a secure distance computation is required. We also note that the
case where the shape S is a point p essentially works as we described before
treating S as box with the upper limit equal the lower limit in all projections.
However, when we expect to find p exactly once, the algorithm is called Find-
Leaf. We do not feel it is necessary to reproduce further details for this more
specific search algorithm. Moreover, in clustering it may be possible that a point
p appears more than once; however, the name FindLeaf is used by the deletion
algorithm.

4.3 Insertion and Deletion

For insertion it is not possible to invoke FindLeaf because we may not find the
point (that is probably the main reason it is being inserted). Although FindLeaf
may find a leaf where it can be inserted if not found, it may cause to enlarge the
overlap between sibling nodes up the tree. Keeping the overlap to a minimum
is crucial to ensure good performance on searches (recall that the depth of a
tree is the logarithm of its size, with the value of the base equal to the arity
of nodes). Searches go down siblings that overlap causing extra work besides a
path from the root to a leaf. Heuristically, overlap during insertion is minimized
by the sub-algorithm ChooseLeaf, while the possible overload of a node when
inserting a new value is handled by the SplitNode (which we deal with already).
The propagation of splits up the tree is the responsibility of AdjustTree. These
pieces compose the insertion algorithm.
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1. Invoke ChooseLeaf to select a leaf node L in which to place E.
2. If L has room for another entry, install E. Otherwise invoke SplitNode to

obtain L and LL containing E and all the old entries of L.
3. Invoke AdjustTree on L, also passing LL if a split was performed.
4. If node split propagation caused the root to split, create a new root whose

children are the two resulting nodes.

Algorithm ChooseLeaf. To select a leaf in which to place a new entry E we set
N to be the root node and while N is not a leaf we let F be the entry in N whose
box FI needs least enlargement to include EI. We resolve ties by choosing the
entry with the box of smallest volume. We set N to be the child node pointed to
by Fp. The only step that applies operations on private data by parties is evalu-
ating enlargements in a box. However, in DBSCAN clustering, the data inserted
is a point p (and not a spatial object with non-zero volume). The parties can
compute the enlargement it would produce for all entries on N . We have already
shown how to achieve this securely for 3 or more parties. The delicate case is 2
parties. If N is not the root, it has at least m entries. Using the simultaneous
computation on these m entries by first the scalar product (which converts a
product into sum) and then the maximum of a secure add-vectors operation,
this can be achieved for two parties. The only problem is for the first m data
records ever inserted. For the first m records, two parties using a simple protocol
can tell if the point being inserted is different than the already inserted ones.
After m insertions, the root will have at least m entries and computation will
proceed preserving privacy as described by the previous algorithms for evaluat-
ing the enlargement that a point causes on a node.The AdjustTree Algorithm
ascends from a leaf node L to the root, adjusting covering boxes and propagating
node splits as necessary. Recall that the structure of the tree is shared by all
parties, and that SplitNode has now been developed to the privacy preserving
setting. So the only privacy concern is to compute (preserving privacy) the box
that tightly encloses all of a given a number of boxes. We have already argued
that finding this corresponds to finding extremes in each domain. For example,
with two parties, given a set of n boxes

r1 = [a11, a12] × [b11, b12], · · · , rn = [an1, an2] × [b11, b12]

we must find R = [A1, A2] × [B1, B2] such that
⋃

i=1..n ri ⊂ R and no smaller
box R has this property. Let A1 = min (a11, ...an1), A2 = max (a12, ...an2), B1 =
min (b11, ...bn1), and B2 = max (b12, ...bn2). This is clearly a solution and each
max and min operation here can be performed by each party in isolation (the
best assurance possible that privacy is preserved). Deletions are not necessary for
DBSCAN but are part of a full dynamic data structure. FindLeaf locates the
leaf node L containing E and we remove E from L. This may cause the merging
of nodes and is handled by Algorithm CondenseTree. Given a leaf node L from
which an entry has been deleted, CondenseTree eliminates the node if it has
too few entries and relocate its entries. It propagates node elimination upward as
necessary, adjusting all covering rectangles on the path to the root, making them
smaller if possible. All steps are tree structure steps, except adjusting boxes to a



Privacy Preserving DBSCAN for Vertically Partitioned Data 151

tighter box. However, we again face the situation where we need to find a tight
box for a set of entries (we have demonstrated this can be done securely).

5 Analysis

The requirements of a privacy preserving DBSCAN can not be obtained without
a cost. We will first analyze the overhead on the time resources (i.e. the additional
operations relative to the naive alternative of concentrating the data with only
one party who then performs the clustering). Observe first that SplitNode is
described in terms of PickSeeds and PickNext with no overhead. PickSeeds/
does need the private calculation of volumes. However, if all data was sent to
one party, the multiplications to compute the volume will still be required. In
the case k ≥ 3, the generation of a random number in a large enough range, the
k data exchanges among the values of partial products masked by the random
number, the initial masking (a multiplication) with the random number, and the
division (by a random number) to obtain the result are all overhead. However, in
terms of CPU operations, these are just 2 more floating point products. Because
we have k ≥ 3 dimensions, this is insignificant. What is costly is the k sequential
data exchanges between the parties. On the other hand, PickNext incurs an
overhead of 2 volume computations every time it is executed. It also cost as
many as

(
M + 1

2

)
secure scalar products (of vectors of dimension 2) in order to

translate into a sum, plus one secure add-vector for a vector of dimension
(

M + 1
2

)
.

For clustering, we may assume that all data items are inserted into an initially
empty tree. The number of SplitNode operations is linear on the size of the
tree. Thus, the number of SplitNode operations for a database with n items is
O(n/m). Note also that on insertion the algorithm ChooseLeaf has no privacy
overhead except a volume calculation for each level when an entry whose box
needs the least enlargement is sought. Again, classical results on analysis of
algorithms show that in a tree that grows from empty to a balanced tree with
O(n/m) leafs, the cost of the executions of ChooseLeaf is O(n log(n/m)/m).
Thus, the total overhead for all insertions is subquadratic in the number of nodes.

Now we analyze the overhead of the associative queries in DBSCAN . Algo-
rithm FindLeaf requires the public calculation of a conjunction of k Boolean
values. Relative to the naive alternative of all the data, the cost is not the
Boolean conjunction but the data exchanges of k boolean variables. Secure dis-
tance computations only occur at the leaves. Thus once again, the total overhead
for all associative queries in linear on the number of nodes of the R-Tree. This
analysis demonstrates that the time cost for the overhead caused by computa-
tions is perfectly reasonable and in fact very much affordable relative to running
DBSCAN on one party with the union of the data from all parties. The concern
may be the cost of data exchanges which is O(kn/m) real values. However, if
one takes into account that a solution that concentrates the data on one party
needs to transmit k−1 databases of n records from the other parties to the data
concentration party, then one realizes that the privacy preserving computation
is in fact even a more efficient solution in terms of data exchanges.
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Consider now the overhead in space. Each party has the structural information
of the R-Tree. This are k copies of the R-Tree. However, each copy is only
of the dimension of the data has at that party and therefore, it is only the
pointer information that constitutes overhead (relative to the space that the
concentration party would require to store in an R-Tree the data of all parties).
The pointer size (i.e. space) is proportional to the external path length and thus
also linear on the number of leaves in the R − Tree. Thus, the total overhead is
O(kn/m) pointers, which is a very reasonable price to pay for privacy. The last
cost is for the generation of random numbers (this is also linear on the number
of nodes). Hence, the total overhead is perfectly within the bounds of a practical
efficient implementation.

6 Final Remarks

We have extended the work for other metrics besides Euclidean, but space re-
strictions prevent their discussion. However, R-Trees are mainly used for in-
dexing data in low-dimensional space. The exploratory clustering of DBSCAN
is based on associative queries and in particular nearest neighbor queries and
range queries. We do not have the space to present a solution using KD-Trees.
For high-dimensional spaces, other data structures are common in practice (TV-
tree [9] and X-trees [1], for example). Our illustration here that the core opera-
tions needing privacy are the metric calculations are indicative that these other
data structures should become private along the path shown in this paper.
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Abstract. Since privacy information can be inferred via social relations,
the privacy confidentiality problem becomes increasingly challenging as
online social network services are more popular. Using a Bayesian net-
work approach to model the causal relations among people in social net-
works, we study the impact of prior probability, influence strength, and
society openness to the inference accuracy on a real online social net-
work. Our experimental results reveal that personal attributes can be
inferred with high accuracy especially when people are connected with
strong relationships. Further, even in a society where most people hide
their attributes, it is still possible to infer privacy information.

1 Introduction

With the increasing popularity of Social Network Services (SNS), more and
more online societies such as Friendster, Livejournal, Blogger and Orkurt have
emerged. Unlike traditional personal homepages, people in these societies publish
not only their personal attributes (e.g., age, gender, and interests), but also their
relationships with friends. As social networks grow rapidly, many interesting
research topics [3, 6, 13] arise. Unfortunately, among these topics, privacy has
not been fully addressed yet. Given the huge amount of personal data and social
relations available in online social networks (for example, Friendster owns over
24 million personal profiles), it is foreseeable that privacy may be compromised
if people are not careful in releasing their personal information.

Information privacy has become one of the most urgent research issues in
building next-generation information systems. A great deal of research effort has
been devoted to protecting people’s privacy. Aside from recent developments in
cryptography and security protocols that provide secure data transfer capabil-
ities, there has been work on enforcing industry standards (e.g., P3P [12]) and
government policies (e.g., the HIPAA Privacy Rule [11]) to grant individuals
control over their own privacy. These existing techniques and policies aim to ef-
fectively block direct disclosure of sensitive personal information. However, to the
best of our knowledge, none of the existing techniques handle indirect disclosure
which can often be achieved by intelligently combining pieces of seemingly in-
nocuous or unrelated information. Specifically, in scenarios like social networks,
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we realize that individuals connected in social networks often share common at-
tributes. For instance, in a dance club, people come together due to their common
interest; in an office, people connect to each other because of similar professions.
Therefore, it is possible that one may be able to infer someone’s attribute from
the attributes of his/her friends. In such cases, privacy is indirectly disclosed by
their social relations rather than from the owner directly.

In this paper, we study the privacy disclosure in social networks. We want to
analyze under what conditions and to what extent privacy might be disclosed by
social relations. In order to perform privacy inference, we propose an approach to
map Bayesian networks to social networks. We discuss prior probability, influence
strength and society openness which might affect the inference, and conduct
extensive experiments on a real online social network structure.

The paper is organized as follows. In Section 2, we briefly introduce the back-
ground and related work. In Section 3, we explain the target scenarios, pro-
pose an approach to model social networks with Bayesian networks and perform
Bayesian inference on personal attributes. In Section 4, we present three key
characteristics of social networks and conduct experiments to investigate their
impact on privacy inference. In Section 5, we discuss the issue of society open-
ness and explain why Bayesian inference performs well even with little evidence
of friends’ attributes. Finally, we summarize this paper.

2 Background and Related Work

2.1 Social Networks

Social network analysis has been conducted in many areas. Milgram’s classic
paper [8] in 1967 estimates that every person in the world is only six hops away
from each other. The recent success of the Google search engine [2], which applies
social network ideas to the Internet, draws great attention on social network
analysis again. For instance, Newman [10] reviews the relationship between graph
structure and dynamical behavior of large networks. The ReferralWeb project
mined social networks from a wide variety of public-available information [6]. A
work similar to ours is [3], which realizes that one’s decision to buy products
may be influenced by his/her friends, and they model social network as a Markov
random field to find the customers’ network value. In contrast, we believe a
person’s attribute can be reflected from his/her friends’ attributes, and we view
a social network as a Bayesian network.

2.2 Bayesian Networks

A Bayesian network [4, 5, 9] is a graphic representation of the joint probabil-
ity distribution over a set of variables. It consists of a network structure and
a collection of conditional probability tables (CPT). The network structure is
represented as a Directed Acyclic Graph (DAG) in which each node corresponds
to a random variable and each edge indicates a dependent relationship between
connected variables. In addition, each variable (node) in a Bayesian network is
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associated with a CPT, which enumerates the conditional probabilities for this
variable, given all the combinations of its parents’ value. Thus, for a Bayesian
network, the DAG captures causal relationships among random variables, and
CPTs quantify these relationships.

Bayesian networks have been extensively applied to fields such as medicine,
image processing, and decision support systems. Since Bayesian networks include
the consideration of network structure, we use them as our inference model.
Individuals in a social network can be represented as nodes and the relations
between individuals can be modelled as edges in Bayesian networks.

3 Bayesian Inference Via Social Relations

3.1 Problem Statement

Intuitively, friends often share common attributes (e.g., hobbies and professions);
thus, it is possible to predict someone’s attributes by looking at the types of
friends he/she has. In this paper, we want to investigate the effect of social
relations on privacy inference. However, in the real world, people are acquainted
with each other via all types of relations, and a personal attribute may only be
sensitive to certain types of relations. For example, in order to predict someone’s
age, it is more appropriate to consider the ages of his/her classmates rather than
officemates. Therefore, to infer people’s privacy from social relations, one must
be able to filter out other types of relations between two connected people. To
simplify this problem, we investigate privacy inference in homogeneous societies
where individuals are connected by a single type of social relations (referred
to as “friendship”) and the impact of every person on his/her friends is the
same. Homogenous societies reflect small closely related groups (such as offices,
classes or clubs), where people are connected by a relatively pure relationship.
Real social networks can be regarded as the combinations of many homogeneous
societies.

To perform inference, we use Bayesian networks to model the causal relations
among people in social networks. Specifically, if we want to infer the value of
attribute A for a person (referred to as query node X), we first construct a
Bayesian network from X ’s social network, and then analyze the Bayesian net-
work to obtain the probability that X has attribute A. In Section 3.2, we start
from a simple case in which privacy inference only involves the direct friends of
the query node. In Section 3.3, we treat the more complex case where attribute
values from friends at multiple hops away are considered.

3.2 Single Hop Inference

Let us consider the case in which we know the attribute values for all the direct
friends of the query node X . We define Yij as the jth friend of X at i hops away.
If a friend can be reached via more than one route from X , we use the depth of
the shortest path as the value of i. Let Yi be the set of Yij (1 ≤ j ≤ ni), where ni
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(a) (b) (c)

Fig. 1. Reduction of a social network (a) into a Bayesian network to infer X from his
friends Y via Localization assumption (b) and via Naive Bayesian Assumption (c). The
shaded nodes represent friends whose attribute values are known.

is the number of X ’s friends at i hops away. For instance, Y1 = {Y11, Y12, ..., Y1n1}
is the set of X ’s direct friends which are one hop away.

An example of a social network with six friends is shown in Fig. 1(a). In this
figure, Y11, Y12 and Y13 are direct friends of X . Y21 and Y31 are the direct friends
of Y12 and Y21 respectively. In this scenario, the attribute values of Y11, Y12 and
Y13 are known (represented as shaded nodes).

Bayesian Network Construction. To facilitate the construction of the
Bayesian network, we make two assumptions.

Intuitively, the direct friends of an individual have more influence on this per-
son than friends who are two or more hops away. We assume that it is sufficient
to consider only the attribute values of direct friends Y1 to infer X ’s attribute.
Once all the attribute values of Y1 are known, knowing the attribute values of
any other friends at multiple hops away provides no additional information for
predicting X ’s attribute. Formally, we state this assumption as follows.

Localization Assumption. Given the attribute values of the direct friends Y1
of the query node X , then friends at more than one hop away (i.e., Yi for i > 1)
are conditionally independent of X .

Based on this assumption, Y21 and Y31 in Fig. 1(a) can be pruned, and the
inference of X only involves X , Y11, Y12 and Y13 (Fig. 1(b)). Then the next
question is how to decide a DAG linking the remaining nodes. If the resulting
social network does not contain cycles, a Bayesian network can be obtained im-
mediately. Otherwise, one must employ more sophisticated techniques to remove
cycles, such as the use of auxiliary variables to capture non-causal constraints
(exact conversion) and the deletion of edges with the weakest relations (approx-
imation conversion). We adopt the latter approach and make a Naive Bayesian
Assumption. That is, the attribute value of X influences that of Y1j (1 ≤ j ≤ n1),
and there is a direct link pointing from X to each Y1j . By making this assump-
tion, we consider the inference paths from X to Y1j as the primary correlations,
and disregard the correlations among the nodes in Y1. Formally, we have:

Naive Bayesian Assumption. Given the attribute value of the query node X ,
the attribute values of direct friends Y1 are conditionally independent of each
other.
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This Naive Bayesian model has been used in many classification/prediction
applications including textual-document classification. Even though it simplifies
the correlation among variables, this model has been shown to be quite effec-
tive [7]. Thus, we adopted this assumption in our study. In Fig. 1(c), we obtain
a final DAG by removing the connection between Y11 and Y12 in Fig. 1(b).

Bayesian Inference. We use the Bayes Decision Rule to predict the attribute
value of X . For a general Bayesian network with maximum depth i, let the value
for X , x̄, be the attribute value with the maximum conditional probability given
the observed attribute values of other nodes in the network (i.e., the maximum
posterior probability):

x̄ = arg max
x

P (X = x | Y1, Y2, ..., Yi) x ∈ {t, f}. (1)

Since single hop inference involves only the direct friends Y1 that are inde-
pendent of each other, the posterior probability can be further reduced using
the conditional independence encoded in the Bayesian network:

P (X = x | Y1) = P (X = x | Y11 = y11, ..., Y1n1 = y1n1)

=
P (X = x, Y11 = y11, ..., Y1n1 = y1n1)

P (Y11 = y11, ..., Y1n1 = y1n1)

=
P (X = x) · P (Y11 = y11, ..., Y1n1 = y1n1 | X = x)∑
x[P (X = x) · P (Y11 = y11, ..., Y1n1 = y1n1 | X = x)]

=
P (X = x) ·∏n1

i=1 P (Y1i = y1i | X = x)∑
x[P (X = x) ·∏n1

i=1 P (Y1i = y1i | X = x)]
,

(2)

where x and y1j are the attribute values of X and Y1j respectively (1 ≤ j ≤ n1,
x, y1j ∈ {t, f}) and the value of y1j is known.

Since we assumed that the network is homogeneous, the CPT for each node
is the same. Thus, we use P (Y = y | X = x) to represent P (Y1j = y1j | X = x).
For this reason, direct friends of X are equivalent to each other, and the posterior
probability now depends on N1t, which is the number of friends with attribute
value t, rather than the individual attribute value. Therefore, we rewrite the
posterior probability P (X = x | Y1) as P (X = x | N1t = n1t). If N1t = n1t, we
obtain:

P (X =x | N1t =n1t)=
P (X = x) · P (Y = t | X = x)n1t · P (Y =f | X = x)n1−n1t∑
x[P (X = x) · P (Y = t | X = x)n1t · P (Y = f | X = x)n1−n1t ]

.

(3)
To compute (3), we need to further learn the conditional probability P (Y =

y | X = x). We apply the parameter estimation [9] technique and obtain:

P (Y = y | X = x) =
# of friendship links connecting people with X = x and Y = y

# of friendship links connecting a person with X = x
.

(4)
Substituting (4) and (3) into (1) yields x̄.
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(a) (b)

Fig. 2. Reduction of a social network (a) into a Bayesian network to infer X from his
friends Y via Generalized Localization assumption (b). The shaded nodes represent
friends whose attribute values are known.

3.3 Multiple Hops Inference

In real world, the attribute values of all the direct friends may not be observed
because people may hide their sensitive information. Therefore, the Localization
Assumption in Section 3.2 is no longer applicable. To incorporate more attribute
information into our Bayesian network, we propose a generalized localization
assumption as follows.

Generalized Localization Assumption. Given the attribute value of the jth
friend of X at i hops away, Yij (1 ≤ j ≤ ni), the attribute of X is conditionally
independent of the descendants of Yij .

This assumption states that if the attribute value for the X ’s direct friend,
Y1j , is unknown, then the attribute value of X is conditionally dependent on
the attribute values for the direct friends of Y1j . This process continues until
we reach a descendent of Y1j whose attribute value is known. For example, the
network structure in Fig. 2(a) is the same as in Fig. 1(a), but the attribute value
of Y12 is unknown. Based on the Generalized Localization Assumption, we ex-
tend the network by branching to Y12’s direct child Y21. Since Y21’s attribute is
unknown, we further branch to Y21’s direct friend Y31. The branch terminates
here because the attribute of Y31 is known. Thus, the inference network for X in-
cludes all the nodes in the graph. After applying Naive Bayesian assumption, we
obtain the DAG shown in Fig. 2(b). Similar to single hop inference, the resulting
DAG in multiple hops inference is also a tree rooted at the query node X . One
interpretation of this model is that when we predict the attribute value of X , we
always treat him/her as an egocentric person who influences his/her friends but
not vice versa. Thus, the attribute value of X can be reflected by those of his/her
friends.

For multiple hops inference, we still apply the Bayes Decision Rule. Due to
additional unknown attribute values such as Y12, the calculation of the posterior
probability becomes more complicated. One common technique to solve this
equation is through variable elimination [14]. We adopt the same technique to
derive the value of x̄ in (1).
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4 Experimental Study of Inference Accuracy

In this section, we define three characteristics of social networks that might
affect Bayesian inference and evaluate their impact. The performance metric
that we consider is inference accuracy, which is defined as the percentage of
nodes predicted correctly by inference.

4.1 Characteristics of Social Networks

Prior Probability P (X = t) is the probability that people in the social network
have attribute A. When no additional information is provided, we could use prior
probability to naively predict attribute values for the query nodes: if P (X = t) ≥
0.5, we predict that every query node has value t; otherwise, we predict that it
has value f . We call this method naive inference. The average naive inference
accuracy that can be obtained is max(P (X = t), 1 − P (X = t)). In our study,
we use it as a reference to compare with our Bayesian inference approach.

Influence Strength P (Y = t | X = t) is defined as the conditional probability
that Y has attribute A given that its direct friend X has the same attribute.
This conditional probability measures how X influence its friend Y . A higher
influence strength implies that there is a higher probability that X and Y will
have attribute A.1

Society Openness O(A) is defined as the percentage of people in a society
who release their values of attribute A. The more people release their attribute
values, the higher the society openness is, and the more evidence about attribute
A is observed.

4.2 Data Set

For the experiment, we collect 66, 766 personal profiles from an online weblog
service provider Livejournal [1], which owns 2.6 million active members. For each
member, Livejournal generates a personnel profile which specifies the member’s
personal information as well as the URLs for the profiles of this member’s friends.
Among the collected profiles, there are 4, 031, 348 friend relations. The number
of friends per member v.s. the number of members follows the power law distri-
bution. About half of the population have less than 10 direct friends.

In order to evaluate the inference behaviors for a wide range of parameters, we
use a hypothetical attribute and synthesize the attribute values: for each mem-
ber, we assign a CPT and determine the actual attribute value based on the
parent’s value and the assigned CPT. The attribute assignment starts from the
set of nodes whose in-degree is 0 and explores the rest of the network following

1 There is another type of influence strength P (Y = t | X = f), which is the condi-
tional probability that two friends have opposite values of attribute A. In an equi-
librium state, the value of P (Y = t | X = f) can be derived from P (X = t) and
P (Y = t | X = t), so we do not introduce it as an additional characteristic.
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naive inference when P (X = t) = 0.3
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Fig. 4. Inference accuracy of Bayesian in-
ference for different prior probabilities

friendship links. Since we are investigating homogeneous societies, all the mem-
bers are assigned with the same CPT. We evaluate the inference performance
by using different CPTs.

After the attribute assignment, we obtain a social network. To infer each indi-
vidual, we built a corresponding Bayesian network, and then conducted Bayesian
inference as described in Section 3.

4.3 Experimental Results

Comparison of Bayesian and Naive Inference. In the first set of experi-
ments, we compare the performance of Bayesian inference with naive inference.
We want to study whether we can utilize the social relations to improve infer-
ence accuracy. We fix the prior probability to 0.3 and vary the influence strength
from 0.1 to 0.9. Fig. 3 shows the inference accuracy of the two methods. It is
clear that Bayesian inference outperforms naive inference. The curve for naive
inference fluctuates around 70%, because with the prior probability being 0.3,
the average accuracy we can achieve is 70%. The performance of Bayesian infer-
ence varies with influence strength. We achieve a very high accuracy, especially
at high influence strength. The accuracy even reaches 95% for the influence
strength 0.9, which is much higher than the 70% accuracy of the naive inference.
We observed the same trend for other prior probabilities as well.

Effect of Influence Strength and Prior Probability. Fig. 4 shows the in-
ference accuracy of Bayesian inference when the prior probability is 0.05, 0.1,
0.3 and 0.5, and the influence strength varies from 0.1 to 0.9. As the prior
probability varies, the inference accuracy yields different trends with the influ-
ence strength. The lowest inference accuracy always occurs when the influence
strength is equal to the prior probability. For example, the lowest inference ac-
curacy (approximately 70%) at the prior probability 0.3 is achieved when the
influence strength is 0.3. This is because when the influence strength is equal
to the prior probability, knowing friend relations provide no more information
than just knowing the prior probability; thus, people in the network are actu-
ally independent of each other. Furthermore, the higher the difference between
the influence strength and the prior probability, the stronger the influence (no
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matter positive or negative) of parent on children, and the better the Bayesian
inference performs.

Society Openness. In the previous experiments, we assume the society open-
ness is 100%. That is, all the friends’ attribute values of the query node are
known. In this set of experiments, we study the inference behavior at different
levels of society openness. We randomly hide the attributes of a certain percent-
age of members, ranging from 10% to 90%, and then perform Bayesian inference
on those nodes.

Fig. 5 shows the experimental results for the prior probability P (X = t) = 0.3
and the society openness O(A) = 10%, 50% and 90%. The inference accuracy de-
creases as more members hide their attributes. For instance, at influence strength
0.7, when the openness is decreased from 90% to 10%, the accuracy reduces from
84.6% to 81.5%. However, the reduction in inference accuracy is relatively small
(on average less than 5%). We also observe similar trends for other prior proba-
bilities. This phenomenon is quite counterintuitive. Generally, when the society
openness is small, the observed evidence on friends’ attributes is low and the
inference accuracy should drop drastically. To better understand the impact of
openness, we perform some analysis in the next section.

5 Discussions on Society Openness

In this section, we want to obtain some insight about the impact that soci-
ety openness has on the inference accuracy through analysis and simulations
in simple regular social network structures. We consider single hop inference in
two-level trees and multiple hops inference in complete k-ary trees.

5.1 Single Hop Inference

As mentioned earlier, the Bayesian network for single hop inference is a two-level
tree. Given a general two-level tree with the query node X as the root and n1
direct friends Y11, ..., Y1n1 as leaves, we want to derive the probability distri-
bution of the posterior probability variation due to the change of openness, i.e.,
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the difference of the posterior probability and the probability that this differ-
ence occurs. We change the openness by randomly hiding a certain percentage
of friends’ attributes.

Let random variables N1t and N ′
1t be the number of friends having attribute

value t before and after hiding the attribute values of h friends, where 0 ≤ h ≤ n1
and max(0, N1t − h) ≤ N ′

1t ≤ min(N1t, n1 − h). If N1t = n1t and N ′
1t = n′

1t,
we can compute the posterior probabilities P (X = t | N1t = n1t) and P (X =
t | N ′

1t = n′
1t) from (3) respectively. Note that for Bayesian inference, hiding

friends’ attribute values in a two-level tree has the same effect as removing these
nodes. Therefore, the posterior probability variation caused by hiding h attribute
values is:

∆P (X = t | N1t = n1t, N
′
1t = n′

1t) = |P (X = t | N1t = n1t) − P (X = t | N ′
1t = n′

1t)|.
(5)

Now we want to derive the probability that each possible value of ∆P (X =
t | N1t = n1t, N

′
1t = n′

1t) occurs. In other words, we want to compute the
probability of the joint event N1t = n1t and N ′

1t = n′
1t (before and after hiding

nodes), which is equal to:

P (N1t = n1t, N
′
1t = n′

1t) = P (N1t = n1t) · P (N ′
1t = n′

1t | N1t = n1t). (6)

Thus, we need to compute the two terms on the right-hand side of the equation.
Initially, if we know X ’s attribute value is x (x ∈ {t, f}), the probability that

N1t = n1t follows the Binomial distribution:

P (N1t = n1t | X = x) =

(
n1

n1t

)
· P (Y = t | X = x)n1t · P (Y = f | X = x)n1−n1t . (7)

By unconditioning on X , we obtain:

P (N1t = n1t) = P (X = t) · P (N1t = n1t | X = t) + P (X = f) · P (N1t = n1t | X = f).
(8)

We define ht and hf as the numbers of hidden nodes with attribute t and
f , respectively (ht = n1t − n′

1t and hf = h − ht). Then we can compute the
conditional probability that N ′

1t = n′
1t given N1t = n1t as:

...

Fig. 7. An example for multiple hops in-
ference when k=2 and d=2
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P (N ′
1t = n′

1t | N1t = n1t) =

(
n1t
ht

) · (n1−n1t
hf

)(
n1
h

) . (9)

In this equation, the numerator represents the number of ways to hide ht

friends with value t and hf friends with value f , and the denominator represents
the number of combinations to choose any h nodes from a total of n1 nodes.
Substituting (8) and (9) into (6), we obtain P (N1t = n1t, N

′
1t = n′

1t).
In the simulation study, we fix n1 to be 10. To obtain the posterior probability

variation ∆P (X = t | N1t = n1t, N
′
1t = n′

1t) and its corresponding probability
for each possible combination of n1t and n′

1t, we vary h from 2 to 8. We plot the
histogram of the posterior probability variation as follows. We divide the range
of posterior probability variation into 10 equal width intervals. Then we compute
the probability that the posterior probability variation falls in each interval.

Fig. 6 shows the histogram of the posterior probability variation when the
prior probability is 0.3 and the influence strength is 0.7. The x axis represents
the intervals and the y axis represents the frequency of the posterior probability
variation within the interval. We observe that for 70% to 90% of the cases, the
variation is less than 0.1. Thus, in single hop inference, the posterior probability
is unlikely to be varied greatly due to hiding nodes randomly.

5.2 Multiple Hops Inference

For multiple hops inference, we use complete k-ary trees, in which all the internal
nodes have k children. We hide a node with all of its ancestors in the tree, and
check how the posterior probability varies with k and the maximum depth of
the hidden nodes d. Fig. 7 depicts an example of when k = 2 and d = 2. The
attribute values of Y11 and Y21 are hidden.

Fig. 8 plots the posterior probability variation when we vary k and d in a
k-ary tree. The prior probability is 0.3 and the influence strength is 0.7. As
k increases, the posterior probability variation before and after hiding nodes
decreases, because there are increasingly more direct friends and the inference
result will depend less on the hidden nodes. Moreover, when k = 1, the posterior
probability varies more significantly when the maximum depth of hidden nodes
is larger. For k > 1, the posterior probability does not vary much with the depth.
These two observations show that, if there are many closer friends to the query
node, a friend that is further away has little impact on the posterior probability.
For our experiments in Section 4, the majority of the nodes have multiple direct
friends. For example, about half of the population have more than 10 direct
friends. As a result, openness in such an environment yields small variations of
posterior probability which result in small changes in inference accuracy.

6 Conclusions

In this paper, we investigated the problem of privacy inference in social net-
works. Using Bayesian networks to model the causal relations among people in
social networks, we performed a series of experiments on the real social network
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structures. We showed that privacy may be indirectly released via social rela-
tions, and the inference accuracy of privacy information is closely related to the
inference strength between friends. Further, we observed that even in a society
where people hide their attributes, privacy still could be inferred from Bayesian
inference.

To protect privacy disclosure in social networks, we could either hide our
friendship relations or ask our friends to hide their attributes. However, our
analysis showed that randomly hiding friends’ attributes and hiding people’s at-
tributes at multiple hops away have a small impact on privacy inference. There-
fore, effective privacy protection should selectively hide friendship relations or
friends’ attributes. To achieve this, we should take both social network struc-
tures and influence strength of social relations into consideration. We plan to
investigate this issue in our future work.
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Abstract. With recent advances in sensory and mobile computing tech-
nology, enormous amounts of data about moving objects are being col-
lected. With such data, it becomes possible to automatically identify
suspicious behavior in object movements. Anomaly detection in massive
sets of moving objects has many important applications, especially in
surveillance, law enforcement, and homeland security.

Due to the sheer volume of spatiotemporal and non-spatial data (such
as weather and object type) associated with moving objects, it is chal-
lenging to develop a method that can efficiently and effectively detect
anomalies in complex scenarios. The problem is further complicated by
the fact that anomalies may occur at various levels of abstraction and be
associated with different time and location granularities. In this paper,
we analyze the problem of anomaly detection in moving objects and pro-
pose an efficient and scalable classification method, Motion-Alert, which
proceeds with the following three steps.

1. Object movement features, called motifs, are extracted from the ob-
ject paths. Each path consists of a sequence of motif expressions,
associated with the values related to time and location.

2. To discover anomalies in object movements, motif-based generaliza-
tion is performed that clusters similar object movement fragments
and generalizes the movements based on the associated motifs.

3. With motif-based generalization, objects are put into a multi-level
feature space and are classified by a classifier that can handle high-
dimensional feature spaces.

We implemented the above method as one of the core components in our
moving-object anomaly detection system, motion-alert. Our experiments
show that the system is more accurate than traditional classification
techniques.

1 Introduction

In recent years, gathering data on moving objects, i.e., the objects that change
their spatial locations with time, has become an easy and common task. The
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tracking of mobile objects, whether it be a tiny cellphone or a giant ocean liner,
is becoming increasingly accessible with embedded GPS devices and other sen-
sors. In cases where direct recording is unavailable, particle tracking techniques
are available using RADAR or satellite images. Such enormous amounts of data
on moving objects pose great challenges on effective and scalable analysis and
applications. One application which is of particular interest in homeland security
is the detection of suspicious or anomalous moving objects: i.e., automatic iden-
tification of the abnormal or suspicious moving objects from among a massive
set of object movements.

Example 1. There is a large number of vessels traveling near American coasts.
It is unrealistic to manually trace such an enormous number of moving objects
and identify suspicious ones. But there is likely to exist a number of previous case
studies on suspicious vessels. Training for manual inspection of ships provided
by experts would be a good source of such examples. Thus it is possible and
highly desirable to develop automated tools that can evaluate the behavior of
all maritime vessels and flag the suspicious ones. This will allow human agents
to focus their monitoring more efficiently and accurately.

In this paper, we take vessels in Example 1 as a typical type of moving objects
and study how to develop scalable and effective methods for automated detection
of anomalous moving objects. We believe such methods can be easily extended
to other applications. In general, there are two general mechanisms for anomaly
detection: classification, which relies on training data sets, and clustering, which
performs automated grouping without using training sets. Here we focus our
study on classification, because it is not hard to find a set of training examples.
With good quality training data, classification often leads to higher accuracy
than clustering-based methods in anomaly detection.

There are several major challenges in anomaly detection of moving objects.
First, tracking moving objects can generate an enormous amount of high preci-
sion and complex data, consisting of both spatiotemporal and non-spatial infor-
mation. For example, the time and location of a vessel might be recorded every
few seconds, and non-spatial information such as the vessel’s weight, speed,
shape, and paint-color may be included in the recordings. Second, there exist
substantial complexities of possible abnormal behavior, which may occur at ar-
bitrary levels of abstraction and be associated with different time and location
granularities. The massive amount of data and complexity of abnormal patterns
make efficient and effective anomaly detection very challenging.

In this study, we systematically study this problem and propose Motion-Alert,
an effective and scalable classification method for detecting anomalous behavior
in moving objects. It features the following components.

1. Motif-based representation: Instead of viewing the movement path of
an object as a sequence of low-level spatiotemporal points, we view it as a
sequence of movement motifs.

2. Motif-oriented feature space transformation: The movement paths
are transformed into a feature space that is oriented on the movement motif
expressions.
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Table 1. Original input data

Non-Spatiotemporal Features Path Class
Size . . . Type

1 Cruiser . . . Military 〈. . .〉 −
2 Cruiser . . . Commercial 〈. . .〉 −
3 Cruiser . . . Civilian 〈. . .〉 +
4 Sailboat . . . Commercial 〈. . .〉 −
5 Sailboat . . . Civilian 〈. . .〉 −

3. Clustering-based motif feature extraction: Generalized motif features
are extracted from the movement paths. We perform micro-clustering to
extract higher level features.

4. High-dimensional, generalized motif-based classification: A classifier
is learned using the extracted generalized motif features.

The rest of the paper is organized as follows. In Section 2, we describe the
representation of moving object data based on movement motifs. In Section 3,
we describe the extraction of higher level features from the motif expressions.
Experimental results are shown in Section 4. We discuss some related works in
Section 5 and conclude the study in Section 6.

2 Movement Motifs

We assume that the input data consists of a set of labeled movement paths, P =
{p1, p2, . . .}, where each path is a sequence of time-related points of an object,
and each object is associated with a set of non-spatiotemporal attributes that
describe non-motion-related properties. Table 1 shows such a data set extracted
from a naval surveillance example, where each ship has non-spatiotemporal at-
tributes, such as “size” and “type”, along with the movement path. The “class”
column labels the case as either positive (suspicious) or negative (normal).

2.1 Extraction of Movement Motifs

Although the concrete spatiotemporal data could be in the precision of seconds
and inches, it is necessary to extract movement motifs at certain higher abstrac-
tion level in order to perform efficient and semantically meaningful analysis.
Consider the two ship movements shown in Fig. 1. They share similar move-
ments except an extra loop in the dashed path. To make semantically meaningful
comparisons between moving objects, we propose to extract movement motifs
at a proper level for further reasoning and classification.

A movement motif is a prototypical movement pattern of an object in either
2D or 3D space. They could be pre-defined by domain experts. Typical examples
include straight line, right turn, u-turn, loop, etc. Let there be M defined motifs:
{m1, m2, . . . , mM}. A movement path is then transformed to a sequence of motifs
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Fig. 1. Extracting motif expressions in raw paths

with other pieces of information associated. Fig. 1 shows this extraction process.
Expressed by a sequence of motifs, the two paths now have much in common:
They share one m2 and two m4’s, and their only difference is an extra m1 in the
dashed path.

We can assume there is a movement motif extractor (as preprocessing) that
recognizes a pre-defined set of motifs modulo some geometric transformations
(e.g., rotation, translation, resizing, etc). Normalization methods to smooth out
differences due to speed, direction, etc. are also needed. In general, each path
takes the form,

〈(mi, tstart, tend, lstart, lend), (mj , tstart, tend, lstart, lend), . . .〉 (1)

where mi is an expressed motif, tstart and tend are the starting and ending times,
and lstart and lend are the starting and ending locations in 2D or 3D space. In a
single motif expression, tstart < tend since each motif must take some non-zero
time to execute. In a full path, motifs may be expressed in overlapping times
and/or locations. A single motif maybe expressed multiple times within a single
movement path.

2.2 Motif-Oriented Feature Space

Recall that the motif extractor is able to extract some preliminary spatiotemporal
information about the motif expressions. Using such information, we can derive a
set of attributes, e.g., duration,avg speed, and generalized location.These
attributes, with proper generalization, will be very useful in analysis. Take Fig. 2
as an example. There are three ships moving in an area that contains an important
landmark. The left and right ships have the same movement shapes except that the
left one makes its circle around a landmark. This extra piece of information (i.e.,
general location) combined with the movement motif can be crucial in decision
making. If we had the information that the left ship made its movement late at
night and at very slow speeds, the combination of all such features is very telling
in anomaly detection.

Let there be A such interesting attributes: {a1, a2, . . . , aA}. For each ai, we
map the set of distinct values (e.g., intervals, location coordinates, etc.) to a
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landmark

Fig. 2.

Table 2. Motif-oriented database

Motif Expressions Class
1(Right-Turn, 3am, l7), (U-Turn, 4pm, l2), (U-Turn, 10pm, l1) −
2(U-Turn, 10am, l2) −
3(Left-Turn, 6am, l7), (U-Turn, 11am, l3), (Right-Turn, 1pm, l7), (Right-Turn, 4pm, l7)+
4(Right-Turn, 1am, l1), (U-Turn, 9am, l1), (Left-Turn, 3pm, l3), (U-Turn, 3pm, l3) −
5(Right-Turn, 2am, l1), (Left-Turn, 9pm, l3) −

set of integers between 1 and V , where V is the largest needed value. We now
represent each movement path in the following form,

〈(mi, v1, v2, . . . , vA), (mj , v1, v2, . . . , vA), . . .〉 (2)

where each tuple is a motif expression and vi is the value of attribute ai. The set
of all possible motif expressions, (mi, v1, v2, . . . , vA), plus the non-spatiotemporal
features, define the motif-oriented feature space.

Table 2 shows a sample transformation from Table 1 to a motif-oriented
database. For space consideration, we did not include the non-spatiotemporal
features. The “Path” feature in Table 1 has been transformed to sets of mo-
tif expressions here. In this particular case, we have three motifs: Right-Turn,
Left-Turn, and U-Turn. Each motif has two attributes: Time and Location. No-
tice that this model is still a simplified one for illustration of the major concepts.
In some analysis, additional attributes, such as average, maximum, or minimum
speed of the vessel, may need to be associated with a motif for successful anomaly
detection.

One could try to feed the motif-oriented database into some learning machine.
But such attempts may prove to be futile. In the raw database, motif expressions
can be recorded with high granularity values, i.e., the number of distinct values
for each attribute is very large. And since each distinct expression is mapped to
a feature in the motif-oriented feature space, this makes generalization difficult.
Take the time-of-the-day attribute as an example. If it is stored at the second
level, almost all motif expressions will have different values. Because these dif-
ferent values are stored as different features, generalization becomes essentially
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impossible. Learning on a feature that is at 10:30:01am will have no bearing on
a feature that is at 10:30:02am.

Thus, a different approach is needed to overcome this problem. We propose
an extraction process named Motif Feature Extraction which will smooth
out the high granularity values and extract higher level features. For example,
the exact distance from a ship to a landmark is unimportant, and it is enough
to consider “rather close to it” in comparison with most other ships. We explain
this process in detail in the following section.

3 Motif Feature Extraction

The Motif Feature Extraction (MFE) process clusters the features belonging
to each motif attribute and extracts higher level features. Recall that each fea-
ture in the motif-oriented feature space is a tuple of the form (mi, v1, v2, . . . , vA),
where vj is the value of attribute aj. For each mi and aj combination, MFE in-
dependently clusters the values for aj . For example, suppose we are dealing with
the time-of-the-day attribute, MFE will extract representative time concepts
based on the data distribution. The result may correspond to a special period
in the time of the day, such as 1-3am, or late night.

These newly found clusters can be seen as higher level features in the data.
And thus they will replace the original high granularity values in each aj . As a
result, each feature in the motif-oriented feature space will be a tuple of the form
(mi, c1, c2, . . . , cA), where cj is the cluster for attribute aj . Because the number
of clusters will be much smaller than the number of original values for each
attribute, the feature space will be greatly reduced. We term this new reduced
feature space the MFE Feature Space.

In order to cluster the attribute values, we have to define a distance metric for
each attribute. In general, a distance metric might not exist for an attribute (e.g.,
categorical data). Fortunately, because the attributes here are spatiotemporal,
distance metrics are naturally defined. For example, attributes related to speed
or time are just one-dimensional numerical values. Attributes related to spatial
location can be measured with 2D or 3D Euclidean distance metrics.

3.1 Feature Clustering

Now that we have the distance metric for each attribute, we wish to find clus-
ters in the attribute value space. These clusters will replace the original features
and form a more compact feature space. We use a hierarchical micro-clustering
technique similar to BIRCH [33] for this task. The reason we chose a “micro-
clustering” technique is because we only want to extract some small, tight clus-
ters. Higher level semantics are captured in the hierarchies.

CF Vector & Tree. First, we introduce some basic concepts. Given n features
(motif-expressions) in the meta-feature space: {f1, f2, . . . , fn}, the centroid C
and radius R are defined as follows. Recall that each feature fi is a A-dimensional
vector in the meta-feature space.
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C =
∑n

i=1 fi

n
(3)

R =
(∑n

i=1 ||fi − C||2
n

) 1
2

(4)

Next, we define the clustering feature (CF) vector: given n features in a
cluster, the CF vector is a triplet defined as: CF = (n, LS, SS), where n is the
number of features in the cluster, LS is the linear sum vector of the n features,
i.e.,

∑n
i=1 fi, and SS is the square sum vector of the n features, i.e.,

∑n
i=1 f2

i .
A CF tree is a height-balanced tree with two parameters: branching factor b

and radius threshold t. The tree is hierarchical in the following sense: the CF at
any node contains information for all data points in that node’s subtree. All leaf
entries have to satisfy the threshold t constraint, which restricts the radius of an
entry to be less than t. Building the CF tree is efficient, the cost of constructing
a CF tree from N points is O(N). More properties are described in [33].

3.2 MFE Feature Space

After building the CF tree from the features belonging to a single motif attribute,
we perform hierarchical agglomerative clustering on the leaves in the CF tree to
form the final clustering. This step is needed because irregularities in the data
could cause the CF tree to misplace nodes or split nodes that should belong
together [33]. The leaf nodes of the resultant hierarchical clustering are then the
micro-clusters and their centroids are the extracted features. They will replace
the original features to form a new feature space. We term this feature space the
MFE feature space.

3.3 Classification

After MFE has performed some primitive generalization in the individual dimen-
sions, we employ the use of a classifier to learn more complex generalizations on
the database. Since the MFE feature space is fairly high dimensional, we make
use of the support vector machine [10, 8] in this learning task.

4 Experiments

In this section, we test our classification system’s performance in a variety of
settings.

4.1 Data Generation

To systematically study the performance of the method under different data
distributions, we generated our own test data sets. Each data set consists of a
set of paths divided into two classes: positive and negative. Both classes use the
same background model to generate a sequence of motif expressions. The positive
class model has an additional model to insert “abnormal” motif patterns. The
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models did not include non-spatiotemporal features because we only wanted to
test the motif expression components. But note that the feature space can handle
all general features.

The background model is a Gaussian mixture distribution over the possi-
ble motif expressions. It randomly chooses a set of seeds from this space and
generates a Gaussian distribution (independently for each attribute) for each
expression. During path generation, a length is randomly generated and mo-
tif expressions are then randomly generated according to the Gaussian mixture
model. The abnormal class has an additional model to generate “abnormal” mo-
tif patterns which make it different. Each pattern consists of one or more motif
expressions. This additional model is another Gaussian mixture distribution over
the motif expression space. During path generation, one or more abnormal motif
pattern(s) are inserted into the positive paths.

4.2 Experiments

For comparison, we constructed a simple baseline model, Plain-SVM. It is an
SVM trained on the motif-oriented database without MFE (i.e., Table 2). Our
model is named MFE-SVM. The branching factor b of the CF tree is set to 4 in
all experiments.

Table 3 shows experimental results in a variety of settings. The first column
lists the different data sets. All data sets had 2000 normal paths and 2000 suspi-
cious paths. Each path’s average length was 50 motif expressions. Each suspicious
path had one additional abnormal motif pattern (randomly generated from the
model), which consisted of 2 normally correlated motif expressions.

The other parameters are shown in the table. Each data set’s name is in the
form of “#M#A#V #T#S”, where M is the number of motifs, A is the number
of attributes, V is the number of values, T is the number of abnormal patterns
in the abnormal model, and S is the standard deviation in the Gaussian mixture
distributions. For the MFE-SVM, we tried 2 different numbers for the parameter
t, which adjusts the granularity of the CF tree. All SVMs used a radial kernel
and all accuracy values were the average of 5 random data sets, each with 10-fold
cross validation.

As the experiments show, classification accuracies with the MFE features were
much better than the plain method. This is easy to justify since generalization
in the plain case was essentially impossible (i.e., the SVM functioned as a simple
rote learner). In the MFE features, similar spatiotemporal motif expressions were
clustered together to allow the SVM to generalize.

Clustering Parameter. In Table 3, we see that when the t parameter (radius
threshold) was adjusted higher, classification accuracies decreased. Recall t con-
trols the size of the micro-clusters in the CF trees (i.e., bigger t means bigger
clusters). In terms of motifs, a larger t means rougher granularities, or higher
generalizations, in the attribute measurements. For example, using late night
(low granularity feature) vs. {1-2am, 2-3am, . . .} (high granularity features) to
represent the time measurement. Also, note that setting t to 0 is equivalent to
using the Plain-SVM.
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Table 3. Classification accuracy: on plain data sets vs. on motif-oriented data sets

Plain-SVM MFE-SVM MFE-SVM

Dataset (t = 40) (t = 150)
10M3A1000V 20T2.0S 52% 74% 74%
10M3A1000V 20T1.0S 57% 72% 73%
10M3A1000V 20T0.5S 80% 73% 73%
20M5A1000V 20T2.0S 50% 92% 72%
20M5A1000V 20T1.0S 51% 93% 71%
20M5A1000V 20T0.5S 58% 96% 72%

20M10A1000V 20T2.0S 51% 95% 97%
20M10A1000V 20T1.0S 51% 97% 97%
20M10A1000V 20T0.5S 57% 99% 96%
40M10A1000V 20T2.0S 50% 96% 96%
40M10A1000V 20T1.0S 53% 99% 96%
40M10A1000V 20T0.5S 58% 99% 98%
40M10A1000V 50T2.0S 50% 89% 85%
40M10A1000V 50T1.0S 51% 95% 92%
40M10A1000V 50T0.5S 62% 95% 93%

Average 55.4% 90.9% 85.6%
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Fig. 3. The effect of the t parameter on classification

Fig. 3 shows the effects of t on classification accuracies on one particular data
set. As the curve shows, accuracy peaks in the middle ranges and dips at the two
ends. In terms of generalization, the two ends denote not enough generalization
and too much generalization. The optimal setting of t is closely tied to the
data. It would be difficult to choose an optimal value a priori. One possibility
is to dynamically adjust t, on a motif-by-motif basis, using feedback from the
classifier. This is a direction for future research.
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5 Related Work

Research on moving object databases (MOD) [15, 14] has been an emerging field.
There are several areas in this field that relate to our work. First is nearest neigh-
bor (NN) search [25, 5, 26, 16, 23, 12]. [25] uses a data structure similar to R-Tree
to store samplings of the moving objects. [5] uses TPR-tree [22, 27] to do NN
and also reverse NN. [26] uses R-Tree with a different metric to perform contin-
uous NN queries. However, these works are only concerned with the proximity
of moving objects in physical space. They are not concerned with higher level
concepts of movement patterns or associations to time and location values.

There are some approaches for pattern existence queries over time series data
[35, 2]. These approaches converted data into strings and used string matching
algorithms to find patterns. This is related to our motif-extraction procedure.
However, they do not address issues associated with higher-level analysis.

Clustering of moving objects [13, 18] is another area in MOD. Closely related is
clustering of time series, which can be viewed as a special case of one-dimensional
spatiotemporal data [4]. There is also a work to cluster high-dimensional data
stream [1]. These works are mainly focused on clustering the data itself, while
we try to find the clusters in the meta-feature space to form a compact and
generalized feature space.

There have been many works in the spatiotemporal domain which touch
on related topics. Data structures such as TPR-tree [22], TPR*-tree [27], and
STRIPES [21] index spatiotemporal data efficiently. Query processing and near-
est neighbor queries are studied in [17, 20, 31, 29, 32, 5, 9]. These studies are fo-
cused on indexing and query processing at the level of raw points and edges. Our
study is on data mining at higher semantic levels of motif-based micro-clusters.

In data mining, there have been works which focus on finding frequent pat-
terns. [28] mines sequential patterns in spatial locations. The mined patterns
are frequent sequences of events that occur at the locations. Another data min-
ing problem is co-location mining. Each frequent co-location pattern is a set of
frequent locations associated closely by some neighborhood function. [19, 24, 30]
are works that focus on this problem. [24, 30] use Apriori-based [3] approaches
to join smaller co-location patterns together. [30] performs a more complicated
process by looking additionally at partial joins. [34] is a recent work that quickly
finds co-location patterns by using multiway joins. In comparison with such stud-
ies, this study is on building up classification models by motif feature extraction
and aggregation.

Another related field is vision [11]. In cases where direct tracking of objects
is unavailable, particle tracking techniques are appropriate. [6] provides a good
overview including tracking with RADAR. For the task of motif extraction, there
is an abundance of work under the title of segmentation and recognition [7].

6 Conclusion

In this paper, we have investigated the problem of anomaly detection in moving
objects. With recent advances in surveillance technology and the imminent need
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for better protection of homeland security, automated solutions for detecting
abnormal behavior in moving objects, such as ships, planes and vehicles, have
become an important issue in intelligence and security informatics. This is a
hard problem since the pattern of movement linked with the environment can
become very complex. A primitive approach which analyzes the raw data will
have a hard time making efficient and generalized decisions.

Instead, we propose a higher-level approach which views object paths as motif
expressions, where a motif is a prototypical movement pattern. By linking the
motifs with other features (both spatiotemporal and regular), we automatically
extract higher level features that better represent the moving objects. In experi-
mental testing, we see that classification using the higher level features produced
better accuracies than that without using such features.
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Abstract. After many Internet-scale worm incidents in recent years, it is clear 
that a simple self-propagation worm can quickly spread across the Internet. And 
every worm incidents can cause severe damage to our society. So it is necessary 
to build a system that can detect the presence of worm as quickly as possible. 
This paper first analyzes the worm’s framework and its propagation model. 
Then, we describe a new algorithm for detecting worms. Our algorithm first 
monitors the computers on network and gets the number of abnormal 
computers. Then based on the monitoring result, we detect an unknown worm 
by using recursive least squares estimation. The experiments result proves that 
our approach is effective to detect unknown worm. 

1   Introduction 

Now, more and more people log on the internet to chat with others, download files or 
read WebPages. The Internet becomes an important role for the economy of country 
and life of people. Once the network breaks down, it will cause an enormous 
economic loss. In 1988, Moriis worm breaks out and 6000 servers are infected and 
stop working in a few days. This incident makes loss be over 10 million dollars. After 
that, Code Red, Code Red II, Nimda, Slammer, Blaster, Sasser, and Witty have 
repeatedly attacked the Internet and caused great damage to our society. So more and 
more people and organizations pay attention to detect and defend against worm. 

In the worm detection research area, Dagon et al. [12] presented a “honeystat” 
worm detection method by correlating infection statistics provided by local honeypots 
when a worm tries to infect them. The CounterMalice quarantine device [13] also 
tries to detect infected hosts in local enterprise networks. Stainford-Chen et al. [5] 
presented “GrIDS”, which can detect worm-infected hosts in a local network through 
building the worms infection graph. C.C.Zou et al. [1] present a method which detect 
worm using Kalman filter. The method can detect un-known worm. But its detection 
time is long. In this paper, we present a new detection methodology. The detection 
methodology is based on these characteristic: 1) when a computer is infected by 
worm, it will send out a lot of connection request; 2) the number of infected 
computers can be modeled by (1). The rest of this paper is organized as follows. 
Section II introduces the worm’s general framework and its propagation models. 
Section III presents a new methodology to monitor the network. In Section IV, we 
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present an adaptive method to detect worm. Section V, we do a set of experiments to 
evaluate our detection methodology. In the end, Section VI concludes this paper. 

2    Worm’s General Framework and Its Propagation Model 

A network worm is a special of virus that can replicate itself to remote computers. It 
can actively scan computers on network and detect if it has vulnerability. When the 
worm find a remote computational machine has vulnerability. It will replicate itself 
through network. Fig.1 describes the general framework of network worm. 

while(1){
  h  =  GetTarget();   
  checkConnect(h);             
 if h can't connect then

   continue; 
  Exploit e = checkVULN(h); 
  If h has not vulnerable then
    continue; 
  acquirePrivs(h,e); 

if can't acquire privilege then
    continue; 
  infect(h); 

�
 

Fig. 1. Framework of worm 

From figure 1, we can know that the worm can be divided into three phases: 1) 
Target Acquisition Phase; 2) Elevating privilege phase; 3) Infection phase. The 
Target Acquisition Phase describes the worm agent how to select hosts that will be 
targeted for infection. We call the set of all hosts that will eventually be targeted for 
infection is target set. This set may be a very large set and usually is not explicitly 
encoded in a worm agent. Now the Target Acquisition Function has following 
algorithm to select a target: random selecting algorithm; sequent selecting algorithm; 
half random selecting algorithm. The elevating privilege phase firstly judge whether 
the selected host has vulnerability. If the selected host exist the vulnerability, worm 
agent will elevate its privilege through the vulnerability and make itself have an 
ability to write file, execute process and so on. In infection phase, the worm agent will 
replicate itself to remote computer through the elevated privilege. 

When a worm agent start on a computer, for infect other computer on network, 
worm agent will select a different host to infect. So in a short time, the agent will 
contact a lot of different host and generate a lot of number of connection. Fig.2 shows 
some typical worms’ connection states in 30 seconds. Fig.3 shows a normal host’s  
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Fig. 2. Typical worms’ connection state 
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Fig. 3. Normal computers’ connection state 

connection stats in 30 seconds in the morning, noon and evening. Comparing Fig.2 
and Fig.3 we can find that the number of connection of a infected host is far greater 
than a normal host. 

When a worm breaks out in network, worm’s propagation will follows fluid models 
because of its large-scale distributed infection. The model can be written as [1]: 

][ tt
t INI

dt

dI
−= β  (1) 

where It is the number of infected hosts at time t; N is the size of vulnerable 
population; and  is called the pairwise rate of infection in epidemic studies. 
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Fig. 4. Worm propagation model 
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Fig.4 shows the dynamics of Itas time goes on for one set of parameters. We can 
roughly partition a worm’s propagation into three phases: the slow start phase, the fast 
spread phase, and the slow finish phase [1]. Our task is to detect the presence of a 
worm in the Internet in its slow start phase or in its beginning of the fast spread phase. 

3   Network Monitoring 

3.1   Network Monitoring Algorithm 

Network operators principally monitor two finds of data in network. The first is data 
available from Simple Network Management Protocol (SNMP) queried from network 
nodes. This Management Information Base (MIB) data is quite broad, and mainly 
consists of counts of activity (such as the number of packets transmitted) on a node. 
The second type of data available is from IP flow monitor. This data includes protocol 
level information about specific end-to-end packet flows which make it more specific 
than SNMP data. But because of the characteristic of worm, In this paper, we present 
a new method to monitor network. 

Definition 1. Connection Degree In a time interval t, host i contact n different IP host 
computers. Then n is defined the connection degree of host i in time interval t. 

From above analysis, we can know that the number of different connection of the host 
infected by worm is far greater than a normal host’s. That is to say, the connection 
degree of host infected by worm is far higher than a normal host’s. So we can design 
a monitoring system to monitor computers’ connection degree. 

As a computer i, it should have three states: 1) sending packets; 2) receiving 
packets; 3) not sending or receiving. Because of the character of a worm, we don’t 
need to pay attention to the receiving packets state. So we can define binary time 
series { 0),( ≥ttW }. )(tW =1 means that the computer is sending packets at time t 

and )(tW =0 means that the computer don’t send packets at time t. Let 

{ 2121 ),,,( ttttttD <≤ } denote a series of different computers’ IP, which computer i 

is sending packets to from time t1 to time t2. And let Dst(t) denote the destination 
computer’s  IP which computer i is sending packets to at time t. Using Under the 
definition of connection degree, we can get 

−

=
tT

Tt

i
t dttKtWC

)1(

)()(  (2) 

where i
tC  is the computer i’s connection degree at time t. And K(t) is a decision 

function. It can be expressed  

)1,0,()()( −⊕= ttDtDsttK  (3) 

In (3), we define a new operator ⊕ . It is an operation between a variable and a vector. 
Supposing there is a variable and a vector A. we define that 
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∉
∈

=⊕
Aa

Aa
Aa

1

0
 (4) 

Using (2), we can record each computer’s connection degree.  

3.2   General Framework of Worm Detection 

The general framework of worm detection is shown in Fig.5. The whole system is 
composed of two parts: a Date Processing Center (DPC) and distributed monitors. 
These monitors are located on gateways or border routers of local networks. It can be 
set up as a part of the egress filter on the routers of a local network. The job of 
distributed monitors is to monitor the network and find how many computers are 
abnormal. When Distributed monitors get the number of abnormal computers, they 
are required to send these results to remote DPC continuously without serious delay; 
The DPC’s main task is judge whether the worm is breaking out based on the data 
sent by monitors. 

 

Fig. 5. General framework of Worm Detection 

4   Adaptive Method to Early Detecting Worm 

In this section, we describe an adaptive method to detect worm. The method can be 
divided into two parts: 1) In distributed monitors, we detect abnormal computers and 
get a time series A(t). In our paper, the series is consist of number of abnormal 
computers at different time; 2) In DPC, we verify there is worm attack using 
RLS(recursive least squares). 

4.1   Detection of Abnormal Computers 

If i
nx  is the connection degree of computer i in the n-th time interval, and n  is the 

mean rate estimated from measurements prior to n, then we predict the computer is 
anomaly based on the following condition: 
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1)1( −+≥ n
i
nx µγ  (5) 

where 0>γ  is a parameter that indicate the percentage above the mean value that we 

consider to be an indication of anomalous behaviour. The mean n  can be computed 

over some past time window or using an exponential weighted moving average 
(EWMA) of previous measurements. 

=
− −+=

A

i

i
nnn x

A
)(

1
1

1
1 λλ  (6) 

where λ  is the EWMA factor. And A is number of computers which are monitored. 
Direct application of the above algorithm would yield high numbers of false 

detection. So we modify the algorithm to improve its performance. We detect 
anomalous behaviour after a minimum number of consecutive violations of the 
threshold [14]. 

k
n

knj
)(x j

i
j

≥
+−=

+≥ −
1

1 1
1 γ  (7) 

where 1>k  is a parameter that indicates the number of consecutive intervals the 
threshold must be violated for an detection to be raised. Then A(n) can be written as: 

   

|}1|{|)(
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1 1
kinA

n

knj
)(x j

i
j

≥=
+−=

+≥ −γ  (8) 

4.2   Worm Attack Verification 

From above analysis, we can know that if a worm breaks out, the A(t) should follow 
model (1). Based on this conclusion, we can verify worm attack using recursive least 
squares (RLS) to judge whether the time serial A(t) follows the model (1). First we 
describe the preliminaries of recursive least squares. And then we describe our 
approach to detect worm using RLS. 

Supposing the output )(tz at time t of a time series is a linear combination of p 

input measurements at time t, τ)]()(),([)( 21 khththth p= . Therefore we have: 

)()()( tnthtz += θτ  (9) 

where θ  is the vector of model parameters and )(tn is a random–variable (white 

noise). Given a sequence of )(iz and )(ih  for ti 3,2,1= (the offline case where all 

the data points are available before hand), the RLS method estimates a constant θ  , 
given )(th , so that the mean squared error of the estimated output, 

=
−=

t

k
t khkz

t
V

1

2])()([
1

)( θθ τ  (10) 
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is minimized. In the offline version of RLS, the estimated model parameters are 

)()()( 1
^

tBtRt −=θ  (11) 

where
=

=
t

k

khkhtR
1

)()()( τ  is the variance covariance matrix of the inputs, and 

=
=

t

k

kzkhtB
1

)()()( is the cross-covariance between the inputs and output. The RLS 

estimate )(
^

tθ can also be obtained recursively [9]. 

)]1()()()[()(
1

)1()(
^

1
^^

−−+−= − tthtzthtR
t

tt θθθ  (12) 

)(
1

)1()()([
1

)1()( tR
t

tRthth
t

tRtR =−−+−= τ  (13) 

Computing the inverse )(1 tR −  , which is expensive and sensitive to numerical errors, 
can be avoided by using the matrix–inversion lemma [9]: given matrices A, B, C and 
D of compatible dimensions, so that the product BCD and the sum A+BCD  exist: 

1111111 ][][ −−−−−−− +−=+ DACBDABAABCDA   (14) 

provided all the required matrix inverses exist. Using the matrix inversion lemma in 

equation 12, and letting )(
1

)()( 11
tR

t
tRtP −−

== .The recursive least squares (RLS) 

algorithm [10] can be obtained: 
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 (15) 

Where τ  is the forgetting factor. It specifies how quickly the algorithm forgets past 
the sample information. We can use it to adjust whether our estimation should rely 
more on recently monitored data or equally on all monitored data. )0(P  can be 

initialized to a diagonal matrix with large positive diagonal elements, or to the matrix 
that corresponds to the first few input/output elements of the time series. Note that if 

0)( ≈tP then the RLS algorithm stops learning/adapting; typically, when this 

happens, )(tP is reset appropriately. 

In this paper, we use the discrete-time model for early detection. Time is divided 
into intervals of length ∆  where ∆  is the discrete time unit. To simplify the 
notations, we use “t” as the discrete time index from now on. For example, It means 
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the number of infected hosts at the real time t. The discrete-time version of the simple 
epidemic model (1) can be written as: 

=∂
∆−∆+= −−

N

III ttt

β
βα 2

11)1(
 (16) 

We call ∂  the infection rate, because it is an average number of vulnerable hosts that 
can be infected per unit of time by one infected host during the early stage of a 
worm’s propagation. Let tyyy 21,  be the measured data used by RLS then ty can 

be written as: 

ttt eIy +=  (17) 

Substituting (17) into the worm epidemic model (14) yields an equation: 

         tttt yyy ζβα +∆−∆+= −−
2

11)1(  (18) 

where the tζ  is 

)2()1( 2
1111 −−−− −∆+∆+−= tttttt eeyee βαζ  (19) 

If we denote τ],[)( 2
11 −−= tt yyth  and

∆−
∆+

=
β
α

θ
1

, then we can estimate α  Using 

(15). When the θ  is convergent and stable, it shows that yt follows the model (1). So 
we can determine that the worm breaks. 

5   Simulation Experiments 

In this section, we describe a set of simulation experiments to evaluate our detection 
method. In our simulation experiments, we do not simply use the epidemic model (1) 
to numerically generate a worm’s propagation curve. Instead, we have programmed 
discrete-time worm propagation simulator. The simulation platform is shown in Fig.6. 
It is composed of four parts: the module of sending background noise, the module of 
sending worm’s packets, controlling module and our worm detection algorithm. The 
controlling module monitors the packets on network. If it finds a packet sent by 
module of sending worm’s packets, it will start another module to send worm’s 
packets with a possibility of µ . The µ  is not constant. It can be expressed by 

322/ηµ N= , where η   is scan rate of worm. 

 

Fig. 6. Simulation platform of experiment 
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In our simulation experiments, we will show the network state when Code Red 
breaks out. In the case of Code Red, its scan rate is 358 per minute and more than 
359,000 hosts had been infected by Code Red on July 19th 2001. So we can consider 
that the number of all host which can be infected by Code Red are 360,000 [1]. And 
we also need to consider background noise in our simulation experiments. Fortunately 
cliff zou et al [1] proposes a normal distribution model for the number of scans and 
number of hosts that send noise. For each hour the number of noise scans follows 
N(110.5,302) and the number of hosts send noise follows N(17.4, 3.32). 
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Time 1t  is defined the time point of Red Code breaking. So When time t < t1, there 

is no worm in network. Using (2) we can monitor computers’ connection degree. 
Fig.7 (a)-(c) show the monitoring result within k-consecutive time. Using formula (7), 
we can get the abnormal computer at this time which is shown in Fig.7 (d). In Fig.7 
(d), the x-axis is computer number, and the y-axis denotes the according computer is 
abnormal. 1 means the computer is abnormal and 0 means the computer is normal. At 
different time, using the formula (7) and formula (8), we can get the time serial A(t) 
which is shown in Fig.8 . if we use the RLS algorithm to track the A(t) and judge 
whether the A(t) follows epidemic model, we can get the results shown in Fig.9. From 
Fig.9, we can know that even if the error of RLS is small, the estimated infection rate 
can’t converge. This means that our detection algorithm detects no worm appears in 
the network. 
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(a) The curve of error                                 (b) The estimated result 

Fig. 9. Result of RLS algorithm when no worm breaks out 

After a lapse of time, it is t1. The Red Code was breaking. Now the network state 
has changed and the worm propagated on the network. Using our algorithm, we can 
get the time serial A(t) which is shown in Fig.10. In Fig.10, the time serial A(t) is 
divided into two parts to be shown: a) A(t) at the Code Red propagation being slow 
start phase; b) A(t) at the Code Red propagation being fast spread phase  

0 100 200 300 400 500 600
350

400

450

500

550

600

650

700

750

Time

N
um

be
r o

f i
nf

ec
te

d 
co

m
pu

te
rs

600 800 1000 1200 1400 1600 1800
0

1000

2000

3000

4000

5000

6000

7000

Time

N
um

be
r o

f I
nf

ec
te

d 
co

m
pu

te
rs

 
 (a) Slow start phase                              (b) Fast spread phase 

Fig. 10. Time serial A(t) when Code Red Breaks out 
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Alike to the experiment above, we use RLS to track A(t). Fig.11(a) shows the error 
of RLS. Through the error shown, it is easy to know our RLS can reveal the A(t) state. 
Fig.11(b) shows the estimated infection rate. From Fig.11(b), we can know that the 
estimated infection rate ∂  has already stabilized at a positive constant value at time 
1500. by that time, the worm Red Code only infects 0.672% of all vulnerable 
population in the Internet. That is to say our approach can detect the worm at the 
beginning fast spread phase. 

0 500 1000 1500
-0.2

-0.15

-0.1

-0.05

0

0.05

0.1

0.15

0.2

Time

E
st

im
at

ed
 e

rr
or

 
0 500 1000 1500

-0.5

0

0.5

1

Time

es
tim

at
ed

 in
fe

ct
io

n 
ra

te

 
    (a) The curve of error                                (b) The estimated result 

Fig. 11. Result of RLS algorithm when worm breaks out 

6   Conclusions 

This paper proposed new method to detect worms. Our detection algorithm is based 
on two following facts: 1) the connection degree of a computer which is infected by 
worm will be abnormal. 2) The number of infected computers can be modeled. Our 
detection first monitor network to find abnormal computers. When our detection 
algorithm detect there are abnormal computers in network, it will use RLS to verify 
worm attack. The evaluation experimentsïprove that our detection algorithm can 
detect unknown worm effectively and quickly. 
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Abstract. Those who want to conceal the content of their communica-
tions can do so by replacing words that might trigger attention by other
words or locutions that seem more ordinary. We address the problem
of discovering such substitutions when the original and substitute words
have the same natural frequency. We construct a number of measures, all
of which search for local discontinuities in properties such as string and
bag-of-words frequency. Each of these measures individually is a weak
detector. However, we show that combining them produces a detector
that is reasonably effective.

1 Motivation

Terrorists and criminals must be aware of the possibility of interception whenever
they communicate by phone or email. In particular, terrorists must be aware of
systems such as Echelon [3] that examine a very large number of messages and
select some for further analysis based on a watchlist of significant words.

Given that it may not be possible to evade some examination of their mes-
sages, terrorists and criminals have two defensive strategies: encryption and ob-
fuscation. The problems with encryption are that it draws immediate attention
to messages and so permits at least meta-analysis; and it may be that there
are backdoors to commonly available encryption methods. Obfuscation tries to
hide messages in the background of the vast number of other messages, replac-
ing words that might trigger attention by other innocent-sounding words or
locutions. For example, al Qaeda, for a time, used the word ‘wedding’ to mean
‘attack’.

When a word is replaced by a word of substantially different natural frequency,
Skillicorn [10] showed that a different kind of potentially detectable signature is
created. This is because most collections of messages represent an agglomeration
of conversations, and conversations are always about something. Rare topics
only appear in rare conversations. When a word substitution occurs, a rare
topic begins to appear more frequently than it ‘should’. An increase in both the
frequency difference between original and substituted words and the frequency
of messages that contain the substitution both increase the detectability of the
presence of a substitution.
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However, substitution by a word of approximately similar frequency is possi-
ble, given either a predefined codebook or access to a frequency-ranked word list
(on the internet perhaps). In this paper, we address the detection of messages
in which a word has been replaced by a word of similar frequency.

Consider the sentence “the attack will be tomorrow”. Using the al Qaeda sub-
stitution, we get “the wedding will be tomorrow” which is designedly a natural-
sounding sentence. However, ‘attack’ is the 1072nd most common English word
according to the site www.wordcount.org/main.php, while ‘wedding’ is the 2912th
most common, so the substantial frequency difference might make this substitu-
tion detectable using the approach described above. On the other hand, if the
word ‘attack’ is replaced by the word ‘complex’ which has similar frequency,
than any human will be able to detect that the sentence “the complex will be
tomorrow” is extremely unusual. However, detecting this kind of substitution au-
tomatically using software has not been attempted, except in a very preliminary
way [4].

The contribution of this paper is to show that a number of techniques using
only syntactic properties such as word frequencies can detect such word sub-
stitutions, although only weakly. Most techniques are either good at detecting
substitutions with a high false positive rate, or have a low false positive rate
but do not detect substitutions well. However, combining the best of these tech-
niques produces a detector whose detection rate, on an individual sentence basis,
is close to 82% with a false positive rate of only 20%.

2 Related Work

The problem of detecting a word that is somehow out of context occurs in
a number of settings. For example, speech recognition algorithms model the
expected next word, and back up to a different interpretation when the next
word becomes sufficiently unlikely [1]. This problem differs from the problem
addressed here because of the strong left context that is used to decide on how
unlikely the next word is, and the limited amount of resources that can be applied
to detection because of the near-realtime performance requirement.

Detecting words out of context can also be used to detect (and correct) mis-
spellings [5]. This problem differs from the problem addressed here because the
misspelled words are nonsense, and often nonsense predictably transformed from
the correctly spelled word, for example by letter reversal.

Detecting words out of context has also been applied to the problem of spam
detection. For example, SpamAssassin uses rules that will detect words such
as ‘V!agra’. The problem is similar to detecting misspellings, except that the
transformations have properties that preserve certain visual qualities rather than
reflecting lexical formation errors. Lee and Ng [7] detect word-level manipulations
typical of spam using Hidden Markov Models. As part of their work, they address
the question of whether an email contains examples of obfuscation at all. They
expected this to be simpler than the problem they set out to address – recovering
the text that had been obfuscated – but remark that detecting obfuscation at
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all is ‘surprisingly difficult’ [7, Section 5] and achieve prediction accuracies of
around 70% using word-level features.

The task of detecting replacements can be considered as the task of detecting
words that are “out of context,” which means surrounded by the words with
which they typically do not co-occur. The task of detecting typical co-occurrences
of words in the specific contexts was considered in [9, 8].

3 Strategies

We wish to detect places where word substitutions have occurred, without any
access to direct semantic information. The techniques we use are all based on
the intuition that a substitution creates a local ‘bump’ in the frequencies of
substrings or sentences containing the substitute.

An obvious starting point might be the 2-gram (or n-gram) frequencies of
adjacent pairs (or n-tuples) of words in the sentence. A 2-gram that contain
the substituted word might have lower frequency than expected. There are two
problems with this simple idea. First, what is the expected frequency, given that
we don’t know what the original word was? Second, Ferrer i Cancho and Solé
[6] have shown that the graph of English word adjacencies has a small-world
property. In other words, most rare words are surrounded by common words,
and the pairwise frequencies of pairs that include rare words do not differ much
from the rare word single-word frequencies. This can be seen in the example
sentence above: there is nothing unusual about the fragment “the complex will
be”; it is not until the word ‘tomorrow’ is appended that the sentence becomes
unusual. It is the pair of non-stopwords (complex, tomorrow) whose frequency
is significant, and these may be separated by many stopwords.

We determine frequencies by querying large repositories such as Google. Such
repositories implicitly contain information about the frequencies of fragments of
text, of bags of words, and of sets of words with stopwords deleted. However, it
is not always possible to get this implicit information directly, which forces us
to use subtle measures to obtain the scores we want.

We concentrate on nouns, since these represent the most likely targets of
substitution, there is more information available about their frequencies than
about other parts of speech, and there are fewer variant forms in English than
for verbs.

3.1 k-Gram Frequencies

In examining a sentence for potential substitutions, we consider each noun in
sequence. In our initial work we considered the region surrounding each noun
extending to the left until the first non-stopword was encountered, and extending
to the right until the first non-stopword was encountered. For example, in the
sentence “A nine mile walk is no joke”, the region surrounding ‘walk’ is “mile
walk is no joke”. However, we discovered that, in real, informal text, these regions
are long enough that there are typically no instances of them, even at Google.
This is partly because they are long enough to capture author idiosyncrasies,
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partly because of the grammatical oddities of informal text, and partly because
texts in limited domains also tend to use limited vocabulary, such as technical
terms which are not well represented in general-purpose repositories.

However, what we call the left k-gram, the text from the considered noun left-
wards up to and including the first non-stopword; and the right k-gram, the text
from the considered noun rightwards up to and including the first non-stopword,
seem to produce more useful fragments. In the example sentence above, the left
k-gram of ‘walk’ is “mile walk” (f = 50 at Google) and the right k-gram is
“walk is no joke” (f = 876,000). Intuitively, each of these fragments considered
separately is more natural, and so more likely, than the complete k-gram above
(f = 33). Surprisingly, the left and right k-grams detect substantially different
properties of sentences, presumably because word order is important in English,
both to convey meaning and style (observe the different frequencies above).

3.2 Sentence Oddity

Sentence oddity measures are designed to measure the frequency of an entire
sentence. Because most sentences do not appear verbatim even once in a large
text repository, obtaining such frequencies comes at the expense of ignoring the
order of the sentence words.

In general, if a word is discarded from a bag of words, the frequency of the
smaller bag should be greater than that of the original bag. However, if the bag
of words was a sentence with the word order ignored, and the discarded word
was meaningful in the context of the sentence, then we might expect that the
difference in frequency to be moderate. If the discarded word was not meaningful
in the context of the sentence, then the difference in frequency might be much
greater. Hence we define sentence oddity as:

sentence oddity =
frequency of bag of words with word discarded

frequency of entire bag of words

The more unusual the discarded word was in the context of its sentence, the
greater we expect the sentence oddity to be.

3.3 Semantic Oddity

If a word is a substitution, then we expect that word not to fit into the context
well. If the substituted word is, in turn, replaced by a related word, the frequency
of the resulting sentence will change, and this change will reflect something about
how unusual the original substitution was. This requires a way to find related
words, which is fundamentally a semantic issue, but there are sources of such
words, for example Wordnet.

The hypernym of a noun is the word immediately above it in the ordinary
ontology of meanings; for example, the hypernym of ‘car’ is ‘motor vehicle’.
We had expected that, when a normal word is replaced by its hypernym, the
frequency of the resulting sentence would stay the same or increase; while when
a substituted word is replaced by its hypernym the frequency of the resulting
sentence would decrease.
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This turns out to be exactly wrong – the actual behavior is the other way
around, and considerably more subtle. The hypernym of a word has its own
hypernym, and original word also has a hyponym, a more specialized word, so
that there are a chain of hypernyms and hyponyms passing through any given
noun. The place on this chain that best represents the entire chain is called
the class word. An example of a chain is (from the bottom): “broodmare, mare,
horse, equine, odd-toed ungulate, hoofed mammal, mammal, vertebrate”. Here
the class word is ‘horse’. What happens when a word is replaced by its hypernym
depends on where in such a chain the word appears. If the word is below the class
word, then the hypernym is probably more common, and the frequency of the
new sentence greater; if the word is above the class word, then the hypernym is
probably more technical and less common, and the frequency of the new sentence
is smaller. For example, the hypernym of ‘rabbit’ is the biological term ‘leporid’,
which is unlikely to be used in ordinary sentences.

In fact, the chain of hypernyms for many words exhibits an oscillating struc-
ture, moving from technical terms to common terms and then back to technical
terms, and so on. For example, a chain containing ‘attack” is (from the bottom):
“foray, incursion, attack, operation, activity, act, event” in which ‘attack’ and
‘act’ are simpler words than the others. Another chain is “comprehension, under-
standing, knowing, higher cognitive process, process, cognition”, in which ‘un-
derstanding’, ‘knowing, and ‘process’ are ordinary words while the other words
in the chain are more technical.

In ordinary informal text, the nouns in use are likely to be close to the appro-
priate class words – using non-class words tends to sound pompous. Substitution
by a hypernym is likely to produce a more technical sentence, and so a lower
frequency. If the noun under consideration is already a substitution, however,
it is less likely to be a simple word. Substitution by a hypernym may therefore
move towards a simpler word, producing a less technical sentence, and so one
with a greater frequency. The chain containing ‘complex’ is: “hybrid, complex,
whole, concept, idea, mental object”. In our example sentence, “the complex is
tomorrow”, hypernym replacement produces “the whole is tomorrow” which is
a much more common bag of words.

We define the hypernym oddity to be:

hypernym oddity = fH − f

where f is the frequency of a sentence, regarded as a bag of words; and fH is
the frequency of a bag of words in which the noun under consideration has been
replaced by its hypernym. We expect this measure to be close to zero or negative
for ordinary sentences, but positive for sentences that contain a substitution.

These three strategies, looking for frequencies of exact substrings of the sen-
tence under consideration, looking for changes in frequency between the entire
sentence and the sentence without the word under consideration, and looking
for changes in frequency when the word under consideration is replaced by its
hypernym (or other related words) can all suggest when a substitution has oc-
curred. In the next section, we describe the exact measures we have used in our
experiments.
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4 Techniques

4.1 Usable Frequency Data

In order to be able to measure the frequencies of sentences, sentence fragments,
and bags of words, we must use data about some repository of text. The choice
of repository makes a great deal of difference, since the better the match between
the repository and the style of text in which substitutions may have occurred,
the more accurate the prediction of substitutions will be. It is well known, for
example, that perplexity, which measures a one-sided 2-gram frequency, is con-
siderably reduced in sets of documents from a particular domain.

We use Google as the source of frequency data, on the grounds that it indexes
a very large number of English documents, and so provides a good picture of
frequencies of English text. That said, it is surprising how often an apparently
ordinary phrase occurs zero times in Google’s document collection.

There are also particular idiosyncrasies of Google’s techniques that have some
impact on our results. First, the frequencies returned via the Google API and via
the Google web interface are substantially different; the API frequency values
are used in all programs here. Second, the Google index is updated every 10
days or so, but this is not easily detectable, so frequencies may be counted from
different instantiations of the index (large frequencies are rounded so this makes
little difference, except for rare strings). Third, the way Google handles stop
words is not transparent, and makes it impossible to invoke exactly the searches
we might have wished. For example, “chase the dog” occurs 9,580 times whereas
“chase dog” occurs 709 times, so quoted string searches clearly do not ignore
stopwords. On the other hand, the bag of words search {chase the dog} occurs
6,510,000 times while {chase dog} occurs only 6,490,000 times, which seems
counterintuitive. Fourth, the order of words seems to be significant, even in bag-
of-word searches. For example, searches for {natural language processing} and
{natural processing language} consistently produce different frequencies.

We use the number of pages returned by Google as a surrogate for word
frequency. This fails to take into account intraword frequencies within each in-
dividual document. It also fails to take into account whether two words appear,
say, adjacently or at opposite ends of a given returned document, which we
might expect to be relevant information about their relationship. We have ex-
perimented with using locality information of this kind, but it does not improve
performance.

4.2 Usable Semantic Data

The only semantic information we use is the hypernyms of nouns being consid-
ered. We get this information from Wordnet (wordnet.princeton.edu). In general,
a word can have several hypernyms, so we collect the entire set and use them
as described below. For example, the direct hypernyms of ‘complex’ are ‘whole’,
‘compound’, ‘feeling’, and ‘structure’, derived from the different meanings of
‘complex’.
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4.3 Experimental Data

In order to evaluate measures to detect substitutions, we need sets of reasonable
sentences to use as data. Standard grammatical sentences, for example from news
articles, are not compelling test data because the kinds of sentences intercepted
from email and (even more so) from speech will not necessarily be complete or
formal grammatical sentences.

A large set of emails was made public as the result of the prosecution of the
Enron corporation. This set of emails was collected over three and a half years
and contains emails from and to a large set of individuals who never imagined
that they would be made public. This set of emails is therefore a good surrogate
for the kinds of texts that might be collected by systems such as Echelon, and
we use it as a source of informal, and so realistic, sentences.

Enron emails contain many strings that are not English words, for example
words in other languages, acronyms, and highly technical terms relating to en-
ergy. We use the British National Corpus (BNC) [2] to discard strings that do
not appear to be English words, and also as our source for the natural frequencies
of English words.

We extracted all strings ending with periods as possible sentences, except
when the BNC corpus indicated the possibility of periods as integral parts of
words, e.g. ‘Mr.’. Sentences with fewer than 5 words or more than 15 words were
discarded, leaving a total of 712,662 candidate sentences. A random sample of
3000 sentences were drawn from this set.

We detected the first noun in each sentence, and replaced it with an adjacent
word in the BNC frequency ranking for nouns. Sentences for which the selected
noun either did not have a hypernym known to Wordnet, or occurred with zero
frequency at Google were discarded.

The resulting set of sentences still contained sentences that did not make
good test examples because they contained unusual word use (i.e., they were too
informal), because they contained typos at the level of words, or because they
used technical vocabulary for which Google frequencies were too low (f < 10)
to be useful. Some examples are: “not unless you count having two refrigerators
to be a constitutionally protected right”; “do you mind returning this please let
me know”; and “first that would help you sorry should have given it to you this
morning”.

To remove such sentences, we computed the sentence oddity for each origi-
nal sentence and for the sentence derived from it by substitution. This measure
should increase when a replacement is made; when it did not, we discarded the
pair of sentences, since this means that the original sentence was more unusual
that the one containing the substitution. This reduced the available set of sen-
tences by approximately a further 25%. Of course, this means that the set of
sentences is biased towards successful detection using sentence oddity, so the
further results using this measure are included for interest only.

Our test set is therefore a set of 554 sentences from the Enron corpus, and a
set of 554 sentences derived from them by substituting a word of equal frequency.
The original set of sentences is useful because it lets us measure the false positive
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rate of the various measures. Also using a set in which the only difference is the
occurrence of a substitution guarantees that performance differences do not arise
from other features of the sentences.

For each measure defined below, we train a decision tree on the measured
values for original sentences and sentences containing substitutions to learn the
best boundary between the two classes. For all of these measures, there is con-
siderable overlap between the measured values for the two classes (that is, there
are many examples on the wrong side of the boundary), reflecting the complex
possibilities for informal English sentences. It is therefore not surprising that the
error rates of each individual measure are quite high.

4.4 Experiments

We applied the measures described previously to the sentence set.
For the family of k-gram measures, we compute the left k-gram frequency, the

right k-gram frequency, and the average of these two measures.
There are often several hypernyms for a given word. We had observed, in

previous work [4], that trying to choose a single hypernym could lead to poor
results. We compute the hypernym oddities for all of the possible hypernyms
of the noun under consideration, and compute: the minimum hypernym oddity
over all hypernyms, the maximum hypernym oddity over all hypernyms, and the
average hypernym oddity over all hypernyms.

5 Results

Even though we have used sentence oddity to select the set of sentences used as
data, it is still reasonable to see how well this measure separates original and
substituted sentences. The decision tree trained on both sets of sentences choose
the boundary sentence oddity > 2.5 to predict sentences with substitutions. In
other words, removing a substituted word from a sentence typically makes the
frequency of the remaining bag of words more the double, while the change in
frequency is smaller than this when an ordinary word is removed.

Figure 1 summarizes the performance of the various measures on the sentence
dataset. In general, each of these techniques makes errors on different sentences,
and so combining measures produces better results than using each measure
alone. This is clear for the k-gram measures: the average k-gram measure has a
much lower false positive rate than either of its two components; but the right
k-gram detects substitutions very strongly. Notice that the left k-gram measure
detects substitutions only weakly – this suggests that adapting techniques from
speech recognition is not likely to work well for this problem. The three hypernym
measures also show divergent properties: the minimum hypernym measure does
not detect sentences with substitutions well, but has a low false positive rate.
The boundaries for all of these measures were determined automatically using a
decision tree, but it is clear that there is some scope for altering these boundaries
to get better substitution detection at the expense of higher false positive rates
(and vice versa). However, it is not clear how to do this in a principled way.
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Detection False
Rate Positive

Measure (%) Rate Boundary score
(%)

Sentence oddity 71 20 2.5
Left k-gram 51 28 461
Right k-gram 89 48 722
Average k-gram 51 13 418
Minimum hypernym 40 15 10
Maximum hypernym 68 31 10
Average hypernym 59 22 0
Combined 82 20 see Figure 2

Fig. 1. Detection performance results

A decision tree was trained using all of the measures as attributes. The result-
ing decision tree is shown in Figure 2. It is clear from the Table that the combined
tree uses only the sentence oddity, average and right k-gram measures and min-
imum hypernym semantic oddity; but that these measures make their errors on
different sentences, so that the overall accuracies are higher than those of the com-
ponent measures. The high false positive rate is a problem, given that ordinary
sentences are much more likely in intercepts than sentences with substitutions.

SO <= 2.48

| KGRAM_AVG <= 4271.5

| | SO <= 1.27: 0

| | SO > 1.27

| | | KGRAM_R <= 623: 1

| | | KGRAM_R > 623

| | | | Hyp_MIN <= 5000: 0

| | | | Hyp_MIN > 5000: 1

| KGRAM_AVG > 4271.5: 0

SO > 2.48

| KGRAM_R <= 1380: 1

| KGRAM_R > 1380

| | KGRAM_R <= 173000: 0

| | KGRAM_R > 173000: 1

Fig. 2. Structure of the decision tree, combining measures (0 – normal sentence, 1 –
sentence containing a substitution; SO – sentence oddity, KGRAM – k-gram, Hyp –
Hypernym)

It might be argued that the decision tree above performs well because the
training sentences were selected so that the sentence oddity measure behaves
appropriately. Figure 3 shows a combined decision tree in which only the k-gram
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and hypernym measures are used. The performance is only slight worse (accu-
racy for sentences containing a substitution: 78%, and false positive rate: 22%).
A slightly smaller set of 884 sentences in which the sentence oddity criterion was
not used to discard sentences shows comparable results (accuracy for sentences
containing a substitution: 79%, and false positive rate: 23%). Overall perfor-
mance results shows little sensitivity to choice of data or measures used, as long
as several different measures are combined. This probably reflects the complexity
of informal English, exhibited by any sufficiently large set of examples, and the
lack of any single signature for word substitution.

KGRAM_R <= 722

| Hyp_AVG <= 0

| | KGRAM_AVG <= 332: 1

| | KGRAM_AVG > 332: 0

| Hyp_AVG > 0: 1

KGRAM_R > 722

| KGRAM_L <= 15

| | Hyp_AVG <= -151

| | | Hyp_MIN <= -1889000: 1

| | | Hyp_MIN > -1889000: 0

| | Hyp_AVG > -151: 1

| KGRAM_L > 15: 0

Fig. 3. Decision tree, without sentence oddity measures (0 – normal sentence, 1 –
sentence containing a substitution; KGRAM – k-gram, Hyp – Hypernym)

The performance results and the boundaries were computed for smaller sets
of sentences and were remarkably stable as the size of the dataset grew.

6 Conclusions

We have tested how word substitutions within textual communication can be
detected. Our technique allows us to automatically flag suspicious messages,
so that they can be further investigated, either by a more sophisticated data-
mining techniques or manually. The task of detecting substitutions is becoming
important since terrorists, criminals, spies and other adversarial parties may use
substitution in order to avoid being flagged because of the use of certain words
(e.g. ‘bomb’, ‘explosives’, ‘attack’, etc.). Our technique extends prior work, which
was not able to detect substitutions when a word is replaced by another word
with similar frequency of use. This is because our approach is grounded in the se-
mantics of word usage rather than in the frequency ranks. We mine the necessary
semantic information from World Wide Web through analyzing the frequency of
use of specially constructed phrases obtained by transforming sentences from a
message or communication. We have been able to demonstrate empirically that
such detection is possible and, when several indicators are combined into one
model, can be performed with practically useful accuracy.
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Since our model is the first formulation of the task of substitution detection
through semantic relationships, we were able only to investigate a simple heuris-
tic model. We are leaving for future research the creation of a more fine-grained
model (e.g. based on popular language models) and testing with a wider variety
of test sets. It will be also interesting to investigate how the correlation between
substitutions can be exploited to increase the accuracy and even to guess what
original words were obfuscated.
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6. R. Ferrer i Cancho and R.V. Solé. The small world of human language. Proceedings
of the Royal Society of London Series B – Biological Sciences, pages 2261–2265,
2001.

7. H. Lee and A.Y. Ng. Spam deobfuscation using a Hidden Markov Model. In
Proceedings of the Second Conference on Email and Anti-Spam, 2005.

8. D. Roussinov and L. Zhao. Automatic discovery of similarity relationships through
web mining. Decision Support Systems, pages 149–166, 2003.

9. D. Roussinov, L. Zhao, and W. Fan. Mining context specific similarity relationships
using the World Wide Web. In Proceedings of the 2005 Conference on Human
Language Technologies, 2005.

10. D.B. Skillicorn. Beyond keyword filtering for message and conversation detec-
tion. In IEEE International Conference on Intelligence and Security Informat-
ics (ISI2005), pages 231–243. Springer-Verlag Lecture Notes in Computer Science
LNCS 3495, May 2005.



Finding Hidden Group Structure in a Stream of
Communications�

J. Baumes1, M. Goldberg1, M. Hayvanovych1, M. Magdon-Ismail1,
W. Wallace2, and M. Zaki1

1 CS Department, RPI, Rm 207 Lally, 110 8th Street, Troy, NY 12180, USA
{baumej, goldberg, hayvam, magdon, zaki}@cs.rpi.edu

2 DSES Department, RPI, 110 8th Street, Troy, NY 12180, USA
wallaw@rpi.edu

Abstract. A hidden group in a communication network is a group of
individuals planning an activity over a communication medium with-
out announcing their intentions. We develop algorithms for separating
non-random planning-related communications from random background
communications in a streaming model. This work extends previous re-
sults related to the identification of hidden groups in the cyclic model.
The new statistical model and new algorithms do not assume the ex-
istence of a planning time-cycle in the stream of communications of a
hidden group. The algorithms construct larger hidden groups by build-
ing them up from smaller ones. To illustrate our algorithms, we apply
them to the Enron email corpus in order to extract the evolution of
Enron’s organizational structure.

1 Introduction

Modern communication networks (telephone, email, Internet chat room, etc.)
facilitate rapid information exchange among millions of users around the world.
This vast communication activity provides the ideal environment for groups to
plan their activity undetected: the related communications are embedded (hid-
den) within the myriad of random background communications, making them
difficult to discover. When a number of individuals in a network exchange com-
munications related to a common goal, or a common activity, they form a group;
usually, the presence of the coherent communication activity imposes a certain
structure on the communications of that set (group) of actors. A group of actors
may communicate in a structured way while not being forthright in exposing
its existence and membership. In this paper, we describe a novel statistical and
algorithmic approach to discovering such hidden groups. Our work extends pre-
vious results related to the identification of hidden groups in the cyclic model.
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The new statistical model and new algorithms do not assume the existence of a
planning time-cycle in the stream of communications of a hidden group.

The tragic events of September 11, 2001 underline the need for algorithmic
tools (and corresponding software implementations) which facilitate the discov-
ery of hidden (malicious) groups during their planning stage, before they move
to implement their plans. A generic way of discovering such groups is based on
discovering correlations among the communications of the actors in the com-
munication network. Although the content of the messages can be informative
and natural language processing may be brought to bear in its analysis, such
an analysis is generally time consuming and intractable for large datasets. The
research presented here makes use of only three properties of a message: its time,
the name of the sender and the name of the recipient of the message.

Our approach is based on the observation that a pattern of communications
exhibited by actors in a social group pursuing a common objective is different
from that of a randomly selected set of actors. Specifically, we focus on the
discovery of such groups whose communications during the observation time-
period exhibit statistical correlations. Since any group, even one which tries to
hide itself, must communicate regularly, hidden groups will have communications
that display statistically significant structure, as compared to a group formed
at random. This is related to the social concept of homophily, which states that
individuals will tend to communicate with those similar to themselves [1].

Identifying structure in networks has been studied in [2, 3, 4, 5, 6], which fo-
cuses on static non-planning hidden groups. The study of identifying planning
hidden groups was initiated in [7] using Hidden Markov models. In [2, 3], al-
gorithms were established for detecting groups which are correlated in time,
given certain assumptions. In particular, it was assumed that the group com-
municates among all members at least once over consecutive disjoint time in-

00 A→C Golf tomorrow? Tell everyone.
05 C→F Alice mentioned golf tomorrow.
06 A→B Hey, golf tomorrow? Spread the word
12 A→B Tee time: 8am; Place: Pinehurst.
13 F→G Hey guys, golf tomorrow .
13 F→H Hey guys, golf tomorrow .
15 A→C Tee time: 8am; Place: Pinehurst.
20 B→D We’re playing golf tomorrow.
20 B→E We’re playing golf tomorrow.
22 C→F Tee time: 8am; Place: Pinehurst.
25 B→D Tee time: 8am; Place: Pinehurst.
25 B→E Tee time 8am, Pinehurst.
31 F→G Tee time 8am, Pinehurst.
31 F→H Tee off 8am,Pinehurst.

00 A→C
05 C→F
06 A→B
12 A→B
13 F→G
13 F→H
15 A→C
20 B→D
20 B→E
22 C→F
25 B→D
25 B→E
31 F→G
31 F→H

(a) (b)

Fig. 1. (a) Streaming hidden group with two waves of planning. (b) Streaming group
without message content – only time, sender id and receiver id are available.
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tervals of a given length – the cycle model. The contribution of this paper
is the formulation of the problem of finding hidden groups in a streaming
model (streaming hidden groups), together with algorithms for finding such hid-
den groups. In this model, hidden groups do not necessarily display a fixed
time-cycle, during which all members of group members exchange messages.

A

C

F

HG

B

D E

Fig. 2. Group struc-
ture for Figure 1

An example of a streaming hidden group is illustrated in
Figure 1(a) – a group planning a golf game. Given the mes-
sage content, it is easy to identify two “waves” of commu-
nication. The first wave (in darker font) establishes the
golf game; and, the second wave (in lighter font) final-
izes the game details. Based on this data, it is not hard
to identify the group and conclude that the “organiza-
tional structure” of the group is represented in Figure 2
to the right (each actor is represented by their first initial).
The challenge is to deduce this same information from the
communication stream without the message contents (Fig-
ure 1(b)). There are two main features that distinguish the
stream model from the cycle model:

(i) communication waves may overlap, as in Figure 1(a);
(ii) waves may different durations, some considerably longer than others.

The first feature may result in bursty waves of intense communication (many
overlapping waves) followed by periods of silence. Such a type of communica-
tion dynamics is hard to detect in the cycle model, since all the (overlapping)
waves of communication may fall in one cycle. The second can be quantified by
a propagation delay function which specifies how much time may elapse between
a hidden group member receiving the message and forwarding it to the next
member; sometimes the propagation delays may be large, and sometimes small.
One would typically expect that such a streaming model would be appropriate
for hidden groups with some organizational structure as illustrated in the tree.
We present algorithms which not only discover the streaming hidden group, but
also its organizational structure without the use of message content.

We use the notion of communication frequency in order to distinguish non-
random behavior. Thus, if a group of actors communicates unusually often using
the same chain of communication, i.e. the structure of their communications
persists through time, then we consider this group to be statistically significant
and indicative of a hidden group. We present algorithms to detect small frequent
tree-like structures, and build hidden structures starting from the small ones.

Paper Organization. We begin in Section 2 by formally describing the problem
and the data representation. We present our algorithms and statistical models
for discovering streaming hidden groups in Sections 3, 4 and 5. In Section 6,
we give some experimental results on the evolution of the Enron organizational
structure using the Enron e-mail corpus, and conclude in Section 7 with some
future directions.
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2 Problem Statement

A communication stream is a set of tuples of the form
〈senderID, receiverID, t, msg〉, where senderID sends the message msg to re-
ceiverID at time t. In our approach to detecting hidden groups, we do not rely on
any semantic information (message content) contained in the communications.
The reason is that communications on a public network are usually encrypted in
some way and can be quite complex to analyze, hence the message information
may be either misleading or unavailable.

B C

D

A   

tCD

tAB

tBC

tBD

tAC

Fig. 3. Hypothetical
Group Structure

A hidden group communication structure can be rep-
resented by a directed graph. Each vertex is an actor and
every edge shows the direction of the communication.
For example a hierarchical organization structure could
be represented by a directed tree. The graph in Figure
3 to the right is an example of a communication struc-
ture, in which actor A “simultaneously” sends messages
to B and C; then, after receiving the message from A,
B sends messages to C and D; C sends a message to D
after receiving the messages from A and B. Every graph
has two basic types of communication structures: chains
and siblings. A chain is a path of length at least 3, and
a sibling is a tree with a root and two or more children,
but no other nodes. Of particular interest are chains and sibling trees with three
nodes, which we denote triples. For example, the chains and sibling trees of
size three (triples) in the communication structure above are: A → B → D;
A → B → C; A → C → D; B → C → D; A → B, C; and, B → C, D. We
suppose that a hidden group employs a communication structure that can be
represented by a directed graph as above. If the hidden group is hierarchical, the
communication graph will be a tree. The task is to discover such a group and
its structure based solely on the communication data.

If a communication structure appears in the data many times, then it is
likely to be non-random, and hence represent a hidden group. To discover hidden
groups, we will discover the communication structures that appear many times.
We thus need to define what it means for a communication structure to “appear”.
Specifically, we consider chain and sibling triples (trees of size three). For a chain
A → B → C to appear, there must be communication A → B at time tAB and a
communication B → C at time tBC such that (tBC − tAB) ∈ [τmin, τmax]. This
intuitively represents the notion of causality, where A → B “causes” B → C
within some time interval specified by τmin, τmax. A similar requirement holds
for the sibling triple A → B, C; the sibling triple appears if there exists tAB and
tAC such that (tAB − tAC) ∈ [−δ δ]. This constraint represents the notion of
A sending messages “simultaneously” to B and C within a small time interval
of each other, as specified by δ. For an entire graph (such as the one above) to
appear, every chain and sibling triple in the graph must appear using a single
set of times. For example, in the graph example above, there must exist a set
of times, {tAB, tAC , tBC , tBD, tCD}, which satisfies all the six chain and sibling
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constraints. A graph appears multiple times if there are disjoint sets of times
each of which is an appearance of the graph. A set of times satisfies a graph if
all chain and sibling constraints are satisfied by the set of times. The number of
times a graph appears is the maximum number of disjoint sets of times that can
be found, where each set satisfies the graph. Causality requires that multiple
occurrences of a graph should monotonically increase in time. Specifically, if
tAB “causes” tBC and t′AB “causes” t′BC with t′AB > tAB, then it should be
that t′BC > tBC . In general, if we have two disjoint occurrences (sets of times)
{t1, t2, . . .} and {s1, s2, . . .} with s1 > t1, then it should be that si > ti for all i.

A communication structure which occurs frequently enough becomes statisti-
cally significant when its frequency of occurrence exceeds the expected frequency
of such a structure from the random background communications. The goal is
to find all statistically significant communication structures, which is formally
stated in the following algorithmic problem statement.

Input: A communication data stream; δ, τmin, τmax, h, κ.
Output: All communication structures of size ≥ h, which appear at least κ

times, where the appearance is defined with respect to δ, τmin, τmax.

The statistical task is to determine h and κ to ensure that all output communi-
cation structures are statistically significant. We will first consider small trees,
specifically chain and sibling triples. We then develop a heuristic algorithm to
build up larger hidden groups from clusters of triples. We will also obtain evolv-
ing hidden groups by using a sliding window.

3 Algorithms for Chain and Sibling Trees

We will start by introducing a technique to find chain and sibling triples, i.e.
trees of type A → B → C (chain) and trees of type A → B, C (sibling). To
accomplish this, we will enumerate all the triples and count the number of times
each triple occurs. Enumeration can be done by brute force, i.e. considering each
possible triple in the stream of communications. We have developed a general
algorithm for counting the number of occurrences of chains of length , and
siblings of width k. These algorithms proceed by posing the problem as a multi-
dimensional matching problem, which in the case of tipples becomes a two-
dimensional matching problem. Generally multi-dimensional matching is hard
to solve, but in our case the causality constraint imposes an ordering on the
matching which allows us to construct a linear time algorithm. Finally we will
introduce a heuristic to build larger graphs from statistically significant triples
using overlapping clustering techniques [8].

3.1 Computing the Frequency of a Triple

Consider the triple A → B → C and the associated time lists L1 = {t1 ≤ t2 ≤
. . . ≤ tn} and L2 = {s1 ≤ s2 ≤ · · · ≤ sm}, where ti are the times when A sent to
B and si the times when B sent to C. An occurrence of the triple A → B → C
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is a pair of times (ti,si) such that (si − ti) ∈ [τmin τmax]. Thus, we would like to
find the maximum number of such pairs which satisfy the causality constraint. It
turns out that the causality constraint does not affect the size of the maximum
matching, however it is an intuitive constraint in our context.

We now define a slightly more general maximum matching problem: for a
pair (ti, si) let f(ti, si) denote the score of the pair. Let M be a matching
{(ti1 , si1), (ti2 , si2) . . . (tik

, sik
)} of size k. We define the score of M to be

Score(M) =
k∑

j=1

f(tij , sij ).

The maximum matching problem is to find a matching with a maximum score.
The function f(t, s) captures how likely a message from B → C at time s was
“caused” by a message from A → B at time t. In our case we are using a hard
threshold function

f(t, s) = f(t − s) =
{

1 if t − s ∈ [τmin, τmax],
0 otherwise.

The matching problem for sibling triples is identical with the choice

f(t, s) = f(t − s) =
{

1 if t − s ∈ [−δ, δ],
0 otherwise.

We can generalize to chains of arbitrary length and siblings of arbitrary width
as follows. Consider time lists L1, L2, . . . ,L�−1 corresponding to the chain A1 →
A2 · · · → A�, where Li contains the sorted times of communications Ai → Ai+1.
An occurrence of this chain is now an −1 dimensional matching {t1, t2, . . . , t�−1}
satisfying the constraint (ti+1 − ti) ∈ [τmin τmax] ∀ i = 1,· · · , − 2.

The sibling of width k breaks down into two cases - ordered siblings which
obey constraints similar to the chain constraints, and unordered siblings. Con-
sider the sibling tree A0 → A1, A2, · · ·Ak with corresponding time lists L1, L2,
. . . ,Lk, where Li contains the times of communications A0 → Ai. Once again,
an occurrence is a matching {t1, t2, . . . , tk}. In the ordered case the constraints
are (ti+1 − ti) ∈ [−δ δ]. This represents A0 sending communications “simulta-
neously” to its recipients in the order A1, . . . , Ak. The unordered sibling tree
obeys the stricter constraint (ti − tj) ∈ [−(k − 1)δ, (k − 1)δ], ∀ i, j pairs, i �= j.
This stricter constraint represents A0 sending communications to its recipients
“simultaneously” without any particular order.

Both problems can be solved with a greedy algorithm. The detailed al-
gorithms for arbitrary chains and siblings are given in Figure 4(a). Here we
sketch the algorithm for triples. Given two time lists L1={t1, t2, . . . , tn} and
L2={s1, s2, . . . , sm} the idea is to find first valid match (ti1 , si1), which is the first
pair of times that obey the constraint (si1 − ti1) ∈ [τmin τmax]. Then, recursively
find the maximum matching on the remaining sub lists L′

1 = {ti1+1, . . . , tn} and
L′

2 = {si1+1, . . . , sm}.
The case of general chains and ordered sibling trees is similar. The first valid

match is defined similarly. Every pair of entries tLi ∈ Li and tLi+1 ∈ Li+1 in
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the maximum matching must obey the constraint (tLi+1 − tLi) ∈ [τmin τmax].
To find the first valid match, we begin with the match consisting of the first
time in all lists. Denote these times tL1 , tL2 , . . . , tL�

. If this match is valid (all
consecutive pairs satisfy the constraint) then we are done. Otherwise consider
the first consecutive pair to violate this constraint. Suppose it is (tLi , tLi+1); so
either (tLi+1 − tLi) > τmax or (tLi+1 − tLi) < τmin. If (tLi+1 − tLi) > τmax (tLi

is too small), we advance tLi to the next entry in the time list Li; otherwise
(tLi+1 − tLi) < τmin (tLi+1 is too small) and we advance tLi+1 to the next entry
in the time list Li+1. This entire process is repeated until a valid first match is
found. An efficient implementation of this algorithm is given in Figure 4. The
algorithm for unordered siblings follows a similar logic.
In the algorithms below, we initialize i = 0; j = 1 (i, j are time list indices), and
P1, . . . , Pn = 0 (Pk is an index within Lk ). Let ti = Li[Pi] and tj = Lj [Pj ].

1: Algorithm Chain
2: while Pk ≤ ‖Lk‖ − 1, ∀k do
3: if (tj − ti) < τmin then
4: Pj ← Pj + 1
5: else if (tj−ti) ∈ [τmin, τmax] then
6: if j = n then
7: (P1, . . . , Pn) is the next match
8: Pk ← Pk + 1, ∀k; i ← 0; j ← 1
9: else

10: i ← j; j ← j + 1
11: else
12: Pi ← Pi + 1; j ← i; i ← i − 1

1: Algorithm Sibling
2: while Pk ≤ ‖Lk‖ − 1,∀k do
3: if (tj − ti) < −(k − 1)δ then
4: Pj ← Pj + 1
5: else if (tj − ti) > (k − 1)δ,∀i < j then
6: Pi ← Pi + 1; j ← i + 1
7: else
8: if j = n then
9: (P1, . . . , Pn) is the next match

10: Pk ← Pk + 1,∀k; i ← 0; j ← 1
11: else
12: j ← j + 1

(a) (b)

Fig. 4. (a) maximum matching algorithm for chains and ordered siblings; (b) maximum
matching algorithm for unordered siblings

The next theorem gives the correctness of the algorithms.

Theorem 1. Algorithm-Chain and Algorithm-Sibling find maximum matchings.

Proof. By induction. Given a set of time lists L = (L1, L2, . . . , Ln) our algo-
rithm produces a matching M = (m1, m2, . . . , mk), where each matching mi is
a sequence of n times from each of the n time lists mi = (ti1, ti2, . . . , tin). Let
M∗ = (m∗

1, m
∗
2, . . . , m

∗
k∗) be a maximum matching of size k∗. We prove that

k = k∗ by induction on k∗. We will need the next two lemmas which follow by
construction in the Algorithms (we postpone the detailed proofs).

Lemma 1. If there is a valid matching our algorithm will find one.

Lemma 2. Algorithm-Chain and Algorithm-Sibling find an earliest valid match-
ing: let the first valid matching found by either algorithm be m1 = (t1, t2, . . . , tn).
Then for any other valid matching m′ = (s1, s2, . . . , sn) ti ≤ si ∀ i = 1, · · · , n.
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If k∗ = 0, then k = 0 as well. If k∗ = 1, then there exists a valid matching and
by Lemma 1 our algorithm will find it.

Suppose that for all sets of time lists for which k∗ = M , the algorithm finds
matchings of size k∗. Now consider a set of time lists L = (L1, L2, . . . , Ln) for
which an optimal algorithm produces a maximum matching of size k∗ = M + 1
and consider the first matching in this list (remember that by the causality
constraint, the matchings can be ordered). Our algorithm constructs the earliest
matching and then recursively processes the remaining lists. By Lemma 2, our
first matching is not later than optimal’s first matching, so the partial lists
remaining after our first matching contain the partial lists after optimal’s first
matching. This means that the optimal matching for our partial lists must be
M . By the induction hypothesis our algorithm finds a matching of size M on
these partial lists for a total matching of size M + 1.

For a given set of time lists L = (L1, L2, . . . , Ln) as input, where each Li has a
respective size di, define the total size of the data as ‖D‖ =

∑n
i=1 di.

Theorem 2. Algorithm-Chain runs in O(‖D‖) time.

Proof. When looking for a matching, we compare a pair of elements from two
time lists. For each comparison, we increment at least once in a time list if the
comparison failed. After n−1 successful comparisons, we increment in every time
list by one. Thus there can be at most O(‖D‖) failed comparisons and O(‖D‖)
successful comparisons, since the are ‖D‖ list advances in total.

Theorem 3. Algorithm-Sibling runs in O(n · ‖D‖) time.

Proof. As in Algorithm-Chain a failed comparison leads to at least one incre-
ment, but now

(
n
2

)
successful comparisons are needed before incrementing in

every time list. Therefore, in the worst case O(n2) comparisons lead to O(n) list
advances. Since there are at most ‖D‖ list advances, the maximum number of
comparisons is O(n · ‖D‖)

3.2 Finding all Triples

Assume the data are stored in a vector. Each component in the vector corre-
sponds to a sender id and stores a balanced search tree of receiver lists (indexed
by a receiver id). And S is the whole set of the distinct senders. The algorithm for
finding chain triples considers sender id s and its list of receivers {r1, r2, · · · , rd}.
Then for each such receiver ri that is also a sender, let {ρ1, ρ2, · · · , ρf} be the
receivers to which ri sent messages. All chains begining with s are of the form
s → ri → ρj . This way we can more efficiently enumerate the triples (since we
ignore triples which do not occur). For each sender s we count the frequency of
each triple s → ri → ρj . Assuming all time lists of approximately the same size,
the total runtime is O(dmax‖D‖), where dmax is the size of the longest possible
list of receivers and ‖D‖ is the total dataset size.
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4 Statistically Significant Triples

In order to determine the minimum frequency κ that makes a triple statistically
significant, we build a statistical model that mimics certain features of the data.
In particular we model the inter-arrival time distribution and receiver id prob-
ability conditioned on sender id. Using this model, we generate synthetic data
and find all randomly occurring triples to determine the threshold frequency κ.

4.1 A Model for the Data

We estimate directly from the data the message inter-arrival time distribution
f(τ), the conditional probability distribution P (r|s), and the marginal distribu-
tion P (s) using simple histograms (one for f(τ), S for P (r|s) and S for P (s), i.e.
one conditional and marginal distribution histogram for each sender, where S is
the number of senders). One may also model additional features (eg. P (s|r)), to
obtain more accurate models. One should however bear in mind that the more
accurate the model, the closer the random data is to the actual data, hence the
less useful the statistical analysis will be - it will simply reproduce the data.

Generating a Synthetic Data Set. Suppose one wishes to generate N messages
using f(τ), P (r|s) and P (s). First we generate N inter-arrival times indepen-
dently, which specifies the times of the communications. We now must assign
sender-receiver pairs to each communication. The senders are selected indepen-
dently from P (s). We then generate each receiver independently, but conditioned
on the sender of that communication, according to P (r|s).

4.2 Determining Significance Threshold

To determine the significance threshold κ, we generate M (as large as possible)
synthetic data sets and determine the triples together with their frequencies of
occurrence in each synthetic data set. The threshold κ may be selected as the
average plus two standard deviations, or (more conservatively) as the maximum
frequency of occurrence of a triple.

5 Constructing Larger Graphs Using Heuristics

Now we discuss a heuristic method for building larger communication structures,
using only statistically significant triples. We will start by introducing the notion
of an overlap factor. We will then discuss how the overlap factor is used to
build a larger communication graph by finding clusters, and construct the larger
communication structures from these clusters.

5.1 Overlap Between Triples

Given two statistically significant triples (A, B, C) and (D, E, F ) of chain or
sibling type, let their maximum matchings occur respectively at the times M1 =
{(t1, s1), . . . , (tk, sk)} and M2 = {(t′1, s′1), . . . , (t′p, s′p)}.
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We define an overlap weighting function W (M1, M2) to capture the degree
of coincidence between the matchings M1 and M2. The simplest such overlap
weighting function is the extent to which the two time intervals of communica-
tion overlap. Specifically, W (M1, M2) is the percentage overlap between the two
intervals [t1, sk] and [t′1, s

′
p], if they overlap, and otherwise zero:

W (M1, M2) = max
{

min(sk, s′p) − max(t1, t′1)
max(sk, s′p) − min(t1, t′1)

, 0
}

A large overlap factor suggests that both triples are part of the same hidden
group. More sophisticated overlap factors could take into account intermittent
communication but for our present purpose, we will use this simplest version.

5.2 The Weighted Overlap Graph and Clustering

We construct a weighted graph by taking all significant triples to be the vertices
in the graph. Let Mi be the maximum matching corresponding to vertex (triple)
vi. Then, we define the weight of the edge eij to be ω(eij) = W (Mi, Mj). Thus,
we have an undirected complete graph (some weights may be 0). By thresholding
the weights, one could obtain a sparse graph. Dense subgraphs in this graph
correspond to triples that were all active at about the same time, and are a
candidate hidden group. Thus, we want to cluster the graph into dense possibly
overlapping subgraphs. Given the triples in a cluster we can build a directed
graph which will represent a communication structure within that cluster. The
graph built will be constructed to be consistent with all the triples in the cluster,
and will usually be a single connected component. If a cluster contains multiple
connected components, this may imply the existence of some hidden structure
connecting them. Here is an outline of the entire algorithm:

1: Obtain the significant triples.
2: Construct a weighted graph by computing overlap factors between every pair

of significant triples.
3: Perform clustering on the weighted graph.
4: Use each cluster to determine a candidate hidden group structure.

The analysis of each step of this algorithm has already been presented except
for the clustering. For the clustering, since we allow overlapping clusters, we use
the algorithms presented in [8], [9].

6 Experimental Results

6.1 Finding Triples in Enron Data

For our experiments we considered the Enron email corpus. We took τmin to be 1
hour and τmax to be 1 day. Figure 5 compares the number of triples occurring in
the data to the number that occur randomly in the synthetically generated data
using the model derived from the Enron data. As can be observed, the number
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Fig. 5. Abundance of triples occurring as a function of frequency of occurrence. (a)
chain triples; (b) sibling triples.
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of triples in the data by far exceeds the random triples. After some frequency
threshold, no random triples of higher frequency appear - i.e., all the triples
appearing in the data at this frequency are significant. We used M = 1000 data
sets to determine the random triple curve in Figure 5. For chains the significance
threshold frequency was κchain = 35 and for siblings it was κsibling = 160. We
used a sliding window of one year to obtain evolving hidden groups. On each
window we obtained the significant chains (frequency > κchain) and significant
siblings (frequency > κsibling) and the clusters in the corresponding weighted
overlap graph. We use the clusters to build the communication structures and
show the evolution of one of the hidden groups in Figure 6.

7 Conclusions

In this paper we have given algorithms for finding significant chain and sibling
triples from streaming communication data. Using a heuristic to build from
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triples, we find hidden groups of larger sizes. Using a moving window we can track
the evolution of the organizational structure as well as hidden group membership.

Our algorithms do not use communication content and do not differentiate
between the natures of the hidden groups discovered, i.e. some of the hidden
groups may be expected and some may not. Further work, perhaps using human
analysts may be needed to identify the trully suspicious groups. This is the
content of future work. Our statistical algorithms serve to narrow down the set
of possible hidden groups that need to be analysed further.

Future work includes exact efficient algorithms to obtain the frequency of
general trees and to enumerate all statistically significant general trees of a
specified size. In addition, other scoring functions for the matching and overlap
weighting functions for the clustering may yield interesting results.
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Abstract. This work investigates the accuracy and efficiency tradeoffs
between centralized and collective (distributed) algorithms for (i) sam-
pling, and (ii) n-way data analysis techniques in multidimensional stream
data, such as Internet chatroom communications. Its contributions are
threefold. First, we use the Kolmogorov-Smirnov goodness-of-fit test to
show that statistical differences between real data obtained by collective
sampling in time dimension from multiple servers and that of obtained
from a single server are insignificant. Second, we show using the real
data that collective data analysis of 3-way data arrays (users x keywords
x time) known as high order tensors is more efficient than centralized
algorithms with respect to both space and computational cost. Further-
more, we show that this gain is obtained without loss of accuracy. Third,
we examine the sensitivity of collective constructions and analysis of high
order data tensors to the choice of server selection and sampling window
size. We construct 4-way tensors (users x keywords x time x servers) and
analyze them to show the impact of server and window size selections on
the results.

1 Introduction and Background

Chatroom communications are attractive sources of information since they are
in public domain and real identities are decoupled from the virtual identities
(i.e., nicknames). However, chatroom communications generate real-time stream
data that may have nonlinear structure [1] which is difficult to extract without
semantic interpretation of the messages. Thus, data analysis techniques, such as
Singular Value Decomposition (SVD) [2] that rely on linear relationships in a
matrix representation of data, may fail to capture important structure informa-
tion [1]. In particular, we showed that constructing multiway data arrays known
as high order tensors such as data cubes with (users x keywords x time) modes
can discover the subgroups that cannot be detected by SVD [1].

In this work, we extend centralized data collection and analysis of multiway
data arrays to collective sampling and analysis. In particular, we consider how to
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build and analyze three-way and four-way data arrays from chatroom communi-
cations collected by sampling the data from multiple servers in time dimension.
We discuss and compare collective sampling and analysis approach to a central-
ized one. Our motivations are twofold. First, a distributed (collective) approach
would be more suitable to real-time data streams. Furthermore, it can eliminate
the drawbacks of a centralized approach including being a single point of failure
and becoming a performance bottleneck. Second, collective n-way data analysis
may reduce the time and space complexity of a centralized one. In this work,
we verify by using the real data that collective n-way data analysis provides
significant saving with respect to space and computational cost.

1.1 Our Contributions

In this paper we report following contributions:

i. We present a simple distributed sampling approach, and analyze the statis-
tical properties of data obtained by this approach. Sampling is done in time
domain. Statistical comparison, based on Kolmogorov-Smirnov goodness-of-
fit test, between data collected from multiple servers and data collected from
a single server is provided. Thus we report that collective sampling method
can produce chatroom logs which are statistically good fit to centralized
ones.

ii. We construct 3-way tensors with modes of (users x keywords x time) at each
server, and employ Tucker3 model to analyze them. We collect summaries
of data generated by Tucker3 analysis at different servers and analyze them
collectively using SVD at a central location.

iii. We compare the performance of collective tensor analysis approach with cen-
tral tensor analysis in terms of space complexity, ease of determining model
parameters and computation cost. We emphasize that same user clusters are
identified by using both collective and central analysis of chatroom tensors.

iv. We rearrange 3-way tensors from multiple servers into a 4-way tensor with
modes of (users x keywords x time x servers) to inspect the sensitivity of
Tucker3 analysis with respect to server selection.

Organization of the paper: This paper is organized as follows. Section 2
discusses data collection and the statistical comparisons of data obtained from a
single server with data constructed from multiple servers. Section 3 explains the
methodology for collective 3-way data analysis. In this section we also provide a
cost comparison between centralized analysis and collective one with respect to
space and computations cost. In Section 4 we present a sensitivity study for the
collective data analysis. Finally, we conclude in Section 5.

2 Collective Sampling of Chatroom Data

In this work, we collected philosophy chatroom data from eight Undernet IRC
servers located in USA, Canada, Netherland, Austria, and Croatia. We used eight



Collective Sampling and Analysis of High Order Tensors 215

(A) (B)

Fig. 1. (A) Centralized collection of philosophy chatroom data from eight Undernet
IRC servers (S1, S2, . . ., S8) which are located in USA, Canada, Netherland, Austria,
and Croatia. Eight copies of IRC clients running on two computers connected to servers
and generated individual log files for 17 days (Jan 4th - 20th, 2006). (B) Collective
sampling of philosophy chatroom data from eight Undernet IRC servers. Time is divided
into time windows (150, 180, 210, 240, 270 and 300 seconds), and at each time window
chatroom data coming from a specific server are accepted; at time window Ti, chatroom
data coming from server Sj where j = ((i − 1) mod 8) + 1 are accepted.

copies of IRC clients running on two computers as described in Figure 1-A. There
are several challenges for collecting data from multiple servers. First of all, cha-
troom operators don’t like silent listeners. Therefore, they frequently disconnect
such users. They can ban IP addresses of such users, even sometimes whole IP
domain. Use of public proxy servers or any other anonymity networks may some-
times be useless because of two reasons: (i) most of the servers permit only three
or four connections from each IP address, (ii) a proxy or anonymity server may
get banned because of the offensive acts of another IRC client sharing the same
proxy. It is also possible that one or more servers are disconnected from the re-
maining IRC servers in which case views of the same chatroom will be completely
different in terms of users and their messages. Due to these reasons, data collected
from each server are different then the others. Table 1 lists number of messages
collected from each server for 17 days (Jan 4th - 20th, 2006). We collected 23530
messages from the server S7 while we collected 59320 messages from the server
S4. In a centralized approach, where chatroom data are collected only from server
S7, it would not be possible to obtain a good view of chatroom data. Instead of
centralized data collection where an IRC client connects one IRC server, we use
collective sampling technique where chatroom data are collected from multiple
IRC servers.

In Figure 1-B, collective sampling technique is illustrated. In this work, we
use several different time window values to analyze effectiveness of collective
sampling. We first use centralized data collection technique to collect chatroom
logs from eight servers for 17 days as illustrated in Figure 1-A. We simulate
collective sampling on these chatroom logs to obtain collective chatroom data
for different time windows (150, 180, 210, 240, 270 and 300 seconds). Number of
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messages for both centralized and collective chatroom data are given in Table 1.
In the next section, we statistically compare centralized chatroom data with
collective ones.

2.1 Statistical Comparison of Collective vs. Centralized Data
Collection

We first try to find suitable upper and lower bounds on time windows for collec-
tive sampling of chatroom data. Interarrival time distribution, as given in Table 1,
states that 99% of the interarrival times are less than 150 seconds. When chatroom
data are divided into time windows larger than 150 seconds, we expect more than
one message in each time window with high probability. For the upper bound of 300
seconds, we consider the gaps in the centralized chatroom data due to connection
problems. When we use collective sampling, too big time windows may cause such
gaps to be transferred to collective chatroom data. Therefore we use time windows
of 150, 180, 210, 240, 270 and 300 seconds. As shown in Table 1, collective data
provide similar percentages as centralized data for these time windows.

Table 2 provides interarrival time and message size (in word count) statistics
for centralized and collective data. Mean, median, standard deviation, skewness
and kurtosis statistics for centralized and collective data are provided. Our first
observation is that in both data sets, mean and standard deviation values are
very close; this highlights distributions such as exponential where mean and
standard deviation are the same. Positive skewness values for both data sets
indicate a distribution with an asymmetric tail extending towards more positive
values. Positive kurtosis values indicate a distribution with a peak. As the kurto-
sis statistic gets larger with a positive value, it indicates the possibility of a tall
distribution. These statistics support findings in [1] that interarrival and message
size fit to exponential distributions. Table 3 provides results of statistical com-
parison between collective and centralized data based on Kolmogorov-Smirnov
goodness-of-fit test (kstest). Centralized data are compared to collective data in
terms of interarrival time and message size distributions.

Table 1. Number of messages and percentage of interarrival times smaller than 150,
180, 240, and 300 seconds for centralized and collective data. Analysis made over 17
days of data (Jan 4th - 20th, 2006).

Centralized Chatroom Data Collective Chatroom Data
Server # Mess. < 150 < 180 < 240 < 300 Time Win. # Mess. < 150 < 180 < 240 < 300
S1 49179 0.995 0.996 0.997 0.998 150 sec. 45497 0.965 0.976 0.983 0.985
S2 48626 0.994 0.995 0.997 0.997 180 sec. 45340 0.970 0.971 0.985 0.987
S3 41862 0.994 0.995 0.997 0.997 210 sec. 45057 0.973 0.974 0.982 0.987
S4 59320 0.994 0.996 0.997 0.998 240 sec. 44982 0.976 0.977 0.978 0.987
S5 46679 0.994 0.995 0.996 0.997 270 sec. 45233 0.979 0.980 0.981 0.987
S6 42728 0.994 0.995 0.996 0.997 300 sec. 45076 0.981 0.981 0.983 0.983
S7 23530 0.995 0.996 0.997 0.998
S8 49630 0.995 0.996 0.997 0.998
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Table 2. Interarrival time and message size (in word count) statistics (mean, median,
standard deviation, skewness and kurtosis) for centralized and collective data. Analysis
made over 17 days of data (Jan 4th - 20th, 2006). Only the messages in time interval
17 : 00 and 19 : 00 of each day is considered for the analysis because these are the times
when eight Undernet IRC servers have minimum connectivity problem throughout 17
days of data.

Inter-
arrival
Time

Centralized Chatroom Data Collective Chatroom Data
Server Mean Med Std Skew Kurt Time Win. Mean Med Std Skew Kurt

S1 15 10 17 3 13 150 sec. 17 11 21 3 17
S2 16 11 19 2 11 180 sec. 16 11 19 3 14
S3 18 12 20 2 11 210 sec. 17 11 19 2 11
S4 16 11 18 2 11 240 sec. 16 11 18 2 12
S5 17 12 20 2 9 270 sec. 17 11 19 2 11
S6 20 13 22 2 8 300 sec. 17 11 19 3 13
S7 18 12 20 3 13
S8 17 11 19 2 12

Message
Size
in word
counts

S1 11 9 10 2 6 150 sec. 11 8 10 2 5
S2 11 9 10 2 5 180 sec. 11 8 10 2 6
S3 11 8 10 1 5 210 sec. 11 8 9 1 5
S4 11 8 10 1 5 240 sec. 11 8 10 1 5
S5 10 8 9 1 5 270 sec. 11 8 10 1 5
S6 11 8 10 2 5 300 sec. 11 8 10 1 5
S7 10 8 10 2 7
S8 11 8 10 2 6

2.2 Collective Construction of Chatroom Tensors

3-way (users × keywords× time) and 4-way (users × keywords × time × servers)
tensors of Figure 3 are generated from centralized and collective data for 2-hour
interval from 17 : 00 to 19 : 00 on Jan 07, 2006. For tensor generation, first step
is to generate list of keywords and users active in 2-hour time interval. We used a
dictionary of 5000 most frequent words to eliminate frequently used words (i.e.
the, they, etc.). Next, simple forms of the irregular verbs and verbs with -ed,
-ing, -s are found by using online webster dictionary. Webster is also used to
fix simple typos. Once the list of keywords is obtained, a user list is generated.
Finally, 2-hour data are divided into time window intervals. Each time window
corresponds to a time slot in time dimension of (user × keywords × time) tensor.
Entry (i,j,k) of the tensor indicates the number of times keyword j is used in time
slot k by user i. Once 3-way tensors for centralized data (chatroom logs from
eight IRC servers) and collective data are generated, 4-way tensor is obtained
by the join of these nine tensors.

Collective chatroom data are obtained by receiving data from server Sj in
time window Ti if j = ((i− 1) mod 8)+ 1. When 3-way tensor is generated from
the collective data, values for time slot Ti in the tensor corresponds to messages
coming from the server Sj . We used the same time window value for collective
sampling chatroom data and tensor generation. Matrix slice for collective data
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Table 3. Centralized data are compared to collective data with time windows 150, 180,
210, 240, 270 and 300 seconds. Table lists resulting P values of Kolmogorov-Smirnov
Goodness-of-fit tests (kstest) for interarrival time and message size (in word count). P
values: (i) > 0.05 mean difference between two data sets is statistically insignificant,
(ii) 0.01 to 0.05 mean difference is significant, (iii) 0.001 to 0.01 mean difference is very
significant, and (iv) < 0.001 mean difference is extremely significant. P values should
be > 0.05 to be able to conclude that there is no sufficient evidence to reject the
hypothesis that two data sets are coming from the same distribution. For interarrival
time, P values > 0.05 for the servers S1, S2, S4 and S8 which have highest message
counts as given in Table 1. There is no sufficient evidence to reject that interarrival
time distributions of these pairs of data sets are the same. For message size, all P values
are > 0.05, meaning that, difference between two data sets is statistically insignificant
and there is no sufficient evidence to reject that message size distributions of these
pairs of data sets are the same.

Interarrival Time Message Size (in word counts)
150 s. 180 s. 210 s. 240 s. 270 s. 300 s. 150 s. 180 s. 210 s. 240 s. 270 s. 300 s.

S1 0.12 0.4 0.09 0.23 0.09 0.05 S1 0.9 0.94 0.88 1 0.96 0.99
S2 0.99 0.96 1 0.99 0.99 0.7 S2 0.79 0.67 0.56 0.96 0.73 0.65
S3 0.17 0.03 0.13 0.04 0.22 0.18 S3 0.99 1 0.91 1 0.99 0.99
S4 0.8 1 0.9 0.99 0.92 0.49 S4 1 1 1 0.99 1 1
S5 0.29 0.03 0.25 0.09 0.34 0.33 S5 0.97 0.96 0.99 0.71 0.96 0.97
S6 0.01 2e-4 0.01 6e-4 0.02 0.04 S6 0.99 0.99 0.99 0.98 0.99 0.99
S7 0.1 0.01 0.09 0.03 0.1 0.12 S7 0.63 0.65 0.71 0.32 0.46 0.75
S8 0.90 0.23 0.89 0.44 0.82 0.97 S8 0.92 0.97 0.99 0.71 0.91 0.95

tensor for time slot Ti will be equivalent to matrix slice for centralized data
tensor of server Sj for time slot Ti. Thus, the server Sj may send its matrix slice
for time slot Ti instead of messages, and collective chatroom data tensor can be
collectively constructed.

3 Collective 3-Way Analysis of Chatroom Data

3.1 Methodology

Tucker Model/ HOSVD: We employ one of the most common multiway
analysis models, i.e. Tucker [9], in chatroom data analysis. For a 3-way tensor T
of size I x J x K, Tucker3 model decomposes the tensor in the following form:

T ijk =
∑R1

r1=1
∑R2

r2=1
∑R3

r3=1 Gr1r2r3Air1Bjr2Ckr3 + Eijk

where A ∈ RIxR1 , B ∈ RJxR2 , C ∈ RKxR3 are component matrices for first,
second and third mode, respectively, G ∈ RR1xR2xR3 is the core tensor and E ∈
RIxJxK represents the error term. Tucker model is not limited to 3-way arrays
and can be generalized to high-order datasets. Different constraints such as non-
negativity, unimodality or orthogonality can also be enforced on the component
matrices. We constrain component matrices to be orthogonal. Tucker3 model
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with orthogonality constraints is rather referred as High-Order Singular Value
Decomposition (HOSVD) or multilinear SVD [6].

Collective Tensor Analysis: Collective Tensor Analysis approach analyzes
multiple tensors simultaneously and then transfers summaries of data from each
tensor to a central location. Those summaries are combined together to capture
the structure in the mode, which we want to explore. In the context of chatroom
communications, collective method assumes that data are sampled by different
servers and arranged as a tensor at each sampling site. These tensors are lo-
cally analyzed at each sampling site by fitting a multiway model, i.e. Tucker3.
Summaries of data representing the user space are collected at a central loca-
tion. Matrix formed by gathering user space summaries from each server is then
analyzed using SVD to capture the structure in the whole user space.

Let Ti be an n-way tensor constructed at the ith server by rearranging sampled
data as a tensor. Each Ti, for i = 1, 2, ...s, is decomposed by Tucker3, whose
structural model can also be represented as Ti = AiGi(Ci ⊗ Bi)T . Ti and Gi

are matrices, which are matricized forms of tensors Ti and Gi in the first mode
and Ai, Bi and Ci are the component matrices corresponding to first, second
and third mode, respectively. We are interested in extracting the structure of first
(user) mode so we collect Ai’s, the singular vectors for the first mode and Σi

n,
the singular values corresponding to first mode (n = 1) to construct matrix M
[6]. This matrix is then analyzed using SVD and significant left singular vectors,
U, and corresponding singular values, S, are used to extract the structure in user
space.

Ti = AiGi(Ci ⊗ Bi)T where i=1,2,...s

Σi
n = diag(σ1

n, σ2
n, ..., σR

n) where R is the rank of nth mode (1)

M = [A1 ∗Σ1|A2 ∗Σ2|...|As ∗Σs] = U ∗ S ∗ VT

Steps of collective analysis of multiple tensors are listed in Equation 1. This
approach is a generalized version of Collective Principal Component Analysis
(CPCA)[3] to high-order datasets. Collective tensor analysis employs the same
approach used in multiway multiblock component models [8] except for the min-
imization of a common objective function. The objective function is defined to
be the sum of the residuals in multiple tensor decompositions and residual of
the final step: 2-way component analysis in [8]. We, on the other hand, handle
modeling of each tensor independently at each sampling site.

3.2 Collective Analysis of Chatroom Data Cubes

Tensors constructed at different servers contain only a specific portion of the data
depending on the sampling scheme. Therefore, these tensors may not contain
information regarding to every user. Table 4 shows how many users are logged
as active users by different servers. We decompose these small tensors, sizes of
which are given in Table 4 using Tucker3 model. Around 85 − 90% percent of
the data fits the model at each sampling site.

Tensor decomposition at each sampling site provides component matrices and
singular values corresponding to the singular vectors in the user mode. Since
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Table 4. Size of the tensors collected at each server for time window = 300 seconds.
Maximum number of possible Tucker3 models that can be fit in collective tensor analy-
sis is much smaller than maximum number of Tucker3 models for the complete tensor.
Maximum number of Tucker3 models for tensor X is the number of all possible com-
ponent number combinations [R1R2R3] such that R1 ≤ R2 ∗ R3, R2 ≤ R1 ∗ R3 and
R3 ≤ R1 ∗R2. Total number of entries in collective tensors are around 8% of the entries
in complete tensor.

Server Id # Users # Keywords # Time # Tucker3 # Entries
(m1) (m2) Samples (m3) Models

1 12 77 3 350 2772
2 13 91 3 406 3549
3 16 99 3 601 4752
4 11 100 3 297 3300
5 14 80 3 467 3360
6 15 68 3 532 3060
7 13 61 3 406 2379
8 14 79 3 467 3318

Total 3526 26490

Complete Tensor 28 501 24 117847 336672

different sets of users are logged at different servers, we pad the rows of A∗
i Σi

with zeros for the users which are not in the set of users logged by server i.
Matrix M, is then formed as in Equation 1 and decomposed by SVD.

An alternative analysis approach is to collect the tensors constructed by differ-
ent servers at a central location and then decompose one large tensor containing
data for the logs of all users during whole period of conversation. We apply
Tucker3 analysis on the large tensor and determine the component numbers
such that Tucker model fits around 80% of the data compatible with the percent
of the data modeled using reduced SVD of matrix M. Let A be the component
matrix for the user mode obtained by the decomposition of large tensor. We also
find the singular values corresponding to the singular vectors in this component
matrix (Σ) as we have done in small tensor analysis and compute A∗Σ.

Last step of the analysis is to cluster user groups. We use U∗S from SVD
of matrix M and A∗Σ from Tucker3 decomposition of the large tensor to find
and compare the user groups identified by collective and central analysis of
chatroom tensors. We apply K-means algorithm [7] with different number of
clusters, k = 1, 2, ..6 and observe that both central and collective analysis of
2-hour chatroom data for time windows 150 and 300 seconds identify the same
user clusters. Complete procedure for central and collective tensor analysis is
summarized in Figure 2.

3.3 Performance Comparison

Collective analysis of chatroom tensors has several advantages over central anal-
ysis of one large tensor. First of all, small tensors do not store the user entries
if users do not speak in sampled time windows. Keywords, which are not used
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Fig. 2. Collective and Central Analysis of Tensors. In collective analysis of a tensor,
partitions of the tensor are decomposed by tensor decomposition locally at different
servers. User clusters are found by analyzing the collection of data summaries. On
the other hand, central analysis decomposes one large tensor and user groups are
determined using data summaries obtained from tensor analysis.

during those time windows, are not stored, either. Since most of the zero-entries
in complete tensor are omitted, total number of entries shrinks in collective tensor
analysis. Table 4 demonstrates that number of entries we keep track of in collective
tensor analysis is approximately 8 % of the entries we use in centralized analysis.

Second, determining number of components for Tucker3 model is much easier
compared to the central case. Techniques such as residual analysis, DIFFIT [4, 5]
etc. determine the right number of components in Tucker3 model based on model
fit values. For a 3-way tensor of size I x J x K, model fit should be computed only
for the component number combinations, where IJ ≥ K and IK ≥ J and JK ≥
I. For the cases, when IJ < K, we obtain the same model fit as IJ = K [10].
Number of components are easily determined in collective tensor analysis because
total number of Tucker3 models that can be fit to small tensors drops dramatically
compared to the number of possible Tucker models for the central tensor. In Table
4, we show that total number of possible models for collective analysis is around
3% of the models that can be fit to the large tensor. Third, tensor analysis of
multiple tensors is computationally more efficient than multiway analysis of one
large tensor. Computational cost of Tucker3 model using ALS (Alternating Least
Square) algorithm is

∏n
j=1 mj ∗ 3R2 per iteration, where mj is the number of

dimensions in the jth mode, n is the number of modes and R is the maximum of
the component numbers used in Tucker3 analysis. We clearly observe:

# of servers∑
i=1

((
3∏

j=1

mij ∗ 3r2
i ) ∗ (# of iterations)) <

3∏
j=1

Mj ∗ 3R2 ∗ (# of iterations)
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where mij is the dimension of the jth mode of the tensor constructed in server
i, Mj is the dimensionality of the jth mode in the complete tensor and ri is
the maximum of component numbers in Tucker3 analysis in server i. Iteration
numbers are observed to be approximately the same in both central and collective
analysis of tensors.

4 4-Way Analysis of Chatroom Data for Sensitivity

4.1 Impact of Server Selection

We construct 3-way tensors with users, keywords and time samples using the
chatroom data logged during a specific time period at different servers. Our goal
is to explore how tensors formed by different servers compare to each other.
At this step, unlike collective tensor analysis, each server logs total chatroom
conversation for a specific time period.

Data collected by different servers are arranged into a 4-way tensor, where
first, second, third and fourth modes are users, keywords, time samples and
servers, respectively (Figure 3 B). We are particularly interested in extracting
the structure in the server mode. Therefore, after fitting Tucker model to 4-way
tensor, we examine the component matrix corresponding to server mode.

2-hour chatlog is arranged into a 3-way tensor for each server and these are
used to construct a 4-way dataset. Server mode also contains the tensor formed
by combining partial data from several servers. It is essential to compare this ten-
sor formed from data samples from different servers to all other tensors collected
at a single server in order to show the validity of collective partial chatroom
analysis.

We fit Tucker model to the 4-way data such that model explains around 95%
of the data. This fit value can be achieved by extracting only one component
from the server mode. Singular value corresponding to that single singular vector
captures 96.97%, 99.88%, 97.40% and 96.36% of the variation for time window
sizes of 150 sec., 180 sec., 240 sec. and 300 sec., respectively. Explained vari-
ations demonstrate that rank-one reduction in the server mode is enough and
coefficients in the extracted singular vector reveal that each server contributes

Fig. 3. Chatroom Tensors. 3-way tensors with modes of users, keywords and time
samples are constructed at each server. 4-way tensors with modes of users, keywords,
time samples and servers are used in sensitivity analysis of chatroom data with respect
to different servers.
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almost equally to the first component. The results also indicate that collection
of chatroom data at different servers does not make any difference in terms of
the analysis of chatroom tensors.

4.2 Impact of Sampling Window Size

In order to inspect the effect of time window size in the comparison of tensors
constructed at different servers, 2-hour chatroom log is arranged as a 4-way
tensor using different time window sizes. Our analyses with different time window
sizes give the same strong rank-one reduction in the server mode as we have
indicated in the previous section. Therefore, we demonstrate that collection of
chatroom data at different servers with the given time window sizes does not
make any difference in terms of constructed chatroom tensors.

5 Conclusions

In this paper we consider how to collect and analyze multilinear stream data
from multiple servers in a distributed way. As an example of such data we con-
sider Internet chatroom communications as our case study to demonstrate the
results. We show that sampling in time domain by multiple servers can be used
to obtain data with no statistical difference from the data obtained by a central-
ized approach. Consequently, we discuss how to construct 3-way data arrays and
how to analyze the structure of multilinear data represented as high order ten-
sors. Our collective analysis algorithm is based on constructing smaller tensors
at each server (sampling site) and applying a tensor decomposition technique
to obtain component matrices. The component matrix of interest (e.g., corre-
sponding user groups) from each site is combined into a one larger component
matrix which is then analyzed using SVD. We show that this approach com-
pared to constructing a single tensor with full information and analyzing it with
the same tensor decomposition technique gives the same structural information
for the data. Since we establish the accuracy of the collective approach, we also
compare the space and computation cost of collective analysis to the centralized
one. We show that on our chatroom communication data, collective analysis pro-
vides significant savings. We define an equation that shows the computational
cost relationship between centralized and collective analysis approach.
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Abstract. Research on techniques for effective bioterrorism surveillance is lim-
ited by the availability of data from actual bioterrorism incidents.  This research 
explores the potential contribution of naturally occurring incidents, such as 
Florida wildfires, as reasonable facsimiles for airborne bioterrorist attacks. 
Hospital discharge data on respiratory illnesses are analyzed to uncover patterns 
that might resemble the effects of an aerosolized biological or chemical attack. 
Previous research [3] is extended by (1) utilizing Geographic Information  
Systems (GIS) to introduce appropriate spatial data and (2) increasing the so-
phistication of the spatial analysis by applying the retrospective space-time 
permutation model available through SaTScanTM.  Initial results are promising 
and lead to a confirmation that Florida wildfires are potentially interesting sur-
rogates for aerosolized biochemical terrorist attacks.  Research implications are 
discussed in reference to the on-going development of effective bioterrorism 
surveillance systems. 

1   Introduction 

The abilities to identify and react effectively to a biological or chemical attack are of 
concern to all nations.  Research on techniques for effective bioterrorism surveillance 
is limited by the availability of data from actual bioterrorism incidents.  This research 
explores the potential contribution of naturally occurring incidents, such as Florida 
wildfires, as reasonable facsimiles for airborne bioterrorist attacks.  Our previous 
research in this area [3] is extended by: (1) utilizing a Geographic Information Sys-
tems (GIS) to introduce more appropriate spatial data [38]; and (2) increasing the 
sophistication of the spatial analysis by applying the retrospective space-time permu-
tation model available through SaTScanTM [23, 35, 36].   

The University of South Florida has an on-going research program to investigate 
bioterrorism surveillance systems that utilize the Comprehensive Assessment for 
Tracking Community Health (CATCH) data warehouse as a basis for identifying 
abnormal patterns of disease related to biological or chemical agents [3, 4, 5, 6]. The 
State of Florida provides a particularly interesting case for the development of a 
bioterrorism surveillance system, especially given the large tourism industry. Flor-
ida’s population has increased by more than 700% from 1950 to 2000, and Florida is 
projected to overtake Texas as the third most populous state by the year 2011. Florida 
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is also the “oldest state” and is expected to maintain this standing with more than 26% 
of its population projected to be over 65 by the year 2025 [7].  Lastly, Florida was one 
of four states affected by the first episode of bioterrorist-related anthrax in the fall of 
2001 which resulted in a total of 22 cases and 5 fatalities [34]. 

This paper focuses on three key issues. First, naturally occurring wildfires are con-
sidered as surrogates for airborne biochemical terrorist attacks.  If supported by vari-
ous analyses, unusual illness patterns in hospital admissions, emergency room visits, 
and other “routinely collected data” could be useful in developing and calibrating 
surveillance algorithms [44].  Second, realistic data from events such as wildfires may 
provide components for training exercises and scenarios that include unfolding events 
in surveillance systems. Finally, the paper considers a particular analytic technique, 
SaTScanTM, for uncovering respiratory illness patterns associated with Florida wild-
fires. The resulting data set and analytic results form an intriguing benchmark for 
assessing detection techniques. 

2   Data Exploration – Wildfires and the CATCH Data Warehouse 

Two major data sources are used in this study, roughly two decades of detailed Flor-
ida wildfire data and data on respiratory illnesses drawn from a pre-existing health-
care data warehouse, the CATCH data warehouse. Wildfire smoke, a combination  
of gases and particulate matter, can cause respiratory irritation and worsen pre-
existing heart and lung conditions. These effects are not likely to closely resemble a 
pathogen such as the Category A-C disease/agents cataloged by the CDC, which may 
involve person-to-person transmission. However, several chemical agents can cause 
respiratory symptoms, including ammonia, chlorine, vinyl chloride, phosgene, sulfur 
dioxide, nitrogen dioxide, tear gas, and zinc chloride [13].  Wildfires may provide 
realistic scenarios that can be used as proxies for chemical attacks. As other re-
searchers have noted, such biochemical attacks can disrupt local infrastructures, 
cause mass anxiety, and undermine our confidence in personal security [1]. Clearly 
such attacks represent a serious threat and a reasonable context for investigating 
surveillance systems. 

2.1   Florida Wildfires  

Florida wildfires are naturally occurring events that may have the potential to provide 
an interesting facsimile for biochemical terrorist attacks. A geo-coded wildfire layer 
was obtained from the Florida Division of Forestry. This layer contains the geographic 
location of over 100,000 wildfires over the period 1981 to 2001 and associated attrib-
utes.  These attributes include fire ID, cause of fire, date discovered, date contained, 
and acres burned at containment, among others. As can be seen in Figure 1, the total 
acres burned by Florida wildfires vary significantly from year to year. The addition of 
geo-coded wildfires affords the opportunity for multi-year time series analysis in addi-
tion to advanced spatial analytics. 



 Naturally Occurring Incidents as Facsimiles for Biochemical Terrorist Attacks 227 

0

100,000

200,000

300,000

400,000

500,000

600,000

700,000

1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000

Year

A
cr

es

Number of Acres

 

Fig. 1. Annual Acres Burned by Wildfires in Florida, 1981 to Early 2001 

 

Fig. 2. Significant Florida Wildfires (>250 Acres) 

Figure 2 compares the size and spatial distribution of wildfires over a two year pe-
riod from 1998 to 1999.  As can be seen, 1998 was a particularly active year with 
many wildfires occurring near densely populated areas. In addition to smoke closing a 
48 mile section of I-95, connecting Jacksonville to Cocoa Beach, there were large 
scale evacuations and events such as the NASCAR Pepsi 400 in Daytona Beach had 
to be rescheduled [10].  From 1996 to 2001, the number of fires larger than 250 acres 
ranged from 79 in 1996 to 159 in 1998.  Total acres burned ranged from 73,304 acres 
in 1997 to 509,733 acres in 1998.   

Figure 3 displays a NOAA satellite image from July 2, 1998 adjacent to calculated 
burn scars of the 1998 wildfires.  Given total burned acres at containment as an attrib-
ute and assuming circular growth from the start of a fire, radii were calculated and 
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buffers were created to represent burn scars. As can be seen, the circular shape is 
appropriate but depending on wind conditions there may be a directional shift, in this 
case to the west, when compared to the actual fire or burn scar. Cities affected by the 
1998 wildfires include Daytona Beach, Ormond Beach, Oak Hill and Titusville, 
among others. 

As noted earlier, the wildfire data obtained from the Florida Department of For-
estry includes all wildfires from 1981 to early 2001. The authors have recently ob-
tained wildfire data for the period 2003 to 2005 and are in the process of obtaining 
data from early 2001 to 2003.  This will provide a complete dataset for an expanded 
spatial-temporal analysis. 

 

 

Fig. 3. NOAA Satellite Image, 2 July 2001, and Corresponding Wildfire Burn Scar Map 

2.2   Health Data and the CATCH Data Warehouse  

Respiratory data extracted from the CATCH data warehouse [5] included quarterly 
hospital discharge data with three diagnosis code groupings (acute respiratory infec-
tions, pneumonia, and respiratory problems from external agents) at both the ZIP code 
and county levels. Asthma was later included based upon preliminary findings associ-
ated with the 1998 wildfires by the Volusia County Health Department. As can be 
seen in Table 1, the health department compared the frequency of emergency room 
department visits and hospital visits for selected conditions for two 6 day periods in 
1997 and 1998 (June 1 to July 6, 1997 and June 1 to July 6, 1998). The data were 
collected and analyzed in near real time during the 1998 wildfires. They found that 
emergency department visits increased for Asthma (91%), Bronchitis with acute ex-
acerbation (132%), Chest Pain (37%), Conjunctivitis (32%), and Shortness of 
Breath/Wheezing (32%). Hospital admissions increased for Asthma (46%), and Chest 
Pain (24%). This illustrates that rapid surveillance of non-reportable diseases and 
conditions is possible during a public health disaster [37]. In addition, patient level 
demographics including age bands were extracted for each diagnosis. 
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Table 1. Emergency Room and Hospital Admissions, Volusia and Flagler Counties [37]  

  Emergency Visits Hospital Admissions 
Diagnosis ICD-9 1997 1998 %Change 1997 1998 %Change 

Asthma 493-493.91 77 147 +91% 13 19 +46% 
Chest Pain 786.50-786.59 218 299 +37% 63 78 +24% 
Bronchitis with 
acute exacerba-
tion 

491.21 28 65 +132% 56 56 -- 

Heat Exhaustion 992.3-992.5 7 19 +171% 2 1 -50% 
Shortness of 
Breath/Wheezing 

786.09 68 90 +32% 1 1 -- 

Conjunctivitis 372.30-372.39 59 79 +34% 0 0 0% 

Although the CATCH data warehouse is currently limited to hospital discharge 
data the State of Florida recently began collecting data at the emergency room level.    
This will provide an opportunity for further development and evaluation of bioterror-
ism surveillance methods. Since it is likely that spikes in emergency room admissions 
will be more pronounced and include more general signs and symptoms than hospi-
talizations, this analysis will be improved with the addition of emergency room data. 

For privacy reasons, the hospital discharge data utilized for this analysis lacks an 
exact date, but includes the quarter of admission. Currently daily, weekly or monthly 
data have to be obtained by taking all discharges for a hospital and assigning dates 
assuming a uniform distribution within a quarter. Since hospitalizations are likely to 
be seasonal, with more hospitalizations occurring in the winter when there is an in-
crease due to Florida’s migratory population, this estimation method is limited.  
Though including hospital discharge data with exact dates may improve results, clus-
ters should still be preserved in the ordering of hospitalizations. We are currently 
pursuing the special request process to obtain hospitalization data with exact dates. 

3   Pattern Recognition 

Although global cluster tests are widely available, pinpointing locations of clusters in 
space-time is of greater utility for disease surveillance. This section introduces 
SaTScanTM and associated space-time cluster detection applications. SaTScanTM is 
freely available from www.satscan.org  and has recently gained attention in the sur-
veillance community. 

3.1   SaTScanTM  

SaTScan™ software, developed by Martin Kulldorff and Information Management 
Services, Inc. with assistance from the Alfred P. Sloan Foundation, the National Cancer 
Institute, and the Centers for Disease Control and Prevention, is designed to analyze 
space-time data using the spatial, temporal, or space-time scan statistics. It is designed 
for any of the following interrelated purposes: (1) to evaluate reported spatial or space-
time disease clusters, to see if they are statistically significant; (2)  to test whether a 
disease is randomly distributed over space, over time, or over space and time; (3) to 
perform geographical surveillance of disease, to detect areas of significantly high or low 
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rates; and (4) to perform repeated time-periodic disease surveillance for the early detec-
tion of disease outbreaks [18, 30]. 

SaTScan™ Version 6.0 [35, 36] has the following features: Bernoulli and Poisson 
Models, Retrospective Space-Time Scan Statistic; Prospective Space-Time Scan Sta-
tistic; Space-Time Permutation Model; Ordinal Model; Multivariate Scan Statistic; 
Monte Carlo Hypothesis Testing; Recurrence Intervals; and an Exponential Model [9, 
14, 15, 16, 17, 18, 20, 21, 22].  The Space-Time Permutation Model introduced by 
Kulldorff in 2005 for the early detection of disease outbreaks is unique in that it does 
not require population-at-risk data, it simply needs case numbers.  This is useful in 
situations where population-at-risk information is unavailable or irrelevant [23]. 
Population-at-risk data may be problematic in a state like Florida with large sunbird, 
snowbird, and tourist populations. 

Several surveillance systems and have been developed from techniques available in 
SaTScan™.  These include the New York State Department of Health Information 
Network (HIN), the National Bioterrorism Syndromic Surveillance Demonstration 
Program, and the first and second generation of the Electronic Surveillance System 
for Early Notification of Community-based Epidemics (ESSENCE I & ESSENCE II), 
among others [8, 12, 23, 24, 25, 26, 27, 28,  29, 31, 39]. 

3.2   Recent SaTScanTM Applications 

Hearne [14] and Montashari [31, 32] call for the effective use of bioterrorism surveil-
lance systems [14, 30, 32].  Uses of syndromic surveillance systems in New York 
City have included the early detection of a gastrointestinal (norovirus) outbreak, using 
residential and hospital level data, and the development of an early warning system 
for the detection of West Nile virus activity utilizing dead bird clusters, mosquito trap 
data, and human case patients at the census tract level [14, 15, 31, 32]. A similar ret-
rospective gastrointestinal outbreak system was developed in Minnesota [41, 42]. 
Nordin [33] simulated an Anthrax attack at the Mall of America and utilized 
SaTScan™ statistics along with data from the HealthPartners Medical Group, which 
provides approximately 9% of medical care in the Minneapolis-St-Paul area, to test 
surveillance methods.  This study provided an interesting application utilizing private 
physician data rather than relying solely on hospital level data.  These recent applica-
tions of SaTScanTM techniques reveal that it has gained attention in the surveillance 
community. 

4   Analysis and Results 

For our study, we analyzed respiratory illness data annually at the county level over 
the period 1998 to 2000.  Annual data are utilized for two reasons.  First, although respi-
ratory data are available at the quarterly level, SaTScan™ restricts analysis to daily, 
monthly, and yearly levels. Second, the space-time permutation statistic is sensitive to 
population increases therefore analyzing at the yearly level will minimize the effect of 
seasonal migration [23, 24, 36].  Although county level data were utilized for this analy-
sis, future analyses will need to be conducted at a finer spatial resolution and unique 
issues associated with ZIP code level data must be addressed [6, 19, 23, 45]. 
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SaTScan™’s Retrospective Space-Time Permutation Model is utilized to detect 
clusters of respiratory illness in hospital admissions.  The model was first run at the 
county level for all asthma cases.  The model was then restricted to patients over 65 
years of age which resulted in a primary space-time cluster in 1999 and two secon-
dary space-time clusters in 1998 significant at 95%.  The health threats from wildfire 
smoke are more likely to affect older adults, young children, and those with pre-
existing conditions such as heart or lung disease [40].   

Figure 4 displays the clusters along with the burn scars of all fires greater than 250 
acres for the years 1998 and 1999. The primary cluster in 1999 consists of Palm 
Beach and Broward Counties and is associated with three extremely large fires along 
with dozens of smaller fires. The largest of the three fires burned a total of 173,000 
acres, the largest single fire in the dataset (satellite images included in Figure 5), and 
the smaller two burned over 25,000 acres each. For comparison, the largest single fire 
in 1998 burned 61,500 acres. Figure 4B displays secondary clusters, the first of which 
is associated with intense fire activity throughout the fifteen counties included in the 
cluster.   

Table 2 displays both significant and non-significant clusters associated with the 
Figure 4. It is interesting to note that Cluster 1 (1999) and Cluster 2 (1998) contain 
more than 700 cases while clusters 3 through 5 contain less than 100 cases.  Clusters 3 
through 5 have observed to expected ratios higher than the first two clusters. 

 
A.  Primary Cluster – 1999      B.  Secondary Clusters – 1998 

Fig. 4. SaTScanTM Space-Time Cluster Results and Associated Wildfire Burn Scars 

Table 2. Asthma Clusters in Florida Counties, 1998 to 2000 
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Smoke from the 1999 wildfires in South Florida caused a 60 mile stretch of I-75 
between Ft. Myers and the outskirts of Miami, known as Alligator Alley, to be closed 
for several days [39]. Firefighters dubbed this particular fire the “Deceiving Fire” 
because of frequently shifting winds [39]. Figure 5 contains NOAA satellite images of 
fires and smoke plumes for the 1999 “Deceiving Fire”. These images reveal the size, 
extent, directional shifts and rapid movement of both wildfires and related smoke 
plumes. Figure 5 also displays the location and shape of the actual burn scar, the esti-
mated burn scar, and the primary cluster which is shaded in black.   

 

Fig. 5. Florida’s 1999 “Deceiving” Wildfire (#216) – 173,000 Acres Burned 

Asthma counts for hospital patients over 65 years of age in primary cluster coun-
ties plus Miami-Dade County are included in Table 3.  Although Miami-Dade County 
was not detected for inclusion in the primary cluster by the retrospective space-time 
permutation model, it shows a similar trend. Miami-Dade County is south of the main 
cluster and adjacent to Broward County.  Miami-Dade County asthma counts in-
creased from 656 cases in 1998 to 858 cases in 1999 and then decreased to 735 cases 
in 2000. 
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Table 3. Asthma Cases for Patients over 65 in Primary Cluster & Miami-Dade Counties 

 1998 1999 2000 

Broward County 412 645 540 

Palm Beach County 321 488 362 

Miami-Dade County* 656 858 735 
* Miami-Dade County is directly south of the primary cluster.

5   Conclusions and Future Research 

The primary goal of this research is to analyze the potential contribution of naturally 
occurring incidents, such as Florida wildfires, as reasonable facsimiles for biochemi-
cal terrorist attacks. Wildfire events resemble most closely attacks using respiratory 
irritants such as ammonia, chlorine, vinyl chloride and other gaseous agents. For this 
study, SaTScan™ software is utilized to detect respiratory illness clusters associated 
with wildfire activity. The results, as presented and discussed in Section 4, look prom-
ising. We find clear indications of increased incidences of asthma among the elderly 
in Florida counties near the 1999 primary burn cluster.   

Thus, further analyses of naturally-occurring events may be retroactively used for 
simulating bio-chemical attacks. The Florida wildfire data sets vary significantly from 
year-to-year and provide a relatively large volume of data for assessing surveillance 
algorithms.  The data may also be useful for constructing realistic training exercises 
and scenarios that include surveillance systems.  Our future research will address the  
several limitations discussed in the paper, such as expanding the window of analysis, 
obtaining more timely data, including multiple sources, and increasing the sophistica-
tion of the spatial analysis. 

In particular, one consideration for future study is related to the use of residence 
rather than hospital location. As Nordin and Ostroff [33, 34] point out, some out-
breaks may not be clustered at residences, as is the case of an exposure occurring at 
the workplace. If we assume that people go to the nearest hospital when they feel ill, 
analyzing hospital location data in addition to residential ZIP code or county may 
provide higher power to detect non-residential related outbreaks.  This is particularly 
relevant in Florida with tourist and migratory populations. 

Another consideration is that the wildfire data are geo-coded to the center of the 
Section of the Township-Range System, basically a one mile by one mile area, where 
each wildfire ignited. A point is provided with various attributes but there is little 
information regarding how the fire spread over time. Although this limitation should 
have little impact in our current study, the addition of data from plume models, such 
as the Environmental Protection Agency’s Aloha Model, could potentially improve 
results. In addition, remote sensing techniques for monitoring wildfire evolution [2] 
could provide increasingly accurate boundaries and an application for examining near 
real-time surveillance.  

With regard to the use of analytic techniques, Zeng [43] compares three hot spot 
techniques utilizing West Nile Virus data: (a) the spatial scan statistic using 
SaTScanTM with the Bernoulli Model option; (b) RNNH using CrimeSTAT; and (c) a 
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SVM-based clustering method implemented in the MATLAB programming environ-
ment.  Zeng notes that all three of these methods “are driven by the locations of the 
baseline and cases of interest and are not capable of incorporating relevant factors 
such as natural land features, land-use elements, and temperatures, into model devel-
opment and outbreak detection.” This reveals a particularly interesting research exten-
sion that can be addressed in future analysis.     

Finally, Graham-Rowe [11] state that someday large databases managed by intelli-
gent software agents may be used to predict (terrorist) attacks before they happen.  
Potential future research in this area might focus on detecting a bioterrorism attack in 
space-time for quick containment.  Intelligent agents could provide a framework for 
running complex spatial analyses from a variety of distributed data sources and re-
porting unexpected spikes to community health practitioners across the State of Flor-
ida.  These avenues for further investigation seem well-suited to the general CATCH 
data warehouse infrastructure used for this study, as well as the more specific case of 
wildfires proxies for biochemical attacks. 
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Abstract. Responding to natural or man-made disasters in a timely
and effective manner can reduce deaths and injuries, contain or prevent
secondary disasters, and reduce the resulting economic losses and social
disruption. Appropriate IT solutions can improve this response. How-
ever, exhaustive and realistic validation of these IT solutions is difficult;
proofs are not available, simulations lack realism, and drills are expensive
and cannot be reproduced. This paper presents DrillSim: a simulation
environment that plays out the activities of a crisis response (e.g., evac-
uation). It has capabilities to integrate real-life drills into a simulated
response activity using an instrumented environment with sensing and
communication capabilities. IT solutions can be plugged in the simu-
lation system to study their effectiveness in disaster management and
response. This way, by using a simulation coupled with an on-going drill,
IT solutions can be tested in a less expensive but realistic scenario.

1 Introduction

Organized crisis response activities include measures undertaken to protect life
and property immediately before (for disasters where there is at least some
warning period), during, and immediately after disaster impact. Depending upon
the scale of the disaster, crisis response may be a large-scale, multi-organizational
operation involving many layers of government, utility companies, commercial
entities, volunteer organizations, media, and the public. In a crisis, these entities
work together as a virtual organization to save lives, preserve infrastructure and
community resources, and reestablish normalcy within the community. During
a crisis, responding organizations confront grave uncertainties in making critical
decisions. They need to gather situational information (e.g., state of the civil,
transportation and information infrastructures) and information about available
resources (e.g., medical facilities, rescue and law enforcement units). Timely
and accurate information can radically transform the ability of organizations

� This research has been supported by the National Science Foundation under award
numbers 0331707 and 0331690.

S. Mehrotra et al. (Eds.): ISI 2006, LNCS 3975, pp. 237–248, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



238 V. Balasubramanian et al.

to gather, manage, analyze and disseminate information when responding to
man-made and natural catastrophes.

While innovations in information technology are being made to support
awareness in a crisis, a key issue that must be addressed is evaluating the effi-
cacy of the developed solutions in an actual response process. In other words,
strategies must be developed to translate IT metrics into meaningful emergency
response metrics that help us analyze the cost-effectiveness of the technologies
before deployment. One approach is to mimic a crisis by conducting emergency
drills over a sample region, incorporating the IT innovations in the process of
response during the drill, and measuring the improvements in the process as
compared to some pre-existing baseline. Organizing and conducting emergency
drills is a challenging proposition due to several reasons. Drills are expensive
in terms of time and resources, significant planning is required to instrument
drills. Participation of multiple response organizations, businesses and individ-
uals might need to be coordinated making frequent spot-testing of technology
solutions impossible. Furthermore, drills are often carefully scripted making it
impossible to test out response to a range of scenarios using ”what-if” analysis.
In addition, scalability testing of solutions (e.g. evacuation of an entire city) is
close to impossible to test via drills.

An alternate solution is to use simulation tools and techniques to understand
disasters, their evolution, and the potential impact of IT solutions on the out-
come of the response. A simulation based approach allows us to create what-if
scenarios dynamically and determine the ability of the response to adapt to the
changing disaster landscape. Simulations are also useful for training response
personnel and in evaluating solutions and plans for emergency response. The
need for sophisticated tools and techniques for the modeling, simulation, and
visualization of emergency activities has been articulated in recent reports [17].
Much of the efforts in the area of crisis simulations have focused on modeling
disasters and their effects–techniques for radioactive plume modeling, modeling
the spread of biological agents, fire modeling, earthquake impact modeling help
in understanding the characteristics of the specific type of disaster itself.

What has not been studied in as much detail are simulation tools that help
understand the response activity itself (e.g. evacuation, medical triaging, fire
fighting, rubble removal) as it unfolds. Commercial evacuation simulators [5, 8, 2]
help establish bounds on evacuation of regions and buildings under ideal knowl-
edge conditions; these tools model movement and behavior of people during
evacuation. However, they do not capture the interactions between people or
the impact of technology in such scenarios.

In this paper, we discuss the design and implementation of a simulation en-
vironment for crisis response that addresses the aforementioned gap. A sim-
ulation framework for crisis response activities must address the modeling of
human behavior (and decisions made by humans) in a changing environment.
The proposed simulation framework is a multi-agent system for crisis response
activities that mainly (a) embodies agents that drive the simulation in different
roles and make decisions and (b) captures the environment under which agents
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make decisions through the use of a pervasive infrastructure. In addition, the
framework incorporates a variety of models that drive the activity and decision
making, captures information flow between different entities/agents and inte-
grates the abilities of the infrastructure with respect to the information flow.
In addition to scalability (supporting large numbers of entities) and flexibility
(extensibility to various crises), the emphasis of our simulation framework is on
being able to accurately calibrate the crisis environment and behavior of agents
in that environment.

A key aspect of our approach is the incorporation of real-world instrumented
framework [6], i.e. a pervasive environment, that can capture physical reality
during an activity as it occurs. The instrumented smart space consists of a
variety of sensing technologies (video, audio, RFID people sensors) and is used to
conduct and monitor emergency drills. This extends the scope of the simulation
framework into an augmented reality environment for IT testing in the context
of a crisis. Such an integration allows humans to assume specific roles in the
multi-agent simulator (e.g. first responder in an evacuation process within a
building) and capture decisions made by humans (evacuees, response personnel)
involved in the response process. Capturing people’s behavior during a drill also
allows calibrating the simulation both in terms of physical and cognitive agent
response (e.g., speed of movement and decisions taken).

The rest of the paper is organized as follows. Section 2 presents the design
details and concepts behind the system. A prototype is presented in Section 3.
Given the implementation framework we describe how this system serves to test
IT solutions and disaster response methodologies in Section 4. Conclusions and
future research directions are discussed in Section 5.

2 Design Details of DrillSim

Figure 1 illustrates the basic methodology of the DrillSim environment which
consists of a multi-agent simulator driven by an instrumented smart space. An
activity in DrillSim occurs in a hybrid world that is composed of (a) the simu-
lated world generated by a multi-agent simulator and (b) a real world cap-
tured by a smart space.

The purpose of this environment is to play out a crisis response activity where
agents might be either computer agents or real people playing diverse roles (ac-
tors). In order to capture real actors in the virtual space we utilize a sensing
infrastructure that monitors and extracts information from real actors that is
needed by simulator (such as agent location, agent state, etc.); in other words,
we infuse actions and state of human actors in the virtual space. Likewise, to en-
able a real-actor to participate in a simulated reality, we use appropriate display
devices and modalities to provide the real-actor with awareness of the virtual
world. While our main goal is to evaluate new techniques for crisis response, one
important byproduct of the hybrid world approach is that it becomes an immer-
sive training environment for first responders. Another design consideration of
DrillSim is to be able to run DrillSim with other simulators (e.g., communication
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simulators, crisis simulators). Such simulators are often developed by domain ex-
perts and the ability to integrate relevant input to DrillSim from these simulators
allows us to model a wider range of aspects more accurately. For instance a crisis
simulator can be plugged into DrillSim by translating the crisis parameters to
the impact. In the remainder of this section, we describe our approach to mod-
eling the various components of the DrillSim world and in enabling interactions
between the two worlds (real to simulated and vice-versa).

Fig. 1. Methodology Fig. 2. UML of Agent

2.1 Conceptual Modeling of DrillSim

Two key concepts that drive the design and implementation of DrillSim are
entities and scenario. Together these concepts capture the overall activity over
space and time as well as the observed world of each agent (real or virtual)
participating in the activity.

DrillSim Entities: The primary entities modeled in DrillSim are the agents,
space, resources, crisis, and infrastructure. In our model, entities can either be
real or virtual.

Agents are autonomous participants that drive the crisis response simulation
and can be real or virtual. Agents may represent an evacuee, a firefighter, a
building captain, etc. Every agent has a set of properties associated with it.
A UML representation of some sample agent properties is shown in Figure 2.
The properties of an agent include its role (e.g., evacuee, fire fighter), the agents
physical and perceptual profile (e.g., range of sight, speed of walking), the current
health status of the agent(e.g. injured, unconscious), and the devices carried by
the agent (e.g. cellphone). At any given time, agents are associated with a given
location in the geographical space.

Space is where the response activity is played out and includes both indoor
space and outdoor space. Indoor space consists of floors, rooms, corridors, stair-
ways, elevators, etc., while outdoor space consists of buildings, roads, walkways,
open spaces of different terrains, parking lots and other external structures.

The Crisis models physical phenomena such as spreading fire and spread
of a hazardous material. Instead of modeling a crisis, our simulator represents
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crisis via its impact. Specifically, it represents at any time, for each location the
impact of the crisis to other entities (the intensity of fire, the toxicity of chemical
spill at the location, etc).

Infrastructure represents the sensing and communication components used
to capture the context in which an activity occurs. The components can be a
fire alarm within a building that is used by an agent. Again, infrastructure is
modeled via its impact to the pervasive space. For instance, instead of model-
ing WiFi communication using a set of access points, we model whether WiFi
communication is available to a particular agent at a particular location.

Scenario Representation: A scenario is essentially the state of the real and
virtual entities modeled at a given point of time. We specifically represent sce-
nario as a snapshot taken at every time unit. This snapshot is represented
using a grid based representation which is expanded to include information
about obstacles, hazards, and occupancy. In this representation we divide the
space into equal sized grid cells and every cell contains a tuple of the form
Gi,j =< Obstacle, Occupied, Hazard >. Obstacle is a value between 0 and 1
and represents the difficulty an agent faces in traversing a cell. Occupied con-
tains a list of agents occupying the cell. Hazard contains a list of hazards present
on that cell. While the cell-based representation is simplistic it is rich enough
to capture a variety of crisis activities. Our future plans are to expand the rep-
resentation further to capture other entities like cell tower, fire extinguishers
etc.

2.2 Virtual Reality/Augmented Reality Integration

Virtual reality/augmented reality integration requires projection of the simu-
lated world to the real world and vice versa. To augment the real world with the
simulated world, the necessary Virtual Reality/Augmented Reality (VR/AR)
interfaces have to be designed, such that real persons taking part in a drill can
interact with the hybrid world and take decisions based on their observation
of this hybrid world. This immersion is achieved via the appropriate GUIs on
portable devices (cellphone, PDA, etc) carried by the person. There are several
challenges in bringing the simulated world to the real world. The first set of
challenges arise from limitations in the device such as processing, storage, and
energy capabilities. To address the restrictions imposed by hand-held devices,
the interface at the hand-held device is simplified to contain a minimal set of
functions that enable the user to effectively communicate with the agents in the
simulation. Furthermore, synchronization issues also arise due to communication
delays between server and clients and due to the different processing capabilities
of different clients. The second set of challenges emphasize the need for a cus-
tomized view of the simulation based on user location and orientation. This has
to be done in real-time so that appropriate contextual information is sent to the
user as and when needed. Key technologies to enable this include quality-aware
localization [12] and adaptive content customization.
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To capture a real agent participating in the activity we must have a mech-
anism to observe the real agents and their actions in space. We have instru-
mented a smart space within our campus that allows us to capture phenomena
taking place in the real world. The smart space consists of integrated sensing
and communication infrastructure that includes video and audio sensors, people
counters, built-in RFID technology, powerline, ethernet, and wireless communi-
cations. Specifically, real sensors and communication devices are used to capture
physical space and phenomena, and to monitor people positions and actions.
This instrumentation also enables calibrating both the agent’s action parame-
ters (e.g., speed of movement) and decision-making mechanisms. Furthermore,
this smart space provides an infrastructure for IT researchers to test their solu-
tions (e.g., 802.11-based localization [10]). One of the key issues in the collection
of dynamic multimodal data is in aggregating and interpreting the collected
data in real time. Also, incompatibility and unreliability of multi-sensor data
has to be addressed using suitable sensor fusion (e.g. probabilistic) techniques.
Additionally there are privacy issues regarding collected data about real people
participating in a drill. Our research within the RESCUE [18] project addresses
several of these challenges.

2.3 DrillSim Operational Dynamics

We begin the simulation by generating the current scenario on a chosen geo-
graphical space using the pervasive infrastructure, i.e. the current state of real
world entities (e.g. location of people, state of resources) is used to calibrate an
initial scenario generator. The current crisis, which is generated by the crisis
generator, represents both the disaster as well as the changes that occur as an
effect of the disaster. These changes are reflected both in the geographical space
and the scenario, and updated as the simulation progresses through the shared
cell-based representation of space.

The main entities that drive the simulation are the agents. Agents wake
up every t time units and execute some actions. Specifically, on waking up, an
agent acquires awareness of the world around it, transforms the acquired data
into information relevant to decision making, and makes decisions based on this
information. The acquired awareness is stored as the observed world of the agent
(and may be augmented using information from the instrumented smart space).
An agent takes decisions using the awareness acquired. Based on the decisions,
it (re)generates a set of action plans. These plans dictate the actions the agents
attempt before going to sleep again. For example, hearing a fire alarm may result
in the decision of exiting a floor, which in turn may result in a navigation plan
to attempt to go from the current location to an exit location on the floor. Given
this navigation plan, the agent executes one action of the plan every time, e.g.
it walks one step towards the exit of the room. An impact of changing global
environment, crisis, and actions of other agents is the possible change of plan or
even a change of decision. Decisions, plans, and actions are logged by the agents
as and when they change.
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3 DrillSim: System Implementation

We now describe the architecture and implementation of the DrillSim simulation
framework. The prototype of the simulator models a multi-agent evacuation
activity at a campus level. In this system there are two types of agents–the
evacuee and the floor warden–whose role is to evacuate the floor during an
emergency. The architecture of DrillSim is shown in Figure 3. The primary
components are the I/O interfaces, simulation engine, data management module,
and the VR/AR modules. In addition there is a database server which holds the
spatial data. These components are described in the sections below.

Fig. 3. Software architecture of DrillSim

3.1 I/O Interfaces of DrillSim

Figure 4 shows a sample screenshot of the I/O interface of the system. The
interface allows a set of inputs to be provided to the simulation, outputs the
results of the simulation, and also allows users to interact with the simulation
environment. The user can start the simulation, start the crisis when needed,
turn on the fire alarm once a crisis starts, communicate with other agents, and
control an agent. The user interfaces are built using Java and Java3D.

Inputs to DrillSim: allow users to initialize parameters to the properties of Drill-
Sim entities, specified in Section 2.1, and the initial scenario. Agent inputs in-
clude the definition of roles and their behavior, definition of profiles to be as-
sociated with the different agents, location of different people at the beginning
of the simulation, the devices agents carry, etc. In the current implementation
the geography, roles of agents, agent behavior definitions and profiles are pre-
defined. Location of agents at the beginning of the simulation is entered by the
user. Inputs pertaining to resources, crisis and infrastructure are entered by the
user as a spatial layer on a geographical map. Users can also input response pro-
cedure plans to the system. The inputs to DrillSim come both from users who
instantiate parameters and from external models that relate to the actual event
(crisis and its response) and the entities in the event (the resources, people, de-
vices, etc). The inputs can be dynamic as in the scenario generated by external
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Fig. 4. Snapshot of DrillSim User Interface

modules (e.g., crisis model, scenario generator) or static parameters initializing
the scenario (e.g, time of start of simulation, total number of people in building,
location of resources). In addition, inputs can be derived from the sensors in
the pervasive space, which dynamically feed back user counts, user locations,
resource locations, and so on. There is a mediator for every external model that
translates the data to the grid representation format understood by the simula-
tor. The inputs are either sent directly to the engine or stored in the database.
The geography is stored in the database. Also embedded within the DrillSim are
the geography (in the database) and the response plan which outlines the basic
response rules followed in our campus.

Outputs of DrillSim: While the other modules in DrillSim model and generate
the response activity, it is also essential to generate output of the activity so that
the end user can observe the simulation and evaluate the results. The output
modules capture the results of the simulation through a 2D/3D visualization
or as statistics. The visualization is a hybrid output with both the real world
and simulated world overlapping and can be both in 2D and 3D. While the 2D
visualization provides a birds-eye view of the entire activity or of the observed
reality of a specific agent, the 3D observed reality is the view of a camera set
in any arbitrary position or on top of any agent. The latter is useful both to
understand what a simulated agent decides based on its observed world and to
be able to take the role one of the agents by controlling it. The statistics of
the simulation include disaster response metrics such as speed of evacuation and
number of people injured. These metrics help to study the effectiveness of the
solutions plugged into our system. Recall the primary purpose of this simulator is
to evaluate IT solutions by translating IT metrics to disaster metrics. At every
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instance of time, the simulator updates a graph of time versus agents in the
building. This graph is an example of a method to show the impact of different
IT solutions in the context of an evacuation.

3.2 DrillSim Simulation Engine and Data Management Module

The simulation engine is the principal component that drives DrillSim by playing
out an evacuation activity. The simulation engine is driven by different agents
and, in our current implementation, is developed using Java and JADE [11]. It
consists of the simulated geographic space, the current evacuation scenario (i.e.
where people are and what they are doing), and the current crisis as it unfolds.
The functionality of the engine is supported by different agents that represent
the human population involved in the response. In our engine the two agents rep-
resented are evacuees and floor warden. Their representation also conveys when
they are receiving messages from other agents and when the floor warden agent
is activated. The agents follow the operational dynamics as described in Sec-
tion 2.4. Decision-making in an agent is modeled as a stochastic neural network.
In particular, it is a recurrent neural network [13] that outputs the probability of
taking each decision (e.g., evacuate the floor, exit the building). The input to the
neural network is the agent’s information, the probability of taking each decision,
and the decisions made. The weights of the neural network (i.e. the weights given
to every input) are set according to the agent’s profile and calibrated by running
real emergency response drills within the smart space. Modeling decision-making
as a neural network allows for explicitly modeling the importance of each piece of
information on each decision, setting the emphasis on the impact of information
on decision making rather than on the reasoning process itself. The engine is the
most computationally intensive module in DrillSim which results in scalability
issues (i.e., as more agents are added, they compete for limited resources). We
are working on strategies to distribute the computation uniformly to improve
the efficiency of the system.

The data management module manages the data exchange between other
components. The data relevant to the simulator is stored in a database. The
geography of both indoor and outdoor spaces are converted to the GIS format
and stored in the database. There is a JDBC interface available for agents to
access this spatial information in order to make decisions. The data management
module is responsible for 1.- managing continuous queries from agents regarding
the environment, other agents etc, 2.- managing highly frequent updates, and
3.- logging the events as they happen. An important aspect of this module is
the representation of the spatial and temporal data so as to adequately support
functioning of the simulated activity.

3.3 Virtual Reality/Augmented Reality Integration in DrillSim

In order to allow the projection of the virtual world to real people, the visual-
ization interface is extended to allow the user both to observe the simulation
and to participate in it. Specifically there are three versions of the interface im-
plemented. The EOC version of this interface is running on a laptop or a PC
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and can be connected to a 5x11 multi-tier display. The EOC version also allows
a user to manage the entire simulation, see what an agent (real or virtual) is
seeing, send messages to other agents, and control the actions of an agent. In
the current implementation the PDA version is a low resolution version of the
same interface. The output of the computer is connected to a pair of MicroOp-
tical SV-6 VR glasses [1]. In order to provide the customized output for the user
carrying the PDA we need to track and localize the user. This is achieved using
the instrumented smart space covering one quarter of our campus. Indoor local-
ization is achieved via WiFi based localization technologies such as the Ekahau
Positioning Engine [3]. Sensor fusion based techniques using WiFi, Bluetooth,
RFID triangulation and GSM are also being implemented and tested. In addi-
tion, people counting technologies (video-based counting) also help feed the real
time data of location of people to generate more realistic dynamic scenarios.

4 Testing and Validation

An important purpose of the simulator is for advancing research in human be-
havior, emergency response processes, and developing IT solutions in the context
of emergency response. This section describes how DrillSim can be used to test
impact of IT techniques and response procedures on disaster response. Note that
the experiments are here included for illustration purposes only, since the valid-
ity of the results depends on the validity of the behavior model. Studying the
validity of the behavior model and calibrating the behavior model remains part
of our future work.

Fig. 5. Impact of Human Behavior Fig. 6. Impact of FloorWarden and IT

The prototype simulates an evacuation activity in one building with four
floors. Specifically, the experiments are performed on the 4th floor of the build-
ing, with 20 agents evacuating the floor due to a fire. There are two roles taken by
agents: floor warden and evacuees. The floor warden is responsible for evacuating
the floor by going to every room and making sure the evacuees leave the building,
and is the last to leave the floor. The evacuee agents’ decisions include exiting
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the building, and telling others to exit the building. The relevance each evacuee
gives to the fire alarm or to each other agent requesting to evacuate (including
the floor warden) depends on the obstinacy level–the higher the obstinacy level
the less likely the agent will evacuate.

In the first set of experiments given the activity chosen (evacuation in the
presence of fire) we study the impact of human behavior by studying the impact
of obstinacy of agents in such situations. Figure 5 shows the relationship between
evacuation time and agent obstinacy levels. As expected, the more obstinate the
agents, the longer time it takes to evacuate them. The second set of experiments
demonstrate the impact of floor warden on the process of evacuation as shown in
Figure 6. We can notice that those agents who are obstinate even after hearing
the fire alarm leave earlier due to the presence of fire alarm. However we can
see that the floor warden is in the building long after people have left in order
to search the entire floor. An IT solution that can tell the floor warden when
the floor has been evacuated, he can leave earlier The plot labelled IT Solution
indicates the impact of this IT solution in the evacuation process, and shows the
floor warden leaving earlier.

5 Related Work and Concluding Remarks

Evacuation simulation tools like Myriad, Simulex, and Egress and others [5, 8, 2]
model movement and behavior of people during evacuation. Multi-agent simula-
tors like the efforts in Robocup-Rescue Simulation Project [7] and the evacua-
tion simulator developed as part of the Digital city project in Kyoto, Japan [19]
simulate not only the civilian movement but also the activities of the response
personnel. While the efforts mentioned address individual aspects of disaster
management these tools do not address the overall emergency response activ-
ity. A few efforts have been directed towards integrating different tools [9, 4, 14].
For instance the SOFIA project at Los Alamos National Laboratory is aimed
at developing actor-based software for analyzing infrastructures that are inter-
dependent. The Integrated Emergency Response Framework from National In-
stitute of Standards and Technology [14, 15, 16] targets integration of different
simulation tools to address overall emergency response. Our simulator not only
simulates activities but also integrates the actual instrumented infrastructure,
enabling us to immerse real people in the simulation. The primary goal is to
use this emergency response activity view in order to integrate IT solutions at
appropriate interface points in the simulator and test the effectiveness of IT
solutions in disaster response.

In this paper, we described DrillSim. Such a simulation framework that
merges reality and simulation opens up opportunities to recreate more realis-
tic response activities and test solutions and models in this context. Designing
such a simulator opens many research challenges related to modeling and data
management. Mixing of real with virtual worlds, dynamic data management,
modeling the geographical space and representing events on it, and modeling
agents to mimic human behavior in crisis are some of these challenges. We have
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addressed a few of them in this paper. We have also demonstrated how DrillSim
can be used to test solutions for disaster response. We are focussing on modeling
spatial data and agent behaviors as part of ongoing work. There are scalability
and synchronization issues when designing a large scale crisis response simula-
tor. Our eventual goal is to support scalable plug and play of crisis response
activities over a variety of scenarios and geographies.
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Abstract. In response to the critical need of early detection of potential infec-
tious disease outbreaks or bioterrorism events, public health syndromic surveil-
lance systems have been rapidly developed and deployed in recent years. This 
paper surveys major research and system development issues related to syn-
dromic surveillance systems and discusses recent advances in this important area 
of security informatics study.  

1   Introduction 

Syndromic surveillance is gaining wide acceptance in public health and bioterrorism 
event detection and response [35]. A syndromic surveillance system is aimed at de-
tecting and characterizing a possible epidemic (either naturally-occurring or 
man-made) early on and can provide timely information to help prompt public health 
intervention and mitigate the event’s impact. While traditional disease surveillance 
relies on physicians to report suspicious cases, contemporary syndromic surveillance 
research and development focuses on automating bioterrorism and public health pre-
paredness and response to greatly improve surveillance capacity, significantly speed up 
in detection of disease outbreaks, and provide timely, suggestive information of epi-
demics to hospitals as well as to state, local, and federal health officials.  

This paper surveys the existing technical literature and system development efforts 
in syndrome surveillance research and implementation. In comparison with current 
review articles that exist in the area [13][29][32], this review focuses on an in-depth 
description of technical components of syndromic surveillance systems and frames the 
related research questions from an IT and security informatics perspective.  

In the literature, the discussion of syndromic surveillance systems usually falls under 
the following functional areas: 1) data acquisition, 2) syndrome classification, 3) 
anomaly detection, and 4) data visualization and data access. The surveillance data are 
first collected from the data providers to a centralized data repository where the raw 
data are categorized into syndrome categories to indicate certain disease threats. 
Anomaly detection employing time and space data analysis algorithms characterizes 
the syndormic data to detect the anomalies (for example, the surge of counts of clinic 
visits aggregated by days, or anomalous spatial clusters of medical records aggregated 
by ZIP codes). The data visualization and data access module is used to facilitate case 
investigations and support data exploration and summarization in a visual environment. 
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Sections 2 to 5 are dedicated to these four functional areas, respectively. Section 6 
concludes the paper by highlighting the key issues and research challenges for future 
syndromic surveillance research and system development. 

2   Data Acquisition  

2.1   Data Sources  

Syndromic surveillance is a data-driven public health surveillance approach which 
collects and processes a wide array of data sources. These data sources include chief 
complaints, emergency department (ED) visits, ambulatory visits, hospital admissions, 
triage nurse calls, 911 calls, work or school absenteeism data, veterinary health records, 
laboratory test orders, health department requests for influenza testing, among others 
[16][30]. For instance, one of the most established syndromic surveillance projects, the 
Real-time Outbreak Detection system (RODS), uses laboratory orders, dictated radi-
ology reports, dictated hospital reports, poison control center calls, chief complaints 
data, and daily sales data for over-the-counter (OTC) medications for syndromic sur-
veillance [39].  

Preliminary investigations have evaluated the effectiveness of different data sources 
in syndromic surveillance and studied the difference among them in terms of informa-
tion timeliness and characterization ability for outbreak detection, as they represent 
various aspects of patient health-care-seeking behavior [16][27][31]. For example, 
school absenteeism comes to notice relatively earlier as individuals take leave before 
seeking health care in hospitals or clinics, but specific disease evidence provided by the 
absenteeism type of data is limited. Table 1 provides a rough-cut classification of dif-
ferent data sources used for syndromic surveillance organized by their timeliness and 
the capability to characterize epidemic events.  

Table 1. Data sources organized by data timeliness and epidemic characterization 

 

2.2   Data Collection and Storage 

Data collection is a critical early step when developing a syndromic surveillance sys-
tem. The particular data collection strategy is obviously dependent on the data  
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providers’ information system infrastructure. Such strategies range from direct manual 
entry on paper or using hand-held devices [49] to automated data transmission, ar-
chiving, query and messaging [20][21]. 

Many practical challenges exist hindering the data collection effort. 1) Different 
coding conventions among the health facilities need to be reconciled when integrating 
the different data sources. CDC has led the way in the push for data standardization 
through the National Electronic Disease Surveillance System (NEDSS) and the Public 
Health Information Network (PHIN) initiatives. These initiatives define a set of vo-
cabularies, messaging standards, message and data formats and so on [3]. 2) Providing 
and transmission of data either requires staff intervention or dedicated network infra-
structure with relatively high security level, which are often viewed as extra cost to data 
providers. 3) Data sharing and transmission must comply with HIPAA and others, to be 
secure and assure privacy. 4) There is a time lag getting data from data providers to 
syndromic surveillance systems. Data quality challenges (e.g., incompleteness and 
duplications) often pose additional challenges.  

3   Syndrome Classification 

The onset of a number of syndromes can indicate certain diseases that are viewed as 
threats to the public health. For example, influenza-like syndrome could be due to an 
anthrax attack, which is of particular interest in detection of bioterrorism events.  

Syndrome classification thus is one of the first and most important steps in 
syndromic data processing. Currently the syndrome classification process is 
implemented into syndromic surveillance systems either manually or through an 
automated system. The BioSense system initiated by CDC [16] basically relies on a 
working group that work on syndrome mapping converging with CDC definitions. 
However, automated, computerized syndrome classification is essential to real-time 
syndromic surveillance. The software application that evaluates the patient’s chief 
complaint or ICD-9 codes and then assigns it a syndrome category is often known as 
syndrome classifier. Classification methods that have been studied and employed can 
largely be categorized into four groups: 1) Natural language processing; 2) Bayesian 
classifiers; 3) Text string searching; and 4) Vocabulary abstraction. We summrize 
existing classification methods in Table 2. 

Evaluations have been conducted to compare various classifiers’ performance for 
certain selected syndrome types. For instance, experiments conducted on two Bayesian 
classifiers for acute gastrointestinal syndrome demonstrate a 68 percent mapping 
success against expert classification of ED reports[18]. The classifiers are usually de-
signed to work on a limited number of syndrome groups (for example, in RODS sys-
tem, there are 7 syndrome groups of interest for purposes of biosurveillance, while 
EARS defines a more detailed list of 43 syndromes). Some syndromes are of common 
interest, such as respiratory or gastrointestinal syndromes; however, studies are to be 
done for other syndrome categories where the data set has relatively low availability.  

In addition, there is no standardized syndrome definitions employed universally by 
different syndromic surveillance systems. Different computerized classifiers, or human 
chief complaint coders, are trained to prioritize and code symptoms differently  
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Table 2. Syndrome classification approaches 

Approach Description  Example Systems 

Manual 
grouping  

1. In Biosense project, a working group comprised of 
experts in surveillance, infectious diseases, and 
medical informatics performs the mapping of labo-
ratory test orders into 11 syndrome categories ac-
cording to CDC definition [16]. 
2. Triage nurses can also do the grouping when re-
cording the symptoms. 

The BioSense system 
[7][28] and Syndromal 
Surveillance Tally Sheet 
program used in ED of 
Santa Clara County, 
California. 
 

Natural  
language 
processing 

MPLUS system, a Bayesian network (BN)-based 
natural language processing system, originally used 
to analyze narrative and descriptive medical records 
[4] was adapted by RODS group for classifying 
free-text CC with simplified grammar containing 
rules for nouns, adjectives, prepositional phrases, 
and conjunctions. 

Chapman et al. adapted 
the MPLUS to RODS 
system for classifying the 
free-text chief complaints 
[33][42].  

Bayesian 
classifiers  

Bayesian classifiers, including naïve Bayesian clas-
sifier, bigram Bayes, and their variations, as super-
vised learning method classify CC learned from the 
training data of tagged CC.  

The CoCo Bayesian clas-
sifier from RODS labora-
tory  

Text string 
searching 

A rule-based method that first uses keyword 
matching and synonym lists to standardize CC. In the 
second step, predefined rules are used to classify 
CCs or ICD-9 codes into syndrome categories. 

EARS# employs this 
method, named TSS[17].  
ESSENSE* developed a 
mapping of ICD-9 codes 
syndrome categories, 
which has been widely 
distributed[7]. 

Vocabulary 
abstraction 

This approach creates a series of intermediate ab-
stractions up to a syndrome category from the indi-
vidual level primitive data (e.g., signs, lab tests) ac-
cording to a syndrome ontology that describes how 
primitive data relate to syndromes indicative of ill-
ness due to an agent of bioterrorism [9]. 

The BioStorm System 
[34] [9][38] 

*ESSENSE: Electronic Surveillance System for the Early Notification of Community-Based 
Epidemics; #EARS: Early Aberration Reporting System. 

following different coding conventions. As a result, there exists an obstacle for public 
health surveillance efforts to converge over a broader geographic scale. The compari-
son conducted by Christina et al. [5] between two syndrome coding systems shows low 
agreement in most of the syndrome classifications. 

4   Data Analysis and Outbreak Detection 

Automated data analysis for aberration detection is essential to real-time syndromic 
surveillance. These algorithms, spanning from classic statistical methods to artificial in-
telligence approaches, are used to quantify the possibility of an outbreak observed from 
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the surveillance data. Usually, a detection system employs more than one algorithms,  
as no single algorithm can cover the wide spectrum of possible situations. Table 3 
summarizes related outbreak detection algorithms organized as temporal, spatial, and 
temporal-spatial methods [11][32]. Note that it is not our intention to cover all existing 
detection algorithms. Rather we selected representative methods to illustrate the basic 
types of approaches that have been developed in the context of syndromic surveillance.  

Another category, which is not shown in Table 3, includes “data-fusion” approaches 
where multiple data sources (e.g., ED visits and OTC sales data) are combined to 
perform outbreak detection. The majority of detection algorithms monitor individual 
data sources and do not cross reference between them. In the study conducted by the 
BioStorm research group, different analytical methods are assigned to different types of 
surveillance data with different settings [9][34]. The idea of such “data-fusion” ap-
proaches is that multiple data streams are analyzed with the extensions of analytical 
techniques, such as MCUSUM or MEWMA, to increase detection sensitivity while 
limiting the number of false alarms. Multiple univariate statistical techniques and 
multivariate methods are used in the literature based on different assumptions of in-
dependence among the data streams: multiple univariate methods assume independence 
among the data, while multivariate methods establish the covariance matrix typically 
estimated from a baseline period [11]. However, to model the multiple univariate signals 
from different data streams, an in-depth investigation and characterization of 
health-care–seeking behavior is necessary. In the ESSENSE II project, chief complaints 
data and sales of OTC medications are treated as covariates in SaTScan analytics [30]. 
The corresponding performance analysis shows substantial gain in the detection prob-
abilities [2][44]. However, rigorous comparative evaluation to quantify the gain of using 
covariates from multiple data sources in surveillance is not reported yet. 

Another challenging issue for real time outbreak detection is that the surveillance 
algorithms rely on historic datasets that span a considerable length of time (e.g., EARS 
relies on the past 3-5 years historic data in their long-term implementation [17]) against 
which to measure the anomaly of observed data. Few methods demonstrate reliable 
detection capability with short-term baseline data. This is a particular concern for 
event-based surveillance systems (also referred to as drop-in models) that have to be 
implemented against bioterrorism attacks or natural disease outbreaks in settings such 
as international and national sports events or meetings which involve a large popula-
tion. EARS were used for syndromic surveillance at several large public events in the 
United States, including the Democratic National Convention of 2000, the 2001 Super 
Bowl, and the 2001 World Series [17]. The RODS system demonstrated its surveillance 
capacity during the 2002 Olympic Winter Games [14]. LEADERS (Lightweight Epi-
demiology Advanced Detection and Emergency Response System) often serves as a 
drop-in surveillance system intended to facilitate communication and coordination 
within and between the public health facilities [37]. The question is how analytics can 
be conducted with the limited availability of historic data to model normal patterns. 
CUSUM and its variation methods, as employed in EARS short-term surveillance im-
plementation [17], allows a baseline data within 1-9 days. 

Measurements on timeliness, specificity, and sensitivity of the detection algorithms 
have been reported; however, existing evaluation studies are quite limited, as they are 
either reliable only for one specific disease [23] or are biased by simulation settings as 
very few bioterrorism attacks for real testing are available [12].  
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Table 3. Algorithms for outbreak detection 

Algorithm Description Remarks 

Time series analysis 

Serfling 
method 

A static cyclic regression model with prede-
fined parameters optimized through the training 
data 

Available from RODS [40]; 
used by CDC for flu detection 

ARIMA 
 

Autoregressive Integrated Moving Average 
method; Linear function with parameters 
learned from historical data [36]; seasonal ef-
fect can be adjusted 

Available from RODS 

EWMA  Exponentially Weighted Moving Average; 
Predictions based on exponential smoothing of 
previous several weeks of data with recent days 
having the highest weight. 

Available from ESSENCE 

CUSUM A control chart method to monitor the departure 
of the mean of the observed data’s time series 
from a theoretical mean [10][15]; It allows for 
limited baseline data 

Widely used in current surveil-
lance systems including Bio-
sense, EARS [17] and 
ESSENSE among others 

Spatial clustering analysis 

SMART 
(Small Area
Regression 
and Testing) 

An adaptation of a generalized linear mixed 
modeling (GLMM) technique which takes into 
account multiple comparisons and includes 
parameters for ZIP code, day of the week, holi-
day, day after a holiday, and seasonal cyclic 
variation; Parameters are updated weekly [7] 

Available in Biosense [7][16] 
and National Bioterrorism syn-
dromic surveillance demonstra-
tion program[47] 

GLMM A generalized linear mixed modeling approach 
for evaluating whether observed counts in rela-
tively small areas are larger than would be ex-
pected on the basis of a history of naturally 
occurring disease [24][25].  

Used in Minnesota [43] 

RLS (Recur-
sive Least 
Square)  

 

A dynamic autoregressive linear model that
predicts current count of each prodrome within 
a region based on the historical data and adjusts 
its model coefficients based on prediction er-
rors; An alert is triggered when RLS finds the 
current count is greater than the 95% confi-
dence interval of its predicted count; continu-
ously updating its parameters 

Available from RODS 

Modified 
spatial scan 
statistics 

It takes into account the different addresses of 
persons between home and workplace, which 
might improve the detection of disease out-
breaks when exposure occurs in the workplace. 

Proposed in [31] 
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Table 3. (continue) 

Temporal, spatial, and temporal-spatial 

SatScanTM 
software 

Including space-time scan statistics and tem-
poral scan statistic; Searching all the subre-
gions for likely clusters in space and time [26]

Widely-used in many commu-
nity surveillance systems in-
cluding the National Bioterror-
ism Syndromic Surveillance 
Demonstration Program [47]; 
Related visualization available 
from BioPortal 

WSARE 
(What is 
Strange About 
Recent Event)

Searching for groups with specific character-
istics (e.g., a recent pattern of place, age, and 
diagnosis associated with illness that is 
anomalous when compared with historic pat-
terns) [32][48]; Addressing the limitations of 
traditional analytical methods’ incapability of 
defining representative features combination 
of multi-dimensional data to monitor [45][46]

Available from RODS; per-
formance evaluated in Israel, 
June 2004 [48] 

PANDA 
(Popula-
tion-wide 
Anomaly De-
tection and 
Assessment) 

Using a causal Bayesian network to model a 
population of persons and infer the spa-
tio-temporal probability distribution of dis-
ease for the population as a whole or each pa-
tient in the population [1][8] 

Under development in RODS  

Risk-Adjusted 
Support Vec-
tor Clustering 

Combining the risk adjustment idea with 
Support Vector Clustering to improve the 
quality of spatio-temporal clustering analysis 

Available from BioPortal [50] 

5   Data Access and Visualization  

In most cases anomaly detection is only suggestive not conclusive. Due to the presence 
of false alarms and a scarcity of real outbreak events, initiating a response, especially 
against bioterrorism attacks, is a difficult decision to make. How to interpret the 
computerized surveillance outcomes and how to differentiate a real threat from an ex-
plainable anomaly are critical issues. These are system functionality issues which are 
also related to the experience of responsible officials, communication mechanisms, and 
collaborations within and outside the public health domain [19][22].  

To facilitate interactive data exploration, maps, graphs, and tables are common 
forms of helpful visualization tools. Below we provide examples of such tools im-
plemented in various research prototypes and deployed surveillance systems. The 
RODS system employs the GIS (geographical information system) module to depict 
data spatially [20]. In Biosense and ESSENSE, a geographical map consisting of in-
dividual zip code is marked with different colors to represent the threat level. Stratifi-
cation can be applied for different syndrome categories, and individual case details  
can be accessed by “drill down” functions. A more sophisticated case manager as a 
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functional module for investigation of anomalies and to reduce false positives is also 
proposed [6]. Such a case manager includes a logic-rich engine and two configurable 
tools for case organization and dynamic data visualization. The BioPortal project 
makes available an advanced visualization module, called the Spatial Temporal Visu-
alizer (STV) [41] to facilitate exploration of infectious disease case data and to sum-
marize query results. STV is a generic visualization environment that can be used to 
visualize a number of spatial temporal datasets simultaneously. It allows the user to 
load and save spatial temporal data in a dynamic manner for exploration and dis-
semination. The Biosense working group presents a basic road map for abnormal event 
inquiry to support the decision of whether to initiate a response [16]. The process 
consists of data quality evaluation, aberration extent estimation, comparison with other 
data sources, and supplemental facts gathering. 

6   Discussion and Conclusion 

This paper provides a brief survey of the emerging field of syndromic surveillance that 
involves identifying, collecting, and analyzing public heath data for early outbreak 
detection. Traditional disease surveillance systems are based on confirmed diagnoses, 
whereas syndromic surveillance makes use of pre-diagnosis information for timely data 
collection and analysis. The main IT-related research topics and challenges in syn-
dromic surveillance are presented in this survey.  

With regards to future research in syndromic surveillance, we see a lot of opportunities 
for informatics studies on topics ranging from data visualization, further development 
and comprehensive evaluation of outbreak detection algorithms, data interoperability, 
and further development of response and event management decision models based on 
data and predictions provided by syndromic surveillance systems. From an application 
domain perspective, the following trends can potentially lead to new interesting research 
questions. First, public health surveillance can be a truly global effort for pandemic dis-
eases such as avian influenza. Issues concerning global data sharing (including multi-
lingual information processing) and the development of models that work over a wide 
geographical area need to be addressed. Second, although syndromic surveillance sys-
tems have been developed and deployed in many state public health departments, there is 
a critical need to create a cross-jurisdictional data sharing infrastructure to maximize the 
potential benefit and practice impact of syndromic surveillance. Third, syndromic sur-
veillance concepts, techniques, and systems are equally applicable to animal health be-
sides public health. We expect to see significant new work to be done to model animal 
health-specific issues and deal with zoonotic diseases.  
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Abstract. Low-rate TCP-targeted Denial-of-Service (DoS) attack (shrew) is a 
new kind of DoS attack which is based on TCP’s Retransmission Timeout 
(RTO) mechanism and can severely reduce the throughput of TCP traffic on 
victim. The paper proposes a novel mechanism which consists of effective 
detection and response methods. Through analyzing sampled attack traffic, we 
find that there is a stable difference between attack and legitimate traffic in 
frequency field, especially in low frequency. We use Sum of Low Frequency 
Power spectrum (SLFP) for detection. In our algorithm the destination IP 
address is used as flow label and SLFP is applied to every flow traversing edge 
router. If shrew is found, all flows to the destination are processed by 
Aggregated Flows Balance (AFB) at a proper upstream router. Simulation 
shows that attack traffics are restrained and TCP traffics can obtain enough 
bandwidth. The result indicates that our mechanism is effective and deployable. 

1   Introduction 

1.1   Denial-of-Service Attack 

Denial-of-Service (DoS) is a major threat to Internet security. Attack packets often 
assemble to victim to disturb the legitimate use of a service. These attack packets 
consume some key resources, confuse applications or protocols on the victim and 
make it inefficient or even disabled. In current Internet, DoS is usually detected as 
Distributed DoS (DDoS) in which distributed DoS flows assemble in target network 
and result in an overwhelming destruction. 
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The focus of the paper is to defend against a new kind of DoS attack: low-rate 
TCP-targeted DoS attack (shrew) [1]. It does not make use of leaks of systems and 
protocols, but TCP’s RTO mechanism. In shrew, periodical traffic bursts are sent to 
victim and induce packet losses in neck link. Then the TCP flows to victim enter 
repeated timeout and the throughput decreases to a very low fraction of bandwidth. 

1.2   TCP’s RTO Mechanism 

In one TCP connection, one end sends out one or several packets and then waits for 
acknowledgement. If the sender does not receive any response from the receiver after 
a certain time span, RTO, the sender will resend the packets and wait for 
acknowledgement again. For one TCP connection, if above phenomenon lasts then it 
indicates probable congestion in networks. RTO should be increased every time in 
order to escape the congestion and usually exponential back-off is used. For example, 
in usual RTO implementation, with integer value, initial RTO is 1 second, and will 
increase to 3 seconds after first timeout. If the next retransmissions still result in 
timeout, RTO will orderly increase to 6, 12, 24, 48 seconds and finally stays in a 
maximum value which is often 64 seconds. If the process lasts long enough, the 
sender will give up. 

RTO, Round Trip Time (RTT) and other related values are computed periodically 
according to RFC793 [2]. The formula is given as follows. 
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Here  is a filter gain constant with suggested value of 0.9 and R  is the estimated 
RTT. R is the estimated RTT of last estimation and M is the measured RTT of this 
time.  is the disperse coefficient and the suggested value is 2.  

V. Jacobson et al found that if RTT fluctuated with large variance, the computation 
in (1) would cause unnecessary retransmission and be inefficient [3]. They suggested 
computing the variance of old RTTs to adjust estimated RTT. The variance of RTTs 
is approximated by mean deviation and the updated formula is shown in (2): 

In (2) R is the estimated RTT of last estimation. M is the measured RTT of this time 
and R  is the estimated RTT. D and D  are the mean deviations of last and current 
estimations respectively. And minRTO is the lower bound of RTO. V. paxson et al 
considered that if there was a lower bound of RTO with about 1 second, TCP would 
have best performance [4].  
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1.3   Low-Rate TCP-Targeted DoS Attack 

Low-rate TCP-targeted DoS attack is also named “shrew” and was firstly proposed 
and confirmed through experiments by A. Kuzmanovic et al [1]. In shrew, the target 
is the TCP traffics on victim. Since most applications are based on TCP protocol 
which accounts for large fraction of traffic in networks, shrew will have severe impact 
on victim.  

The mechanism of shrew is to bring most TCP flows to victim into periodical 
timeout and sharply decrease the TCP throughput. For one TCP flow, if a packet or 
the corresponding ACK is dropped due to network congestion, the sender retransmits 
this packet after RTO and updates RTO value. If the loss happens again, the sender 
repeats this action while the TCP throughput is zero. If one malicious user sends a 
series of traffic bursts to the victim and produces network congestion synchronized 
with retransmission process of one TCP flow to the victim, the TCP flow will be 
halted. If the bursts occur in the upstream link of the victim, most of the TCP flows to 
it will repeatedly time out and the TCP throughput decreases drastically. If the burst 
period is around 1 second and the burst length is around RTT, nearly all TCP flows to 
victim will be halted. The standard pattern of attack traffic is shown in Fig. 1(a). 
Because of background traffic and the low rate of shrew, it is hard to detect by 
traditional methods. 

1.4   Distributed Shrew Attack 

It is possible to observe attack pattern of single source shrew attack in the source 
network. However, for a distributed shrew attack, attack patterns will not likely be 
detected until multiple attack flows converge in the destination network. And for one 
of the attack flows, the mean rate is lower and pattern is harder to detect. The 
distributed shrew attacks can be classified into three kinds: temporal overlay, spatial 
overlay and mixed overlay. The first is shown in Fig. 1(b) where the burst period of 
single attack flow expands to times of original period. The second in Fig. 1(c) shows 
that the finally converged burst consists of multiple bursts of single flows. The third is 
a mixture of above two kinds and is illustrated in Fig. 1(d). 

The rest of this paper is organized as follows. An overview of related work is given 
in section 2 and our detection algorithm SLFP is presented in section 3. In section 4 
the response strategy AFB is provided. Simulations are shown and explained in 
section 5 and then conclusions are given in section 6. 

2   Related Work 

Shrew attack was firstly proposed by A. Kuzmanovic et al [1] and many discussions 
appeared subsequently. Based on the idea that big router cache could smooth traffic 
burst, S. Sarat et al [5] discussed the effect of router cache size on shrew attack. 
Considering that the efficiency of shrew attack mainly relies on the homogeneity of 
RTO, J. Tsao et al tried using RTO-randomization [6]. G. Yang et al discussed the 
effect of randomized RTO and found that RTO-randomization not only restrained 
shrew attack but also reduced the performance of legitimate TCP traffic [7]. 
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Fig. 1. Shrew attacks. (a) Typical single flow shrew. (b) Temporal overlay shrew. (c) Spatial 
overlay shrew. (d) Mixed overlay attack. 

For the detection and response, A. Shevtekar et al pointed out the rate of shrew 
attack flow had square-wave pattern in samples of edge routers [8]. X. Luo et al used 
wavelet transformation to detect abnormal fluctuation of incoming TCP and outgoing 
TCP ACK traffics [9]. Y. Chen et al suggested tracking shrew pattern in a transport-
level flow and drop the flow if shrew attack was detected [10]. They found that the 
pattern in attack traffic caused a deviation from legitimate spectrum in frequency field 
and could be used for detection. H. Sun et al [11] presented detection in edge router 
and supposed that the congestion happens in the router’s downstream link. They 
transformed temporal attack pattern to correlation sequence which eliminated the time 
shift starting from the initial point of measurement to the beginning of the attack 
pulse. Then the legitimate traffic can be differentiated.  

3   The Detection: SLFP 

Shrew attack can escape most of current DoS detection methods. However, the attack 
effect is sensitive to the changes of attack parameters and the attack pattern is similar 
to the standard pattern in Fig. 1(a) [1] which the detection may rely on.  

Periodical and non-periodical sequences in time field should have different 
properties in corresponding sequences of frequency field. Although it is challenging 
to detect shrew attack in time field, it is feasible to implement detection in frequency 
field. There has been some related work in [10] where DFT is used to get amplitude 
spectrum. Here we use Power Spectrum Density (PSD) which has been used in 
detection, e.g., A. Hussain et al used PSD to differentiate single-source DoS and 
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multi-source DDoS [12] and C. M. Cheng et al found there was a difference in peak 
position of PSD between DoS and legitimate traffics [13]. One time sequence’s PSD 
can be computed using DFT of its auto-correlation sequence and also can be 
approximated by periodogram. Here we use the periodogram. For a discrete sequence 
{x1, x2, … xn}, its periodogram could be computed as follows: 
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Fig. 2. PSD sequences of legitimate and attack traffics 
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Fig. 3. Distribution of total power 

To illustrate the effectiveness of PSD, we compare the PSD sequences of typical 
legitimate and shrew attack traffics. Fig. 2(a) is the 1-300 Hz PSD sequences. We can 
see there are obvious differences between the two sequences, especially in low 
frequency. Fig. 2(b) is the corresponding comparison in 1-50 Hz.  

Considering the difference is caused by different power distribution, we use the 
summation of power in 1-50 Hz. We call it Sum of Low Frequency Power spectrum 
(SLFP). To illustrate that SLFPs of attack and legitimate traffics are localized in 
different ranges that can be clearly differentiated, we collect respective 5000 3.5 
seconds long sequences for legitimate and shrew traffics with sampling unit of 0.01 
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second and the 5000 attack sequences are from shrew with period of 1 second and 
burst length of 50, 100, 150, 200, 250 milliseconds respectively. The distribution of 
total power of 1-50 Hz is given in Fig. 3(a).Then we use normal distribution to fit 
above samples. The fitted curve is shown in Fig. 3(b) and the parameters are: 

Legitimate: Average ( ) is 715.3, standard deviation ( ) is 50.5. 
Shrew: Average ( ) is 1212.1, standard deviation ( ) is 53.6. 

Here the summation of power is a stable value and is perfect for classification. 
SLFP can be implemented in edge routers of victim. Before detection, a table is 
allocated to save samples for all protected downstream servers and flows to different 
servers are recorded periodically into corresponding table entries. If one sampling 
cycle is over, SLFP is applied to samples in every table entry and if an attack exists in 
traffic to one server and no previous response has been given, a message is sent to an 
appropriate upstream router with most of attack traffic is from the router. The router 
will decide whether to start the balancing algorithm or continually trace back. In the 
contrary, if attack does not exist and sign of previous detection was set T seconds 
before, an undo message is sent and the sign of detection is unset. The balancing 
algorithm is given in next chapter. 

4   The Response: AFB 

4.1   Algorithms 

Since TCP traffic is the target of shrew attack, we consider reserving most bandwidth for 
TCP with the remaining for other traffics and give a response method called Aggregated 
Flow Balance (AFB). All TCP flows are classified and each class is given a reasonable 
fraction of bandwidth in order to restrict the burst rate from single shrew source. 

AFB is implemented at the edge router and more upstream routers. How to locate 
the edge router is beyond our consideration and can be found in [14]. Using SLFP the 
edge router spots a shrew attack in the traffic to one server and then traces back the 
attack traffic by sending messages to the upstream router which forwards attack 
flows. If one appropriate upstream router can not determine, AFB is started. The 
router classifies flows by the router’s incoming ports, i.e. classifies all UDP and other 
protocol flows to the destination as one class, and then divide TCP flows from 
different incoming ports into different classes. If there are N incoming ports on the 
router, there will be N+1 traffic classes, i.e. N TCP flows from N incoming ports and 
one class for other flows from all incoming ports. We use an array to allocate the 
bandwidth, i.e. array AFB_Buckets, which is updated periodically and its each 
element represents the bytes allocated for the corresponding traffic class in current 
update period. The elements of AFB_Buckets are initialized to preseted value in the 
beginning. If a packet with length of L arrives in incoming port i, the router checks 
the corresponding value of AFB_Buckets[i-1]. If AFB_Buckets[i-1]  L, then the 
packet is forwarded and L is subtracted from AFB_Buckets[i-1], else if 
AFB_Buckets[i-1] < L, the packet is dropped. And the value of one period will not 
cumulate to next period. The bandwidth allocated to class i in the beginning of one 
period is in proportion to the throughput of traffic class i in last period. The AFB 
algorithm is given below. 
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Fig. 4. AFB algorithm 

4.2   Considerations of Realization 

We prototype SLFP using a 2.66GHz Pentium 4 machine and it costs averagely about 
1.05 ms to compute a SLFP value from a 3.5-second sample. Meanwhile AFB can be 
implemented based on bucket mechanism and its cost is neglectable when compared 
with SLFP. From above information we can see that the processing overhead for 
protecting one target host is about 1.05 ms every 3.5 seconds. On the other hand, the 
memory requirement can be concluded from Fig. 4 and it needs less than 1 KB for 
one protected host. So we consider, as long as the involved routers are not too busy, it 
is applicable to use these routers to shelter one class C network. 

5   Simulations 

To validate the effectiveness of above algorithms, we insert several attack agents 
Shrew_Agent to send shrew packets and classifiers AFB_Classifier into the entry of 
NS2 nodes to implement SLFP and AFB. The simulation network topology is in Fig. 5. 
There are 5 clients, 4 attackers and 5 servers connected by core router A and B. The 
bandwidth of the link between A and B is 100Mbps, and the bandwidth of every link 
from B to downstream routers is 20Mbps, other links are all with bandwidth of 
10Mbps. The attacked server is “victim” and attack causes packet dropping in the link 
between victim and S. TCP NewReno is used and we have completed three typical 
shrew attack scenarios which are given as below. 

5.1   Simulation 1: Single Attack Flow and Single Legitimate TCP Flow 

There is only one legitimate TCP flow between one client and the victim and an 
attacker sends shrew flow to the victim. The attack period is 1 second and the burst 
rate is 10Mbps with burst length of 200 milliseconds. The attack lasts 30 seconds.  
Fig. 6(a) and Fig. 6(b) show the throughput of TCP flow without and with AFB. The 
throughput in Fig. 6(a) is only 11.3% and is 63.2% in Fig. 6(b).  

 

Get bandwidth allocated to the attacked server as B; 
Setup two arrays, AFB_Buckets for bandwidth allocation and Hist for recording 

historical rate in last update period; 
For every arrived packet { 
Record the length of packet using L, and the class it belongs to using i; 
Hist[i-1]=Hist[i-1]+L; 
If L <= AFB_Buckets[i-1] { forward the packet;  
AFB_Buckets [i-1]=AFB_Buckets [i-1]-L;  } 
Else Drop the packet; 
If it is the end of update period { 
For i = 1 to N+1 
 AFB_Buckets [i-1]=B * Hist[i-1] / (summation of Hist); 
}} 
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Fig. 5. Simulation network topology 
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Fig. 6. The result of simulation 1. (a) is the TCP throughput without AFB and (b) is the TCP 
throughput with AFB.  

5.2   Simulation 2: Single Attack Flow and Multiple Legitimate TCP Flows 

There are 7 legitimate TCP flows between clients and servers. The first 3 clients 
connect to the victim with 3 legitimate flows and 4 clients connect to other 4 servers 
with 4 legitimate flows. Here there is still one attacker. The attack period is 1 second 
with burst rate of 10Mbps and burst length of 200 milliseconds. The attack lasts 30 
seconds. Fig. 7(a) and Fig. 7(b) shows the throughput of TCP flow without and with 
AFB. The throughput is respectively 11.6% and 95.6%.  

5.3   Simulation 3: Multiple Attack Flows and Multiple Legitimate TCP Flows 

There are 7 legitimate TCP flows from 5 clients and a distributed mixed overlay 
(Fig.1(d)) shrew attack from 4 attackers to victim. For every attack flow, the attack 
period is 2 seconds with burst rate of 5Mbps and burst length of 200 milliseconds. 
When attack flows converged in incoming ports of A, the converged attack period is 1 
second and the expected burst rate is 10Mbps and the burst length is 200 milliseconds. 
The attack lasts about 30 seconds. Fig. 8(a) and Fig. 8(b) are the throughputs of TCP 
flow without and with AFB. The throughput is 29.0% and 75.3% respectively.  
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Fig. 7. The result of simulation 2. (a) is the TCP throughput without AFB and (b) is the TCP 
throughput with AFB. 
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Fig. 8. The result of simulation 3. (a) is the TCP throughput without AFB and (b) is the TCP 
throughput with AFB. 
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Fig. 9. The comparison between shrew filtering and AFB. (a) is the TCP throughput with shrew 
filtering and (b) is the TCP throughput with AFB. 

Compared to shrew-filtering method using NCAS in [10] where the algorithm does 
not work well when attacker used forged addresses or ports, AFB with SLFP will not 
be affected by this confusion. We illustrate this difference by simulating an attack 
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where one shrew flow vs. one legitimate TCP flow. The shrew flow sends out UDP 
attack packets with random head content except destination IP address and 
comparison between shrew-filtering and ours is given in Fig. 9 where (a) is the effect 
of shrew filtering and (b) is that of AFB. We can see shrew-filtering nearly is nearly 
useless while AFB is effective as before.  

Additionally, the method in [11] only detects bursts happening in the downstream 
link of the edge router and that is unrealistic in real-life network. Yet our mechanism 
can be deployed in any upstream edge router and can achieve satisfying legitimate 
throughput. 

6   Conclusions 

Shrew attack is a newly proposed attack which could achieve similar effect as 
traditional DoS but with lower mean flow rate. In this paper we propose an effective 
detection algorithm SLFP and a feasible response method AFB that can be deployed 
in edge router. Theoretical analyses and simulation results are provided in detail. We 
consider our mechanism have advantages over some former methods. 
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Integrating IDS Alert Correlation and OS-Level
Dependency Tracking

Yan Zhai, Peng Ning, and Jun Xu
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Abstract. Intrusion alert correlation techniques correlate alerts into meaningful
groups or attack scenarios for the ease to understand by human analysts. However,
the performance of correlation is undermined by the imperfectness of intrusion
detection techniques. Falsely correlated alerts can be misleading to analysis. This
paper presents a practical technique to improve alert correlation by integrating
alert correlation techniques with OS-level object dependency tracking. With the
support of more detailed and precise information from OS-level event logs, higher
accuracy in alert correlation can be achieved. The paper also discusses the appli-
cation of such integration in improving the accuracy of hypotheses about possibly
missed attacks while reducing the complexity of the hypothesizing process. A se-
ries of experiments are performed to evaluate the effectiveness of the methods,
and the results demonstrate significant improvements on correlation results with
the proposed techniques.

1 Introduction

Intrusion detection has received a lot of attention in the past two decades. However,
current intrusion detection systems (IDSs) often generate huge numbers of alerts as
well as numerous false positives and false negatives. These problems make the reports
from IDSs very hard to understand and manage. Many researchers and vendors have
proposed various alert correlation techniques (e.g., [15, 6, 7]) to make large numbers of
IDS alerts more understandable and at the same time reduce the impact of false positives
and false negatives.

Recent alert correlation techniques can be classified into three categories: similarity-
based correlation (e.g., [15, 5, 3]), correlation by matching with pre-defined attack
scenarios (e.g., [7, 6]), and correlation based on the prerequisite (preconditions) and
consequence (postconditions) of individual attacks (e.g., [11, 4]). Each technique has
its advantages and disadvantages. However, the correctness of correlation results is
strongly affected by the false positives and false negatives among IDS alerts.

Several researchers recently investigated integrating additional information sources
into alert correlation to improve its quality. In [10], a formal model named M2D2 was
proposed to represent data relevant to alert correlation. The technique in [13] reasons
about the relevancy of alerts by fusing alerts with the targets’ topology and vulnera-
bilities, and ranks alerts based on their relationships with critical resources and users’
interests. In [16] a statistical reasoning framework is proposed to combine IDS alert
correlation with local system state information from tools such as system scanners and

S. Mehrotra et al. (Eds.): ISI 2006, LNCS 3975, pp. 272–284, 2006.
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system monitors. These approaches can improve the performance of correlation by in-
tegrating different sources of security-related information. However, the correlation re-
sults are still not yet satisfactory. For example, neither of the approaches can deal with
false negatives quite well. Thus, it is desirable to find additional ways to integrate other
information sources to further improve alert correlation.

In this paper, we propose to harness OS-level event logging and dependency tracking
to improve the accuracy of alert correlation. OS-level dependency tracking is a recently
developed technique to analyze the system operation history toward a given object. It
tracks dependency-causing events such as process forking and file operations in the
system event log, and spans up a tree of system objects connected by these events from
the target object. Though a very useful tool for forensics applications, backtracker has
two limitations. Firstly, because it is system call oriented, the complexity of tracking
and tracking results can be very high. For example, during a normal system run, the
resulting dependency graph of such a tracking (using Backtracker [8]) can contain up
to tens of thousands of objects and hundreds of thousands of edges. Such complexity
with tracking is obviously time and resource consuming, while the tracking results are
also hard to understand. Secondly, the tracking is highly dependent on the availability
of so-called “detection points”, which are significant evidence of system being attacked.
However, such “detection points” are not usually available, making it inconvenient to
use in security administration. Integrating event logging and dependency tracking tools
with alert correlation can potentially address the above limitations, and at the same time
improve the performance of alert correlation.

Our integration method is based on the following observations: Firstly, most attacks
have corresponding operations on specific OS-level objects. Secondly, other than a few
exceptions, if one attack prepares for another, the later attack’s corresponding opera-
tions would be dependent on the earlier one’s. Because logging these system calls is
more straightforward than detecting attacks using rules and signatures, such informa-
tion is considerably more accurate and trustworthy than the IDS alerts. Utilizing such
information will improve the performance of alert correlation.

Given the alert correlation results and an OS-level dependency tracking tool, the
integration is done in two phases. The first phase is to identify the system objects cor-
responding to the IDS alerts based on their semantics. The second phase is to verify
the relationships demonstrated in the correlation result or discover the missed relation-
ships among the alerts by tracking the dependencies among their corresponding system
objects using a dependency tracking tool such as Backtracker.

The contribution of this paper is the development of a framework to integrate the
information from OS-level event logging and dependency tracking into IDS alert cor-
relation. With the support of OS-level event logs, we can achieve better accuracy in the
final result than the original alert correlation method. We also discuss how such inte-
gration can facilitate the hypotheses about possibly missed attacks. Finally, we evaluate
the effectiveness of this scheme by performing a series of experiments. Our experi-
ment results show that the integration can greatly improve the correctness of correla-
tion and help making hypotheses about possibly missed attacks. For example, in our
experiment, our approach can totally remove the false correlations in all three attack
scenarios.
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The remainder of this paper is structured as below. Section 2 briefly introduces the
background of alert correlation and OS-level dependency tracking. Section 3 discusses
the details on how to integrate OS-level object dependency tracking into alert corre-
lation. Section 4 gives experimental results used to evaluate our approach. Section 5
discusses related work. Section 6 concludes and points out some future directions.

2 Background

As discussed earlier, our goal is to improve intrusion alert analysis by integrating OS-
level event logging and object dependency tracking into IDS alert correlation. In this
section, we give a brief introduction to the alert correlation and OS-level dependency
tracking techniques to be used in our method. For alert correlation, we use the method
based on attack’s prerequisite and consequence [11], due to the ease to make connec-
tions between alert correlation and OS-level objects in this method. The dependency
tracking technique used in this paper is Backtracker [8], which to our best knowledge
is the only such tool available.

2.1 Alert Correlation Based on Prerequisites and Consequences of Attacks

Here we give a brief overview of the alert correlation method in [11]. This method cor-
relates intrusion alerts using the prerequisites and consequences of attacks. Intuitively,
the prerequisite of an attack is the necessary condition for the attack to be successful.
For example, the existence of a vulnerable service is the prerequisite of a remote buffer
overflow attack against the service. The consequence of an attack is the possible out-
come of the attack. For example, gaining certain privilege on a remote machine. In a
series of attacks, there are usually connections between the consequences of the earlier
attacks and the prerequisites of the later ones. Accordingly, we identify the prerequi-
sites and the consequences of attacks, and correlate the detected attacks (i.e., alerts) by
matching the consequences of previous alerts to the prerequisites of later ones.

The correlation method uses logical formulas, which are logical combinations of
predicates, to represent the prerequisites and consequences of attacks. The correlation
model represents the attributes, prerequisites, and consequences of known attacks as
alert types. The correlation process is to identify the prepare-for relations between
alerts, which is done with the help of prerequisite sets and expanded consequence sets
of alerts. Given an alert, its prerequisite set is the set of all predicates in the its pre-
requisite, and its expanded consequence set is the set of all predicates in or implied by
its consequence. An earlier alert t1 prepares for a later alert t2 if the expanded con-
sequence set of t1 and the prerequisite set of t2 share some common predicates. An
alert correlation graph is used to represent a set of correlated alerts. An alert correlation
graph CG = (N, E) is a connected directed acyclic graph, where N is a set of alerts,
and for each pair n1, n2 ∈ N , there is a directed edge from n1 to n2 in E if and only if
n1 prepares for n2.

The advantage of this method is that the correlation result is easy to understand and
directly reflects the possible attack scenarios. However, as the correlation is solely based
on IDS alerts, the result highly depends on the quality of the IDS alerts. For example,
the result may contain false correlations when there are false alerts.
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2.2 Backtracker

Backtracker is an OS-level dependency tracking tool [8]. Backtracker monitors specific
types of OS-level objects, i.e., processes and files. The objects are kept in a log with their
properties such as the uid of the objects. It also monitors specific dependency-causing
system calls like process forking, file reading, and memory sharing, which together are
called “high-control events” in [8]. Given the information of a specific object such as
the pid of a process or the inode number of a file, Backtracker identifies the previous
objects and system calls that could have potentially affected a target object, and displays
chains of events in a dependency graph. In a Backtracker dependency graph, each node
A represents an OS-level object, and each edge A → B represents that object B is de-
pendent on object A. Moreover, an edge A ↔ B is used to represent that objects A and
B are potentially dependent on each other. As mentioned earlier, the major limitations
of Backtracker are the complexity of its results and the inconvenience to use because of
its dependency on the availability of “detection points”. In its later version [9], the tool
can also track dependencies between remote hosts by tracking the logged socket ids.

3 Integrating Alert Correlation and OS-Level Dependency
Tracking

Our integration is to identify the relevancy between the relationships among IDS alerts
and the dependencies among OS-level objects, and then use the OS-level dependencies
to verify or discover the relationships among IDS alerts. To identify such relationships,
we first look into attacks’ OS-level behaviors.

From the operating system’s point of view, an attack is a set of OS-level events that
access or modify a set of system objects. The OS-level objects and operations corre-
sponding to an attack can be derived from the semantics of the attack. In our model,
such semantics consist of two parts: one is the prerequisites and consequences of at-
tacks, and the other is the correspondence between the predicates in attacks prerequi-
sites or consequences and the OS-level objects on the host. With such information, we
can identify the OS-level objects corresponding to the attacks on the host. For example,
given an attack that exploits a vulnerable service as its prerequisite and yields a shell as
its consequence, we can identify the corresponding service process and shell process.

Accordingly, the OS-level objects corresponding to an attack can be divided into
two sets: the prerequisite object set, which are the objects derived from the attack’s
prerequisite, and the consequence object set, which are the objects derived from the
attack’s consequence. These two sets may overlap, because some attacks’ consequences
may affect their prerequisite objects. By backtracking among the OS-level objects, we
can also find dependencies among those objects at the OS level. Though different from
the prepare-for relation used in alert correlation, such OS-level dependencies can be
utilized to verify or discover the prepare-for relations among the alerts.

In our framework, we first extract necessary information from the alerts to identify
the corresponding OS-level objects. We then verify the dependencies among alerts by
using the OS-level dependencies among their corresponding objects, and thus improve
the alert correlation based on the causal relationship. Moreover, by identifying the OS-
level objects corresponding to the evidence of possibly missed attacks, and tracking
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back from those objects, we can improve the performance of existing methods [12, 16]
for hypothesizing about possibly missed attacks.

An attack has to have impacts on the local system in order to be observable in the
OS-level log. Thus, our method only guarantees improvement of alert correlation for
the alerts of successful attacks, though it may provide positive results for some failed
attack attempts.

3.1 Identifying OS-Level Objects Corresponding to Intrusion Alerts

Now we discuss how to find the OS-level objects accessed by the attacks which trigger
IDS alerts. We call this process the mapping of IDS alerts to OS-level objects. We sum-
marize the semantics carried by an alert that can be used to identify the corresponding
OS-level objects. Firstly, an IDS alert comes with a timestamp, which indicates when
the attack happens. Secondly, given an alert, we have the knowledge about how the
attack works and how the system should behave in response to it. For example, given
a Snort alert “FTP EXPLOIT wu-ftpd 2.6.0”, we know that the corresponding attack
exploits a vulnerable wu-ftpd server and forks a root shell. Finally, given local system’s
configuration, we can identify which OS-level objects correspond to each predicate in
attacks’ prerequisites and consequences. For example, a predicate “Samba server” may
correspond to “/usr/sbin/smbd” process on a given computer. Below we discuss how
each type of knowledge is used to map the alerts.

Though the number of logged events and objects is large in system logs, the times-
tamp of each alert can be used to easily narrow down the potentially relevant system
objects. In Backtracker’s log, each OS-level object or event is associated with a time pe-
riod, which is the lifetime of the object or event. (The original Backtracker toolkit does
not provide exact timestamp information. We slightly modified Backtracker’s source
code to add this functionality.) Given a fixed time period T = [t1, t2], an object o can
be accessed during T if o′s lifetime [ts, te] overlaps with T . Given the timestamp of an
alert, we can estimate an approximate time window during which all the relevant OS-
level activities occur, and then narrow down the scope of OS-level objects that need to
be examined. Such a time window has to be relaxed to accommodate delays in OS-level
operations and the clock discrepancy between the IDS sensor and the OS.

Given the name of an alert, we have the corresponding attack’s prerequisite and
consequence from experts’ knowledge. According to [11], the prerequisite of an at-
tack is a logical combination of predicates, and the consequence of an attack is a set
of predicates. Each of those predicates is associated with some OS-level objects such
as services, processes, and files. Thus, for each predicate in attacks’ prerequisites and
consequences, we can identify the corresponding file or process on the host computer,
and represent them as (predicate, OS-level object) pairs in the knowledge base. For
example, given a pair (Samba service(host IP ), “/usr/sbin/smbd”) in the knowl-
edge base, whenever there is predicate of Samba service(host IP ), we can locate its
corresponding process of “/user/sbin/smbd”. Thus, after identifying the predicates
in an attack’s prerequisite and consequence, we can identify the OS-level objects corre-
sponding to those predicates on the host computer. Based on whether the corresponding
predicate belongs to attack’s prerequisite or consequence, those objects can be divided
into prerequisite objects and consequence objects.
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There are additional constraints for the mapped objects. Firstly, some predicate im-
plies constraints on the properties of its corresponding OS-level objects. For example,
the predicate Root shell(host IP ) implies the privilege of its corresponding OS-level
object is root, which is represented by uid = 0 for the corresponding object in Back-
tracker’s log. We represent such a constraint along with the object mapping information
in the knowledge base in the form of (predicate, OS-level object, constraint). In the
above example, we may have a triple (Root shell(host IP ), /usr/bin/sh, uid = 0)
to indicate that the predicate Root shell is mapped to a process /usr/bin/sh, and the
process’s uid should be 0.

Secondly, if we focus on successful attacks, we expect to see the prerequisite and
consequence of a successful attack at the OS level. In other words, for each predicate
p in an attack’s prerequisite and consequence, there must be at least one object o in the
mapped object set corresponding to p, unless the logging tool does not monitor objects
corresponding to such predicates. For example, assume the prerequisite and the con-
sequence of a Samba buffer overflow attack are V ulnerable Samba service(dstIP )
and Root shell (dstIP ), respectively. If this attack is successful, there must be OS-
level objects corresponding to these predicates in the object sets. Thus, if such OS-level
objects do not exist, the alert must represent a false alert or a failed attack.

Finally, the system activities corresponding to an attack should all be related in Back-
tracker dependency graph. Moreover, the consequence of an attack should be dependent
on the prerequisite of the attack at the OS-level. Thus, for each consequence object
corresponding to an attack, it should be a prerequisite object, or dependent on some
prerequisite objects of the attack. Thus, we have the dependency constraint: Given alert
A and its mapped prerequisite object set PA and consequence object set CA, for each
consequence object o in CA, if PA is not empty, there should exist paths from objects
in PA to o in Backtracker’s dependency graph unless o is also in PA. If such paths do
not exist, the corresponding consequence object o should not be associated with the
given alert. For example, given an alert with prerequisite object set {service process}
and consequence object set {shell process, file foo}, if service process is not con-
nected to shell process in the Backtracker dependency graph, the consequence object
shell process should not be included in the consequence object set.

After mapping IDS alerts to OS-level objects and with OS-level dependency track-
ing tools, the number of false correlations can be potentially reduced by verifying the
dependencies between the corresponding objects. Below we discuss in detail how to
identify the OS-level dependencies among alerts with OS-level dependency tracking,
and how to use such dependencies to achieve better accuracy in alert correlation.

3.2 OS-Level Dependencies Among IDS Alerts

After IDS alerts are mapped to groups of objects within particular time periods in the
Backtracker dependency graph, some groups are connected with each other through ob-
jects and events in the dependency graph while others are not. It is not difficult to see
that an later object is dependent on an earlier object if there exists a path in the depen-
dency graph from the earlier object to the later object. Such paths among these object
groups reveal the dependencies between their corresponding alerts. However, such de-
pendencies can be not only malicious attack behaviors but also normal system activities,
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which makes it different from the prepare-for relations used in alert correlation. To find
out the security-relevant dependencies interested by alert correlation, below we discuss
in further detail about these dependencies.

As we have mentioned, the OS-level objects corresponding to an alert can be divided
into two subsets: the prerequisite object set OP , which are derived from the attack’s
prerequisite, and the consequence object set OC , which are derived from the attack’s
consequence. As discussed earlier, the consequence objects in OC should be dependent
on the prerequisite objects in OP . Moreover, two alerts being correlated with each other
means the earlier attack’s consequence “contributes” to the later attack’s prerequisite.
Thus, at the OS level, such a prepare-for relation should be reflected by the paths from
the earlier attack’s consequence object set to the later attack’s prerequisite object set
(i.e., the later attack’s prerequisite objects are dependent on the earlier attack’s con-
sequence objects). To distinguish such dependencies from other dependencies, we say
alert A is strongly connected with alert B if, in the Backtracker dependency graph, there
exists a path from one of A’s consequence objects to one of B’s prerequisite objects.
Thus, if alert A prepares for alert B, A should be strongly connected with B.

3.3 Verifying the Dependencies Among Correlated IDS Alerts

Except for a few types of attacks (e.g., attacks utilizing guest kernels or hidden chan-
nels), which are relatively rare as discussed in [8], backtracker is capable of tracking
OS-level dependencies among most attacks. In other words, in normal cases, if two
alerts are not found strongly connected with each other, there should not be prepare-for
relations between them.

Given an alert correlation graph, we can map the alerts to OS-level objects and check
whether the correlated alerts are strongly connected. If two correlated alerts are not
found strongly connected, the correlation between them is considered false. For exam-
ple, assume A → B are a pair of correlated alerts. To verify this correlation, we first
map them into OS-level object sets. If the mappings are successful, there will be cor-
responding prerequisite and consequence object sets: PA and CA of alert A, as well as
PB and CB of alert B. By tracking back from the objects in PB with Backtracker, we
can verify whether the two alerts are strongly connected. If there does not exist a path
between objects in CA and objects in PB , we consider the correlation A → B false.

Note that two alerts being strongly connected in the dependency graph does not guar-
antee that the earlier one prepares for the other. This is because OS-level dependencies
can be operations of benign programs. That being said, being strongly connected on
OS-level dependency graph indicates that the involved attacks have higher possibility
to be causally related. Thus, we can use this information to discover attacks missed by
IDSs, which lead to missing correlations among alerts.

3.4 Facilitating Hypotheses of Missed Attacks

Integrating IDS alert correlation and OS-level event logging can also help in making
hypotheses about possibly missed attacks. Several approaches [12, 16] have been pro-
posed in making hypotheses about possibly missed attacks. Given evidence of attacks
being missed, these methods search among known attack types of attacks to fill in the
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gaps between their correlation graphs and the evidence based on attacks’ prerequisites
and consequences. However, such search processes can be computationally expensive
considering the size of the attack type knowledge base and the number of steps that
could have been missed.

Integrating IDS alert correlation with OS-level dependency tracking can facilitate
hypothesizing of missed attacks. Signs (evidence) of missing attacks, such as IDS alerts
and observed system modifications, can usually be mapped to groups of system objects.
Assume a piece of evidence E is mapped to a set of OS-level objects. By tracking back-
ward from those objects, a forest of system objects connected via various events can be
generated. For any missed attack, unless it can evade the OS-level dependency tracking,
part of its mapped objects must be in this spanned forest. Using the information of the
correspondence between predicates and OS-level objects, such a forest of objects can
be converted to predicates. Thus, the searching space for possibly missed attacks can be
greatly reduced to only the attacks related to the predicates.

For example, an attacker takes the following attack steps: (1) Launch a buffer over-
flow attack toward a vulnerable Samba server, which yields a root shell; (2) Delete
the web page files via the shell. Assume all those activities are missed by the IDS,
while the file deletion is detected by some file system integrity monitoring tool, which
is taken as evidence indicating previous attacks being missed. By tracking back from
the deleted file, the file is found dependent on the following objects in the OS-level
event log: a smbd process and a shell process forked by the smbd process. Thus, when
searching for possibly missed attacks, we can limit the search within attacks related to
Samba and shell. Since only Samba is an initial system service, we hypothesize there
is a Samba-related attack missed. By trying to map each candidate attack to OS-level
objects, we can eliminate the majority of invalid hypotheses. The uncertainty within
the remaining results is affected by the knowledge we have about the local system
(e.g., the version of Samba) and the attacks (e.g., the number of attack types in the
knowledge base).

4 Experimental Results

We have performed a series of experiments to validate the effectiveness of our method.
Since our method requires actual system responses to real attacks, we developed three
attack scenarios in our lab, in which an attacker launches a sequence of attacks against
a computer monitored by both the Backtracker and the Snort IDS.

The Backtracker was configured on the target server and slightly modified to log
system calls with their timestamps. Two vulnerable services were running on the server:
Samba 2.2.8 and icecast 1.3.11. Snort 2.40 was installed on the server to monitor the
network traffic as an IDS sensor. To detect more attacks, we used the “Bleeding Snort
Rulesets” [1] with Snort. Clock drifting is not considered in our experiments because
both programs were running on the same computer. We also injected background traffic
during the experiments to mimic an operational network. The background traffic was
collected on the target machine when it was connected to our campus network, and
was manually verified to contain no attacks toward the target machine. We also injected
some failed attempts of wu-ftpd buffer overflow attacks into the background traffic.
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Due to space reasons, we only discuss in detail the experimental results on Scenario 1
here in this paper. Description of the other two scenarios and additional information
about these experiments can be found in the full version of this paper [17].

4.1 Details of Scenario 1

Our first attack scenario exploits a vulnerable Samba server. It includes the following
attack steps:

“tfn2k-icmp” 12~26

“smb-bof” 

1~8

...

“id -root” 

9

...

“id-root” 11

“smb-bof” 

10

“wuftp-

fs”

Fig. 1. Original Correla-
tion Graph

1. Two remote buffer overflow attack attempts exploiting the
vulnerable Samba server (resulting 2 remote root shells).
2. Uploading and starting a server daemon of a DDoS tool
called TFN (Tribe Flood Network) on the target host.
3. Using TFN’s client program to direct the TFN server dae-
mon on the victim server to start SYN flood and UDP flood
attacks against another computer.

The above attacks took about 5 minutes. During the
period, Backtracker logged 81,613 events. Moreover, the
Snort sensor raised 9 “NETBIOS SMB trans2open buffer
overflow attempt” (“smb-bof”) alerts (No. 1–8 and No.10), 15 “DDOS tfn2k
icmp possible communication” (“tfn2k-icmp”) alerts (No. 12–26), and 2 “ATTACK-
RESPONSES id check returned root” (“id-root”) alerts (No.9 and No.11). The back-
ground traffic triggered 32 alerts related to the target server, which include 8 “SCAN
nmap TCP” (“nmap-tcp”) alerts, 23 “SNMP public access udp” (“snmp-udp”) alerts,
and 1 “FTP EXPLOIT wu-ftpd 2.6.0 site exec format string overflow Linux” (“wuftp-
fs”) alert. Among the 3 types of alerts, the third one is triggered by the failed attempt of
wu-ftpd buffer overflow attack injected into the background traffic.

Using the alert correlation method proposed in [11], we generated the correlation
graph shown in Fig. 1. Obviously, it contains many false correlations due to the false
positives within the alerts. Using the Backtracker’s log and the semantics of these alerts,
we mapped these alerts to a number of OS-level objects, as listed in Table 1.

For each alert prepared by other alerts in Fig. 1, we generated Backtracker depen-
dency graphs by tracking back from their prerequisite objects. In these graphs, we
look for paths from an earlier alerts’ consequence objects to a later alert’s prerequi-
site objects if the former prepares for the later. Examples of such paths found in our
experiments are shown in Fig.2(a). According to our previous discussion, when such

Table 1. OS-level Objects Corresponding to the Alerts in Scenario 1

Alert Prerequisite Objects Consequence Objects
“smb-bof” 8 {smbd 2717} {sh 2720}
“smb-bof” 10 {smbd 2717} {sh 2725}
“id-root” 9 {sh 2722, /usr/bin/id 324551} Null
“id-root” 11 {sh 2727, /usr/bin/id 324551} Null
“tfn2k-icmp” 12 26 {td 2737} Null
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a path exists, the two alerts are strongly connected and thus the correlations between
them are verified at the OS level. Otherwise, the correlation would be considered false.

smbd, sh_2720

sh, id_2722

smbd, sh_2725

sh, id_2727

smbd, sh_2720

td_2737

/home/attacker/td_115486

sh, ftp_2732

sh, td_2736

(a)

(b) (c)

Fig. 2. Paths Between Alerts’
Mapped Objects

In this way, we can verify each of the correlations in the
original correlation graph, remove those that are veri-
fied to be false, and finally come up with a new corre-
lation graph. The new correlation graph for scenario 1
is shown in Fig. 3(a). We can see it is the correct cor-
relation graph of the reported Snort alerts based on the
actual attack scenario.

In the correlation graph, the “smb-bof” alerts prepare
for the “tfn2k-icmp” alerts because the consequence of
the former (i.e., root shell (dstIP)) implies the prerequi-
site of the later (i.e., tfn2k server daemon ()). This im-
plication indicates that some activities are missed be-
tween the two alerts.

By backtracking from the prerequisite object set {td 2737} of the tfn2k alert, a tree
of OS-level objects are spanned. Because the consequence object set {sh 2720} of the
“smb-bof” alert is among them, we focus on the paths linking the two object sets. Along
the path shown in Fig. 2(c), we find the following OS-level objects being involved: pro-
cess object “ftp 2732”, file object “/home/attacker/td 115486”, and process object
“td 2736”. Thus, we can limit the searching within the activities related to the ftp and
tfn2k server program. It is easy to see that the attacker downloaded the tfn2k server
program via ftp and launched it via the shell. These hypotheses are shown in dotted
circles and lines in Fig. 3(b).

4.2 Overall Evaluation
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Fig. 3. New Correlation Graphs

Assume an alert correlation method
outputs that an alert A prepares for
another alert B. If both alerts are de-
tections of actual attacks, and the at-
tack corresponding to alert A is in-
deed used to prepare for the later
attack corresponding to alert B, we
consider this correlation as a true cor-
relation. Otherwise, it is considered a
false correlation. Moreover, if one at-
tack is used to prepare for another at-
tack, but there is no correlation corresponding to these attacks (due to missing detection
or incorrect correlation), we say there is a missing correlation. In our experiments, since
we know the details of the attack scenarios, we can easily identify true, false, and miss-
ing correlations.

We use two metrics, false correlation rate and missing correlation rate, to evaluate
the overall performance of alert correlation before and after integrating Backtracker’s
results. Given a set of correlated alerts, the false correlation rate is the ratio between
the number of false correlations over the total number of correlations generated by alert
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Fig. 4. Compare between the Original Correlation Method [11] and the Proposed Method

correlation. The missing correlation rate is the ratio between the number of missing-
correlations over the total number of correlations between attacks. Intuitively, these two
metrics show the degrees of correctness and completeness of the correlation. Obviously,
the smaller these two metrics are, the better performance alert correlation has.

Fig. 4(a) shows the false correlation rates in all three attack scenarios. As we can
see, our proposed method reduces the false correlation rate significantly in all three
scenarios. Indeed, false correlations are completely removed in all scenarios. This is
not surprising, because OS-level dependency provides another way to properly verify
the correlation between alerts through trustworthy information kept in OS-level logs.

Fig. 4(b) shows the missing correlation rates in the three scenarios. We can see sig-
nificant reduction in missing correlation rate in all three scenarios. While the missing
correlation rate is reduced to 0 in scenarios 2 and 3, the missing correlation rate of the
first scenario is still non-zero after making hypotheses. This is because the DDoS attack
(via the tfn server) is neither detected by Snort, nor hypothesized by our approach.

Our experiments confirmed that OS-level object dependency graphs can often be too
complicated to understand in reality. For example, during the 30 minutes’ period of
the third scenario, Backtracker logged more than 410, 000 events, resulting a depen-
dency graph of more than 4, 000 nodes. Manually analyzing such a complicated graph
requires lots of time and very detailed knowledge about attacks’ OS-level behaviors.
Our proposed method solves this problem because: 1. our method tries to verify alert
correlations instead of to detect attacks, only moderate information about attacks’ OS-
level behaviors is required,and 2. the verification processes can be done automatically
by computer programs instead of human experts.

The experiment results also showed how the proposed method can help make hy-
potheses about possibly missed attacks. In the attack scenarios, one type of attacks are
hard to be detected by any IDS, which are the attackers’ “legitimate” activities after the
break-in. It is very difficult to guess about such activities without the OS-level depen-
dency information.

5 Related Work

Our technique is closely related to the alert correlation techniques based on prerequisites
(pre-conditions) and consequences (post-conditions) of attacks proposed in [11, 14, 4]
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as well as OS-level dependency tracking techniques proposed in [8,9], which have been
discussed in the Introduction and Section 2. The work closest to ours is [9]. In [9], King
et al. proposed to use the dependency information from Backtracker to study attacks
within and across the hosts, as well as prospected the application of Backtracker in alert
correlation. Although they demonstrated the potential benefit of combining backtracker
analysis and IDS alert analysis with some heuristic case studies, the main focus of [9]
is the backtracking among remote hosts. It does not give any specific method for com-
bining the two different analyses. All the analyses in citeEnrichAlerts are done manu-
ally, which is computationally expensive and difficult in practice. In our approach, after
discussing the difference and resemblance between the OS-level dependencies and the
dependencies among attacks, we proposed a specific method to automatically combine
the analyses.

Several techniques also use local system information to reason about the causal re-
lationships between IDS alerts. In [16], local system state information is used to reason
about the correlation of alerts. In [2], such information is used to analyze the vulnera-
bility of the system and study the potential attacks that could compromise the system.
These techniques are complementary to the approach proposed in this paper.

Some approaches have been proposed in [12, 16] to make hypotheses about attacks
possibly missed by IDSs. [12] makes hypotheses based on the prerequisite and conse-
quences of attack types when similarities are found between alerts in separate correlation
graphs. [16] uses similar attack type knowledge to make hypotheses upon inconsisten-
cies between observed facts and alert correlation graph. Our techniques can facilitate
the hypothesis process by bringing additional information from OS-level dependency
tracking, thus to reduce the search space for the possibly missed attacks.

6 Conclusion and Future work

In this paper, we developed a series of techniques to integrate the alert correlation
method (based on prerequisites and consequences of attacks) and OS-level object de-
pendency tracking. A critical step in this integration is to map IDS alerts to OS-level
objects, so that connections between alert correlation and OS-level objects can be es-
tablished. We also identified a number of constraints that the OS-level objects should
satisfy if they are relevant to the IDS alerts (or attacks) that are correlated. By using
these constraints, we can verify the IDS alerts as well as the correlation between IDS
alerts, and reduce false correlations. Moreover, the dependency between OS-level ob-
jects can also facilitate the hypotheses of attacks possibly missed by the IDSs. Our ex-
perimental evaluation gave favorable results, showing that OS-level dependency track-
ing can significantly reduce false correlations when integrated with the alert correlation
method.

Several issues are worth doing in our future research. First, we will investigate more
techniques to integrate OS-level dependency tracking with techniques to hypothesize
about possibly missed attacks. Second, we want to investigate the possibility of learn-
ing “normal” patterns of dependencies among OS-level objects from training period to
improve the verification of correlations and making hypotheses.
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Abstract. A network is not secure unless it can ensure the three ba-
sic security concepts; confidentiality, integrity and availability. Attack
on confidentiality and integrity of data are emerging trends in network
intrusion. In this paper we primarily focus on the confidentiality aspect.
With more and more sophisticated tools being easily available the num-
ber of security incidents has been rapidly increasing. Such tools reduce
the attack preparation time thereby increasing attack frequency. The
use of such tools also makes it difficult to discover attacks at an early
stage before substantial damage has been done. Here we show a highly
personalized attack by the use of specialized agents whose purpose is to
search and transmit specific information from a private network without
authorized access. This information may be in the form of a competitor’s
marketing strategy, customers’ personal details, true financial status of
an organization or any other information. We discuss that such an agent
and its activity is different from common malware, describe its charac-
teristics and design and show that such a scenario is a real possibility.
We also discuss the related issues and the alarming effects posed by such
an agent. It is possible that the agent we are discussing may already be
in existence but are unreported.

1 Introduction

Protecting a private network connected to the internet is a challenge and night-
mare for network security analysts, particularly when the attackers frequently
come up with more and more sophisticated and previously unseen attacks. Most
common are the Distributed Denial of Service (DDoS) attacks and the attacks by
the malicious code [3] including worms and spywares. However, these are mainly
directed towards the loss of availability [19]. Starting with the Morris worm of
1988 the list goes on unending with Code Red, Nimda, and SQL Slammer as
some of the devastating ones. Further, securing the ever increasing digital data
on a network and ultimately on the web is a major concern [11].
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In this paper we show that obtaining private and sensitive information from a
protected network without authorized access represents an emerging trend and
is relatively hard to discover when the attack is carried out by experts with the
motive to hide the entire attack and hence protect their identity from being
discovered. We discuss one such unseen scenario where specialized agents are
used to accomplish this task.

This paper is organized as follows. We discuss the background for such an
agent in Sect. 2. Section 3 describes the characteristics and flow of the system.
In Sect. 4 we discuss the design related issues. Section 5 describes the effects
of such an activity. In Sect. 6 we discuss some of the possible future directions
in intrusion and intrusion detection. We discuss the legal issues related to such
an activity in Sect. 7. In Sect. 8 we propose a possible response and finally we
summarize and conclude in Sect. 9.

2 Background

Internet today is stormed by newer and even more sophisticated attacks than
ever seen before. These attacks may include DDoS, malicious code (including
worms, virus and spyware along with others), scanning, root compromise, ses-
sion highjack and many more [24]. The purpose of a Denial of Service (DoS)
attack is to simply flood any service provider with non legitimate requests so
that it is unable to provide its services to normal users, thus leading to loss of
availability. Similarly internet worms target a specific vulnerability, setting up a
vast network, ultimately leading to a DoS attack. No Intrusion Detection System
(IDS) vendor can guarantee complete security; confidentiality (sometimes used
interchangeably with privacy), integrity and availability of data and resources,
the three security concepts [24]. Violation of any of these is a major security
incident.

IDS today are based on two concepts; first is the matching of the previously
seen and hence known anomalous patterns from an internal database of signa-
tures and the second is building profiles based on normal data and detecting
deviations from the expected behaviour. The first one is termed as Misuse De-
tection or Signature Based IDS and the second is called as Anomaly Detection
or Behaviour based IDS. Both have certain merits and demerits. The Signature
based IDS’s though have very high detection accuracy but they fail when an
attack is previously unseen. On the other hand Behaviour based IDS may have
the ability to detect new unseen attacks but have the problem of low detection
accuracy [14].

The deployment of an Intrusion Detection System is also critical. Based on
their deployment, the IDS are classified as; Network based, Host based and
Application based. Each of these also have limited capabilities depending on the
level of deployment since attacks directed towards a particular host or application
may be hidden to a Network based IDS while others directed towards a network
may be invisible to a Host based or Application based IDS. The Network based
IDS though are easy to deploy and manage, but are limited to monitor network
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packets as they fail to identify the semantics. On the other hand Host based and
Application based IDS are effective for special hosts and applications but are
difficult to deploy and manage and can be exploited as part of the attack [14].

Recent trend shows that there is an increasing concern over confidentiality
and integrity along with persistent concerns over availability [3] [30] [11]. The
claim is confirmed by past worms such as witty and sircam. The witty worm of
2004 was the first widely propagated worm that led to the loss of information
as it carried a destructive payload [29], attacking at the integrity aspect. With
earlier attempts by worms such as W32/sircam which transmitted random files
from the machine [21] [1] and with the vulnerability discovered in Oracle [9], we
expect more incidents in the future which would be more damaging, difficult to
identify and solely targeted towards loss of confidentiality.

Here we are not talking of a simple spyware [22] [13] [6] or a worm [2] [31] [33].
A spyware is a program that monitors users’ activity such as typing of passwords,
pin numbers; credit card numbers etc. and send them outside by a back channel.
Such a spyware generally hides itself in some freely available software [22] [6].
More importantly any spyware is confined to a single machine as by definition
spyware do not replicate and do not create a network. It depends on a user to
install them, generally unknowingly, on a machine. Hence though same spyware
may exist on different machines, they act individually and do not cooperate [6].
A spyware is the lowest level implementation of what we propose.

A worm is a malicious code that self propagates on a network by exploiting
various security flaws generally in a widely used and deployed service(s) or soft-
ware(s). It is primarily meant to spread very fast and disrupt the normal internet
activities mainly by consuming large bandwidth hence leading to DoS attacks
[33] [3]. Worms are not specifically targeted to a particular network and are not
intended to hide their identity. Recently worms such as sircam have been discov-
ered that attempt to delete files from machines and more importantly transmit
random files [21] [1] thus exploiting confidentiality. However, worms show their
presence very fast since they are primarily meant for launching DoS attacks.

Agents have been used for various purposes including online shopping assis-
tance, customization of news reports, filling of webpage forms, competitors’ price
check, information retrieval from the World Wide Web and many more [5]. They
have seldom been employed for unauthorized information access though security
and privacy concerns are central to agents [26].

In this paper we talk about smart agents [5] [27] that searches for specific
information, in a private network connected to the internet. The information
required is not simple such as getting the competitors’ price checks but is more
related to marketing and pricing strategy, actual financial status of an organi-
zation etc. The agent is able to hide itself from being discovered by resorting to
stealth scan [32], replicate itself in limited numbers depending upon the situa-
tion, transmit the identified information and destroy itself and its traces after
completing its task. The whole idea is that such an agent is invisible to the net-
work monitors and it performs its task without being discovered and exposing
its identity.
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A cursory look at these properties might lead us to believe that there is little
difference between a worm and the intruding agent. However, though they might
share some of the structural properties their behaviour is very much different.
Taking an analogy from the biological virus, there are mainly two modes of virus
spread. One in which the spread is very fast with a high infection/time ratio and
the other in which the spread is extremely slow with a low infection/time ra-
tio. Both the cases, however, eventually end up with massive infections. The
intruding agent on the other hand is not meant to spread large-scale infections,
rather it infects a very limited number of nodes in an attempt to remain undis-
covered. The virus in the first category shows their presence at an early stage
of their life while those in the second category may not show their presence at
all or until their objective is fulfilled. Very fast spreading worms falls in the
first category and the slow spreading worms as discussed in [32] fits into the
second. While the worms make a lot of rapid infections showing their presence
very soon, their spread can be controlled by isolation but the intruding agent as
shown here is slow spreading without affecting any of the normal routine tasks
and hence is very difficult to be detected. There is no question of containment
of an undiscovered intruding agent. Thus, such an agent differs from common
worms and spywares. We summarize and further differentiate their properties in
table 1.

Table 1. Comparison between Worm, Spyware and Intruding Agent

Worm Spyware Intruding Agent
Primary Purpose Consume available

bandwidth leading
to DoS attack

Monitor user
activity to obtain
useful credentials
such as passwords,
credit card details

Search for and
transmit specific

information

Target Specific No No Yes
Entry Point n parallel Zombies;

Exploit vulnerable
software/service
already installed

n parallel Zombies;
Enter by hiding in a

freely available
software (generally

in disguise)

Only a single
Zombie or any

launching vehicle
that can hide the

identity
Self Replication Yes No Yes
Replication Volume Extremely High N.A. Controlled
Cooperation Among
Replicated Copies

Possible N.A. Yes

Information Search No Select a random file
rather than
performing a
specific search

Yes

Need to Hide No Yes Yes
Degrades System
Performance

Yes Yes No

Self Destruction No No Yes



Attacking Confidentiality: An Agent Based Approach 289

3 Characteristics and Flow

We have identified the characteristics of such an intruding agent and in this
section we discuss all of these in detail.

To achieve the target of information gathering the agent needs to search
and control a machine known as ”zombie” to start with. It does not require a
collection of such zombies but only one compromised machine is sufficient, to
hide the original identity of the attacker.

Once a zombie is available, it starts its actual task. The agent makes repeated
attempts, if required, to enter the target network. In order to enter the target
network Social Engineering, which is manipulating the legitimate users to obtain
confidential information [4] [22], can be one of the many other possibilities.
The point worth considering here is that the successive attempts to enter the
target network are spread over a large time interval so as to avoid detection
by an Intrusion Detection System deployed on the target network. If there is
little success, and certain predefined time elapses, the agent suspends its current
task to resume it after it controls a new zombie. This is required since the
firewall might have introduced a rule to stop any traffic from that particular
source. Hence until successful the agent repeats the process to ultimately fool
the firewall and any Network based Intrusion Detection System running on the
target network. Since the agent is interested to search for specific information
it does not send any probe outside the local network and remains confined to
the network until its final stages. As a result it can now move forward with its
task without any concerns from the Network based IDS. However, it still has to
hide itself from the Host based and Application based IDS and internal network
monitors.

Once the agent enters the network, it gathers and updates its prior knowledge
about the network to adjust its actions and finish its task as early as possible.
This, however, is required only in case of an external attack.

Depending upon the nature and amount of task and the collected information
of the network, the agent decides the amount of replication. The point worth
taking care of is, whatever the situation is, the agent replicates only in a limited
number as replication will result in communication between the agents which
can be noticed by the network monitors. Time constraint is one of the deciding
factors in this decision but there is a compromise between the two; requirement
to prevent the detection of the agent and the time within which the agent needs
to accomplish the task. Further, the time constraint is governed by the purpose
of intrusion. Some of the intrusive activities require quick response while others
may have a waiting time for as long as many years. This gives rise to a special
feature of an agent to stop its activity when a node becomes active, which helps
in deterring detection, and re-launch after certain time of inactivity of the node.

The network of agents thus established is used to search for the specific infor-
mation in the network. The agent always hides its communication by spreading
it in large intervals of time to prevent detection. Since the required information
may not be freely available the agent might resort to root compromise, session
hijack and other hacking methods described in [24].
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Once the agent is successful in securing the desired information, it must send
the information outside the network, back to the controlled zombie that helped
the agent to enter the network rather than sending it directly to the attacker.
This ensures that the attackers’ identity is still hidden. Finally the agent needs
to be informed that the information is received and is one that was expected
so that it can perform clean up tasks. However, if the information was not the
one that was required the agent continues to search for the information until
successful. This, however, does not go on indefinitely as after a particular stage
the required information may be of little use. So after a particular time the agent
abandons its task and performs the clean up operation as described next.

In order to prevent any trace back the agent must ensure that all the traces,
in the form of system and database logs must be removed successfully [12] [18].
This is required not only to hide the attacker’s identity but to hide what infor-
mation is compromised. The attacker’s identity can not be traced as the task was
performed by controlling a zombie. Entirely removing the footprints might be a
challenge as it would be difficult to remove the entire logs without authorized
access. However, this too is achievable as mentioned in [12] [18]. Once all this is
done, the agent destroys its complete network.

The agent is intelligent to respond to unseen situations and is capable of
completely destroying itself once it suspects that its identity is being exposed.
Figure 1 represents a typical behaviour of the proposed intruding agent.

We have studied the feasibility of such a system and found that this is possible as
the attackers have access to more and more sophisticated tools that not only leads

Fig. 1. Flow Diagram
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to more severe types of attacks but also helps them to speed up their tasks [3]. We
devote Sect. 4 to discuss the related issues.

4 Design and Issues; Is This Really Possible?

We now discuss each of the desired characteristics as identified in Sect. 3 to see
whether such a system is feasible and to what extent the protection and detection
mechanisms, such as Firewalls and Intrusion Detection Systems respectively, can
be useful.

The agent starts by setting up a knowledge database, which is the most ex-
pected layout of the network the agent is supposed to enter. This may or may
not be an exact layout depending upon the availability of some prior knowledge
of the network. At this point there is a trade off; the more specific the prior
information is, the faster and easier it is for the agent to finish its task as it does
not require analyzing the network once it enters there; but on the other hand re-
peated intrusive attempts might be discovered. Hence starting with limited and
basic knowledge is a preferred option. As discussed in Sect. 3 Social Engineering
might come out to be useful in this case [4] [28].

Searching and controlling a zombie is not a big problem when an attacker has
the available tools at hand [3]. Moreover, increasing number of vulnerabilities are
identified and not all systems are suitably patched to remove the same, making
it easier to gain complete control of a system. Using a zombie for launching
the attack is essential to reduce the risk of trace back. It is from this zombie
that the agent attempts to enter the target network by disguising as the normal
traffic [3].

Once the agent gets control of a zombie it requires to enter the target network.
Entering a target is simple when the network is connected to the internet. Probes
and scans and a known vulnerability are simple methods of entering. This was,
however, required when the attack was initiated outside the private network
but the situation is much different and simple when the attack originates from
within the network. In case of an internal attack, the agent has the complete
knowledge of the layout of the network setup beforehand and is free from being
detected by Firewalls and Network based Intrusion Detection Systems. In order
to hide identity, the attacker may originate the attack from some general purpose
machines available in the network. The only thing that the agent has to be aware
of is the detection by a Host based Intrusion Detection Systems and internal
network monitors. This, however, applies to the externally originated attacks
as well.

Once the agent is in the network it decides whether to replicate or not de-
pending upon the time constraint. In most cases it would be better to do so;
hence the basic question is the number of replications. No matter what the case,
this number of replication is always limited. Once replicated there is a small net-
work of agents that is set up. The agents hide by minimizing the communication
and by hiding in the network devices from where they can slowly scan the entire
network for required information.
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The agents can obtain passwords and other information by monitoring key-
strokes and other monitoring approaches. This is the most effective method as it
provides direct authorized access to the information. Moreover, once the access is
provided the monitoring systems (primarily the Host based Intrusion Detection
Systems) can be turned down or manipulated so as to hide the detection.

When successful in securing information the agent transmits it back to the
zombie so that the information can be verified for its relevance. If the informa-
tion is not found to be relevant the agent again searches for the information
keeping track of the deadline and continues the search. Finally if it is successful
or it encounters a situation of time out, the agent tries to eliminate its foot-
prints. This is done by modifying the audit logs which may be maintained by
the host systems. This too is possible as stated in [12] [18]. For this, the agent
would require root access which might again be possible by session highjack or
exploiting a vulnerability leading to root compromise and hence modifying the
logs. The agents and their entire network finally ends with self destruction.

The success of such an agent lies in the ability to hide its identity from being
discovered. However, there is no state of the art Intrusion Detection System
that can lead to the detection of such an attack. Also the current Intrusion
Detection Systems are either Signature based or Anomaly based. The Signature
based systems suffer from the problem of not being able to detect new type
of attacks while the Anomaly based systems are either based on threshold or
timing window; hence are not able to detect very slow attacks. Moreover, if
a Network based Intrusion Detection System is deployed, it monitors only the
network packets as a result the agent is free from detection once it is inside
the network. On the other hand if a Host based Intrusion Detection System is
deployed it can be controlled by the agent to inhibit its detection as discussed
in Sect. 2.

At this stage we do not intend to provide an implementation of such an agent
based system. However, we would like to strengthen our point that such an agent
based attack is possible in future or it might already be in existence but none
of the in place security systems have reported such an activity. This calls for
an extra effort to identify the possible attack scenarios and provide a solution
to prevent possible attacks based on the identified scenarios, rather than only
protecting the systems from known attacks.

5 Effects of Such an Agent

The proposed scenario shows that such an agent based system can be extremely
powerful in compromising confidentiality. Its strength can be realized from the
fact that the agent has the ability to select and distinguish between the required
information. It also takes every possible step to protect itself from being discov-
ered. This shows that in order to completely protect the networks we not only
need to build strong external defenses that protects the malicious external traffic
from entering inside the network but we also need to provide sufficient internal
traffic and status monitoring, particularly relating to the access of data, so that
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any unauthorized access can be detected and hence confidentiality of data can
be ensured.

6 Future Directions in Intrusion and Intrusion Detection

We are still at the beginning of the intrusion era and we are yet to discover
highly personalized and more damaging attacks. This paper is an attempt to
show that such personalized attacks are possible and can be highly damag-
ing. The future of attacks is not in large scale disruption of services over the
internet, though they will coexist, but the future will witness tremendous in-
crease in the attacks which are highly localized and driven by profit and other
motives.

Increasing interest in the agent technology and parallel advances in the in-
trusion activities using advanced attack methodologies opens the door for more
sophisticated and previously unseen attack scenarios which can be more dam-
aging in terms of loss of confidential information rather than in only wide scale
disruption of services. We believe that to detect such highly specific attacks,
along with other conventional attacks, we need to model our Detection Systems
to focus on the attack target and work in conjunction with the network periphery
security devices such as the Firewalls.

7 Legal Issues

Law is central to any matter related to Intrusion. In this section we discuss the
related legal aspects which are of prime concern. The legal issues concerning, in
general, the internet security overlap with privacy and pose problems about how
to balance freedom of speech, government regulation and the role of private com-
panies [20]. Unauthorized access is considered as the most important offence in
the field of computer crime, because, access is the fundamental predicate of the
misuse, leading further to a series of cyber crimes [17]. Legal analysis of Internet
security exhibits three tiers which are generally put together but must be well
understood independently to deal with cyber crime and security [10]. The three
tiers consists of the Internet as a network at the topmost layer, which is also the
weakest point. The second layer consists of the Transactional Security, also known
as the commerce and personal identity. Finally the third layer consists of the Per-
sonal Privacy. Alarmed by the increasing number of Denial of Service attacks, a
special computer security summit was convened at the White House which re-
sulted in expanding the American Federal Government role to monitor Internet
activity [7]. However, such and similar efforts [8] have rather failed to some extent
as the users prefer not to let the government know every little thing they do.

The problem further complicates when it comes to the an organization con-
nected to the internet where most of the employers have access to the emails of
their employees’ [15]. This indicates that the privacy of the employee is weighed
against the business needs of an employer. Even the courts have been more pro-
tective of the business needs of the employer than the privacy of the employee
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[23]. In an attempt to provide security by constant monitoring, personal pri-
vacy is sacrificed [16]. The fact, that the local government in the United States
of America has a legal right to read the email and watch web surfing of its
employees including the judges and the courts, further confirms this [25].

However, when we talk of inter organization security breeches, as we have
represented, the situation is much different. Any form of unauthorized access is
considered as a criminal offence and is punishable, but the intention and the role
of the organizations involved are worth considering. When such a task is business
driven and performed for personal profit motive, it is likely to be prosecuted.
However, when the task is performed by the intruding agent it is difficult to
identify and hence prosecute the attacker as the agent leaves no traces and
in emergency situations it destroys itself to evade identification. On the other
hand when the task is performed by an government agency or any non-profit
organization, in an attempt to expose off some scandal the situation is not the
same. The agency takes ownership of the task performed to prove its claim. In
this case, however, the issue is whether it is justified to access private confidential
information without authorized access.

Nonetheless if such a tool is possible, and as we have shown it is, it cannot be
guaranteed that it is used for communal interest, neglecting personal gains. It can
be available to the attackerwho is driven by self profit motive. Hence there is a need
to be able to detect such an agent so as to avoid any loss of private information.

8 Action Against the Intrusive Agent

To deter any kind of intrusion the basic requirement is of an online system that
can effectively block any intrusion attempt in real time. However, it should also
provide strong and reliable evidence of the correct source of intrusion so that
legal action can be taken against the intruder. We introduced a new type of
intrusion possible with current technology which is very likely to appear soon or
might already be in existence (but not yet reported). The current detection sys-
tems, however, are inadequate to detect such an activity of the intruding agent.
Hence in order to deter such intrusive activities we require to build strong de-
fence systems as well as an equally strong legal system that would discourage
such attacks. For the legal system to be effective it requires the source to be cor-
rectly identified and then collecting strong evidence against the identified source.
However, more work is required to correctly identify the source of intrusion as
the proposed agent takes every step to hide its identity. One possible method
to detect an agent activity is to take a periodic snapshot of activities of the
processes in a secure media such as write once only media which can be used for
further analysis and for building evidence of intrusion.

9 Conclusions and Future Work

In this paper we proposed and evaluated a new agent based system that is able
to collect specific information from a private network without authorized access.
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We also discussed the legal implications in various situations that arises due to
such an activity. Examining the log files manually after the incident is reported,
fails to protect confidentiality. We also argued that the future of intrusion lies in
highly personalized attacks which would be very difficult to identify and hence
to react to. This paper also highlights the point that the security systems in
use today are not adequate to cater to all aspects of security viz. confidentiality,
integrity and availability. As part of our future work we plan to expand on the
shortcomings of present IDS techniques and develop a system which is robust
and free (virtually) from all kinds of attacks and is not confined to detecting
some special type of attacks. We also plan to work on the Application based IDS
particularly in database applications.
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Abstract. Grid computing is a kind of important paradigm for networked 
applications and information technology. Many critical infrastructure applica- 
tions of our daily life are built on gird systems. Then, survivability becomes a 
necessary property of grid computing. In dynamic and complex network enviro- 
nment, grid systems face different kinds of attacks, failures and accidents that 
appear frequently. And At the same time new challenges for survivability arise 
with characteristics of grid system. To resolve them, we focus on continuous 
providing of critical mission, which determines survivability of the whole grid 
system. We utilize PVA, methods of conservation biology, for viability analysis 
of critical mission and some parameters, which are helpful for predicating 
viability. Hence, we can achieve survivability of grid system using results of 
viability. 

1   Introduction 

Grid is “Coordinated resource sharing and problem solving in dynamic, multi- 
institutional virtual organizations (VO)[1]”. Grid computing has emerged as an impor- 
tant new paradigm distinguished from conventional distributed computing by its focus 
on large-scale resource sharing, innovative applications, and in some cases, high- 
performance orientation [1]. Applications of grid computing have reached many 
aspects of life and most of these systems are used in critical infrastructures of society, 
such as telecom communication services, health care services. Survivability of grid 
systems becomes very important. 

Survivability is “a necessary facet of system dependability” [3] and is relatively a 
new research area. Generally, survivability is defined as “the ability of a system to 
fulfill its mission, in a timely manner, in the presence of attacks, failures or accidents 
[2]”. Survivability is different from reliability, security or other properties of a system. 
It focuses on continuity of service (degraded, less dependable or different) which can 
satisfy user’s requirement when various events cause damages to the system. Instead of 
assuring every part of a system, survivability only aims at critical mission of it. Critical 
mission plays an important role in survivability of the whole system. Grid computing 
paradigm naturally requires survivability as strong support for its dependability. A lot 
of work for survivability has been done on attack types that system faces and 
enforcement of components of system. However, some new challenges arise with 
characteristics of grid computing. For example, a grid system is composed of resources/ 
applications, or entities located worldwide. Improvement of every entity participating 
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in critical mission is not appropriate. And that different types of attacks may occur to 
different entities makes it hard for system to have consistent treatment with attacks. In 
addition, applications/resources in/out of gird system (virtual organization) dynami- 
cally and freely also have impact on ability of system, while this case is not caused by 
attacks or failures. Since grid system is composed of entities coming from different 
organizations and different plat-forms, system has no central control mechanism and 
only has limit knowledge about its component and itself. All these new situations have 
to be taken into consideration to assure that ability of critical mission provided by 
applications/resources conforms to bottom line of users’ requirement. 

In this paper, we present our method for survivability of critical mission of grid 
system. Different from other research works, which focus on replication of components 
or alternate services according to faults or attacks, we work on viability of critical 
mission in grid environment. Viability refers to capability of living and surviving from 
outside attacks. Instead of solving survivability by analyzing attack or failure types and 
improve ability of individual entity, viability of critical mission cares about predictions 
of whether critical mission can live and survive or not. Our work is based on a kind of 
ecological conservation analysis method——PVA (population viability analysis) [4,5]. 
Ideally, conservation organizations would seek to preserve every rare, endangered 
species. But it is not feasible in practice for financial consideration. PVA is just the 
method focusing on preserving critical species to meet conservation requirement. 
Broadly defined, PVA refers to the use of quantitative methods to predict the likely 
future status of a population or collection of populations of conservation concern [18]. 

For a grid system, users determine critical mission of system and also give their 
requirement when system meets failures, attacks or accidents. Many factors can lead to 
degradation of critical mission and we do not need to consider them one by one. In turn, 
inspired by ecological conservation, we focus on viability of critical mission. Critical 
mission is just like critical species. Services dynamically in and out of the system can 
be seen as reproduction and survival of species, and timing constraints of service 
providing is like in a period of time, population size should be kept in a predicted level. 
Then, we can utilize model of PVA to analyze viability of critical mission and also 
some important measures for critical mission using methods of PVA. 

The remainder of the paper is organized as follows. Section 2 is related work about 
survivability. Section 3 introduces our main point. Section 4 provides simulation 
experiment. And section 5 concludes the paper. 

2   Related Work 

Survivability is important to modern IT system. It is a relatively new research area. And 
it is a necessary branch of dependability. We have mentioned a kind of definition of 
survivability. In fact, there have been different definitions about survivability [6, 7]. 
These definitions are centered on continuity of system’s function. In fact, the content of 
the definition of survivability depends on domain. The survivability requirements of 
systems vary substantially, depending on the scope of the system, and the criticality and 
consequences of failure and interruption of service [2]. The definition and analysis of 
survivability requirements is a first step in achieving system survivability. Authors in 
[2] presented key properties of survivable system and categorize requirements 
definitions of survivability into several types. 
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Survivability is not only a plug-in property of system. It should be taken into account 
at the system design phase [3]. And some works have been done on analysis and design 
of survivability architectures and prototypes have been proposed. In [7, 11, 12], issues 
met in developing survivability architecture have been discussed and approaches for 
those problems are put forward. Researches in [2, 13, 14] offer another design method 
for survivability SSA (Survivable System Analysis), which is based on intrusion usage 
Scenario. For this method, survivability is integrated into software development life 
cycle. In [8], a survivability architecture called SAMBER is presented. SABER blocks, 
evades and reacts to a variety of attacks by using several security and survivability 
mechanisms in an automated and coordinated fashion. Intrusion Tolerant Distributed 
Object System (ITDOS) [9] is also survivability architecture. It discusses some of the 
challenging technical issues related to intrusion tolerance in heterogeneous middleware 
systems. A middleware-based mobile C4I (Command, Control, Communications, 
Computers, &Intelligence) architecture is discussed in [10]. Design of prototype ITDB 
[15] is based on intrusion tolerance. This method doesn’t need to develop a new 
survivable system. 

Survivability is closely related to security. In [16], reasoning frameworks are 
presented to be able to predictably determine how architecture responds to security 
threats and be able to improve that response. As to survivability of grids, authors in [17] 
describe the Grid Dependability and Survivability Architecture (GDSA). In GDSA a 
series of instruments continuously monitor application and system behavior. The raw 
monitoring data are processed, collected and distributed to appropriate dependability 
services, analyzed, and then appropriate corrective actions are taken. 

These researches mainly focus on issues of architecture level. As to specific 
mechanisms for enforcement of critical mission, most works on survivability tackle it 
from the point that survivability of systems should be achieved by dealing with 
different kinds of attacks, failures and accidents. However, in gird computing environ- 
ment, without central control and only part knowledge of component applications/ 
resources, it is inappropriate to take same measures for every component. And on the 
other side, component applications/resources from different organizations or different 
plat-forms have their own ability and behavior. It is also hard to get accurate data about 
components and have survival analysis on them to achieve survivability of critical 
mission.. To avoid cases above, we try to resolve survivability from a top point of view. 
Since survivability of critical missions determines survivability of system, in this paper, 
we work on survivability with the main idea that viability of critical mission is much 
important. And no matter what happens, if we can guarantee viability of critical 
mission, we can achieve our goal, system survivability. Thus, we can use model of 
PVA in ecological system to analyze viability of critical mission and infer measures 
from the model, which are useful for viability.  

3   Survivability of Critical Mission of Grid Computing 

Survivability of grid system depends on its architecture and requirement of specific 
application. In this section, we introduce OGSA, architecture of grid computing and 
model of viability of critical mission based on OGSA.  
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3.1   Architecture of Grid Computing 

Open Grid Service Architecture (OGSA) is a kind of important architecture for grid. Its 
goal is to provide a service-oriented infrastructure that leverages standardized protocols 
and services to enable pervasive access to, and coordinated sharing of geographically 
distributed hardware, software, and information resources. The fundamental concept 
underlying OGSA is the virtualization of applications, resource or any kind of entities, 
as services and the seamless interactions and integration of these services. OGSA 
specification [19] defines standard interfaces and mechanisms for describing, invoking 
and managing grid services. A service is defined as a network enabled entity that 
provides some capability and communicates through the exchange of messages. In 
OGSA, entities on the grid are represented as services and new higher-level services 
and applications can be constructed from the available services.  

OGSA has two backup technologies: grid technology (GLOBUS software packages) 
and Web service [20]. Web services are encapsulated, self-descriptive, modular, 
internet applications that may be accessible by the users via the network. Web Service 
is a promising way to solve interoperability and integration of distributed applications 
on the network. Web Service architecture consists of service providers, service 
consumers and service registry. Service providers register their services on service 
registry, service consumers query services from service registry, and then service 
consumers can invoke services offered by service providers.  OGSA is Web Service. In 
OGSA, services entering VO should be registered. Scheduling mechanism of OGSA 
picks up suitable services from registry to perform tasks. And grid system is composed 
of just services.  

3.2   Survivability of Grid Computing 

Survivability of a grid system depends on application type and specific requirements of 
users. To achieve survivability of the system, the first step is to define critical mission, 
which is determined by users. The ability of critical mission may be guaranteed by 
degraded services or migration to new services. Here, we consider only the case of 
offering degraded services and assume that there is no migration. Then, viability of the 
system just rests on critical mission. 

For example, in application of a data grid (Fig. 1), thousands of physicists, which are 
service providers, at hundreds of labs and universities worldwide, come together to 
resolve some big scientific problems. They pool computing, storage and networking 
resources, all of which are called services, to process a lot of data of scientific 
problems. From users’ point, computing ability is critical to accomplishment of the 
system. Then computing ability is critical mission and guaranteeing computing ability 
is one of main goals of survivability of this gird system. Data are decomposed to 
suitable sub-parts and distributed to different services selected from service registry to 
compute. Efficiency of data processing depends on capability of services in the system. 
Cyber-attacks, failures or accidents may happen to services and services may leave VO 
freely. In that case, sub-tasks can be reallocated to new services joining VO and 
becoming parts of critical mission. 
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Fig. 1. In a data grid, services from different organizations are registered and picked up to 
perform sub-tasks of critical mission. Component service may become unavailable and new 
services may join and perform subtasks. Number of services for critical mission is 4. 

Methods of PVA analyze viability of critical species. Viability is directly reflected 
by population size of species. Population size does not increase of decrease smoothly 
over time. Variation in the environment, which causes the rates of reproduction and 
survival to vary over time, contributes to fluctuations in population size. And the 
potential sources of environment-driven variations are too numerous to be analyzed 
individually. Thus, it is impossible to predict exact population size. The methods of 
PVA are, given threshold of population size, to build model for predicating the 
probability of population reaching threshold, therefore to infer mean time to extinction, 
mean growth of population and other measures of viability. 

Critical mission of data grid system in Fig. 1 has huge impact on survivability of the 
whole system. Compared to PVA, we can see that analyzing viability of computing 
mission can help to accomplish survivability of system. Since there are hundreds or 
thousands of services provide their computing ability to the system, individual service 
is not our object for analysis. The computing power offered by all of them plays an 
important role. Naturally, quantity of services can reflect change of computing ability. 
Assume that services are all registered. Then, in example of Fig. 1, services are divided 
into three types: registered services in VO running sub-tasks of critical mission; 
services in VO but not selected for critical mission; services not in VO. Not all of 
services with computing capability in the registry are counted and only services 
selected to really run sub-tasks of the critical mission are taken into consideration. That 
is because states of services in the registry not working have no effect on ability of 
computing mission. But, services already in the registry, not used previously, once are 
picked up by scheduling mechanism to do sub-tasks, will also be added to services 
count. And reasons like services leaving the VO or cyber attack, failures and accidents 
also contribute to fluctuation of services size. Thus, in example of Fig. 1, there are 
already 4 services entering VO and executing sub-tasks. That is, number of services 
size is 4. While, as reasons we have mentioned above, number of services is not 
constant. It changes with time. 
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3.3   Viability of Critical Mission 

We have mentioned that quantity can represent ability of a critical mission. However, 
the number of services fulfilling the mission is not constant. Cyber-attacks may bring 
damages to services and make them unavailable. Services may be broken down and 
unable to work. Services may enter the virtual organizations and begin to perform 
sub-job or leave the VO freely. Or leases of some services are overdue and services 
providers do not continue their services any more. There are many other reasons and we 
do not list here. Because of these reasons, the number of services does not increase or 
decrease smoothly over time, but instead show considerable variation around long-term 
trends.  

In this part, we apply basic PVA to grid computing. We mainly refer to model and 
methods of PVA mentioned in [18, 21]. Assuming that )(tN  denotes the number of 
individuals performing sub-tasks of critical mission at time t, 0N  is the initial size of 

services for critical mission in the system and contributing to computing mission and λ  
is the growth rate of the number of services. Then, the conceptual model of services 
growth is: 

)()1( tNtN λ=+  (1) 

When there is no other variation, just services leaving or entering VO, the services 

growth rate λ  is constant. And given that threshold is eN , only three qualitative types 

of λ are possible: λ is more than one, the number of services grows geometrically; λ is 
less than one, the number of services declines geometrically below threshold; and 
if λ exactly equals one, the number of services neither increases or decreases, but 
maintain at its initial size in subsequent time. But, as we have listed that, variation in the 
environment, that is network, may drive changes in services growth unpredictably and 
we must face the fact that we cannot predicate exactly what the future services size will 
be. We can only make statements on probability of services size in subsequent time. To 
make this point more clearly, we use computer programs to simulate random variation 
of λ . Results are presented in Fig. 2. From it, we can learn that when service growth 
rate is in a “stochastic” environment, the further into the future predictions about 
number of services are made, the less precise they become and change of sequence 
of λ do not follow very well the predicted trend based on some average value. Some 
points are far below the average values, while many others may be above it. That’s 
because in general cases, services size can always grows, while catastrophe reduces it 
hugely. Anyway, if we want to make predications about likely abundance of services, 
we have to lay our attention on probability distribution of numbers of services.  

Just like in PVA [18], we can make the statement that the natural log of services size 
will be normally distributed. That is to say, quantity )(log)( tNtX = , will have, as t 
becomes large, an approximate normal distribution with mean tx ⋅+ µ0 and 

variance t2σ , where 0log0 Nx = , or )
2

,0(~)( ttxNtX σµ ⋅+ , where ~  is distributed 

as, and dot indicates that the distribution is approximate. Here, µ is a real-value 

constant and 2σ is a positive, real-value constant. And µ determines how quickly the 

mean of the number of services increases or decreases and 2σ determines how quickly 
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Fig. 2. Simulation of Random Change of Services Growth Rate. Service growth rate doesn’t 
change smoothly. Many points are high above or low below average value. The further into 
future predications about change rate is made, the less precise they are. 

the variance increases. If µ is less than zero, services size down to threshold is certain, 
but even if µ  is positive, there will be some chance that size still falls below threshold 

in case that 2σ increase rapidly. Thus, we must know the estimated values of µ and 2σ . 

Estimates of µ and 2σ can be obtained with just a single series of observations on 
services size at times qttt ,...,2,1,0 . Accordingly, the services sizes observed 

are qNqNNNNN === )(,...,)1(,)0( 10 . Parameters µ and 2σ can be estimated using 

maximum likelihood (ML) estimates or linear regression approach (more details 
referred to [21]). We prefer to the ML which is simple to perform. The results of ML 

yield estimation, µ̂ and 2σ̂ , for parameters µ and 2σ respectively. Furthermore, various 

quantities related to viability analysis are functions of µ and 2σ , such as the probability 
of the critical mission reaching threshold, the mean time to reach threshold and other 
parameters able to reflecting viability of critical missions. And these measures can be 
straightforward estimated. Here, we choose the most important ones. 

Given threshold eN , eNex log= and eNNexxdx /0log0 =−= , 

 the probability of services reaching threshold 
 We have known that if µ  is less than zero, then reaching threshold is certain. 

Otherwise, the probability of reaching threshold depends on µ  and 2σ . 
 Since quantity )(tX is normally distributed, according to [21], then the probability 

density function of )(tX is: 
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]22/2)0(exp[2/1)22()0|,( ttxxtxtxxp σµπσ ⋅−−−−=  

∞<<−∞ x  

(2) 

As explained in many researches about PVA like [22, 23], the probability of services 
reaching threshold is: 

≤
>⋅−

= 0,1

0),2/2exp(
)2,,( µ

µσµ
σµπ

dx
dx  (3) 

From estimation µ̂ and 2σ̂ , estimate for probability of reaching threshold is: 
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 mean time to threshold 
The lower and upper 95% confidence for mean time to threshold is: 
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We must be careful to use mean time to threshold. It is always overestimated 
because though catastrophe rarely happen, once appears, it can make services size 
reduce rapidly below threshold. Thus, mean time to threshold should only be used as a 
measure when µ̂  is negative. 

 Cumulative Distribution Function (CDF) of the conditional time to threshold and 
median time to threshold 

Since meant time to threshold is always overestimated, we use probability of the 
conditional time to threshold. If threshold is attained, the amount of time T, elapsed 
before the threshold is first reached is a positive, real-valued random variable with a 
continuous probability distribution. The CDF of the distribution is: 
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And estimate of CDF is, 
)()2exp()( zMORMDISTayNORMDIST −+  

where  
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Median time to threshold is the time when CDF reaches 50%. And median time is 
always more accurate than mean time to threshold. 



 Viability of Critical Mission of Grid Computing 305 

4   Simulation Experiment Analysis 

One of the backup technologies for OGSA is GLOBUS packages. We setup GLOBUS 
as experimental platform. And through some simulation programs, we imitate case of 
services in/out of system and get data about counts of services which participate in a 
computing application. In experiment, we assume that the application is critical mission 
and )(tS is count of services for critical mission, 0)0( SS =  is initial size. )(tS is defined 

as follow: 

tt latStS −+=+ )()1(  (7) 

Where 
 

ta : number of services joining application between time unit t and 1+t . 

tl : number of services which don’t provide services for application anymore 

between time unit t and 1+t . 
 

We choose an hour as time unit to take counts of services for the simulation. 
Collected data are presented in Table 1. The initial number of services size is 50, 
assuming that threshold is 20, we can get parameters of model and calculate measures 
for viability of critical mission by equations (2)-(5). Using data of table 1, estimates of 

parameters and µ and 2σ are: 0.003223 and 0.033491 respectively. The probability of 
services reaching threshold is 0.783547. And the meant time to threshold is 374 hours 
with lower bound 0 and higher bound 943 of 95% confidence. 

The meant time to threshold is always overestimated. Then, we compute the 
probability to reach threshold using Cumulative Distribution Function using (6). Figure 3 
gives the final results. From it, we know that after 150 hours, the probability that 
threshold is reached is 50%, or the median time to threshold is 150.  
    Experiments show that viability of this computing is optimistic. And if users want 
that services size is still above threshold after median time to threshold, it can be 
achieved by increasing initial services size. We have to mentioned that here we haven’t 
consider the case that catastrophe may happen and cause number of services fall 
rapidly. Hence, it is likely that result of viability of application may be over-optimistic. 

0. 
 

Table 1. Data of Count of Services In Simulation Experiment. Time unis is hour. Services count 
is taken per hour. We take 20 hour counts of services as our estimation data.  

time(/h) count time(/h) count Time(/h) count time(/h) Count 

1 53 6 65 11 62 16 30 

2 54 7 67 12 48 17 38 

3 55 8 71 13 51 18 46 

4 64 9 68 14 52 19 60 

5 63 10 58 15 55 20 58 
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Fig. 3. Cumulative Distributed Function of the Conditional to Threshold. The curve represents 
with time changing, probability of reaching threshold is become large. In nearly 150 hour, the 
probability that threshold is 0.5. 

5   Conclusion 

In this paper, we study issue on critical mission of survivability of grid computing. 
Aiming at features of gird computing and inspired by one of the most important 
ecological conservation techniques——PVA, we focus on viability of critical mission 
of grid computing and analyze them to achieve survivability of system. We utilize 
model and methods of PVA and apply results of PVA to component services size of 
critical mission. The services size includes services which really participate in grid 
system and perform sub-jobs decomposed from critical mission. Some other measures 
that can reflect viability of critical mission are also presented. 

There are some directions deserving studied and many works needed to be done in 
the future. In this paper, we only use basic model of PVA and there are some more 
complex model. And though viability of critical mission has been analyzed, we want to 
know that in what kind of cases we can assure that ability of critical mission is beyond 
threshold and be kept in a predicted time. And in our analysis, we ignore catastrophe 
that may happen and cause huge effect on viability. Viability is changed by many 
factors in the environment. Though it is difficult to analyze them one by one, factors 
may be categorized and compared. Then determinant ones can be found to take 
measure to improve viability of critical mission and hence, survivability of whole 
system. We will try to find resolutions for these problems. 
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Abstract. The Department of Homeland Security monitors vehicles entering 
and leaving the country at land ports of entry. Some vehicles are targeted to 
search for drugs and other contraband. Customs and Border Protection agents 
believe that vehicles involved in illegal activity operate in groups. If the crimi-
nal links of one vehicle are known then their border crossing patterns can be 
used to identify other partner vehicles. We perform this association analysis by 
using mutual information (MI) to identify pairs of vehicles that are potentially 
involved in criminal activity. Domain experts also suggest that criminal vehi-
cles may cross at certain times of the day to evade inspection. We propose to 
modify the mutual information formulation to include this heuristic by using 
cross-jurisdictional criminal data from border-area jurisdictions. We find that 
the modified MI with time heuristics performs better than classical MI in identi-
fying potentially criminal vehicles. 

1   Introduction 

In recent years border safety has been identified as a critical part of homeland secu-
rity. The national strategy for homeland security [1] calls for the creation of “smart 
borders” that provide “greater security through better intelligence and coordinated 
national efforts.” In addition, the report also emphasizes that information sharing 
systems are the foundations to improve the nation’s infrastructure.  

The Department of Homeland Security (DHS) monitors vehicles entering and leav-
ing the country, recording their license plates with a date and time of entry using license 
plate readers. Customs and Border Protection (CBP) agents search vehicles for drugs 
and other contraband. These thorough checks are done for vehicles on watch lists (target 
vehicles) and on random vehicles as well. This process is time consuming and if the 
waiting times become too long, the flow of people, vehicles, and commerce is impaired.  

CBP agents believe that vehicles involved in illegal activity (especially smuggling) 
operate in groups. If the criminal links of one vehicle in a group are known, then the 
group’s crossing patterns and frequency can be used to identify other partner vehicles. 
In a previous study [10] we found that the criminal associations of vehicles crossing 
the border may be recorded in local law enforcement databases in border-area jurisdic-
tions. However, Customs and Border Protection does not always have access to crimi-
nal records of vehicles and sometimes lacks the methods to perform this analysis.  
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We perform this association analysis by using mutual information (MI) to identify 
pairs of vehicles crossing together and potentially involved in criminal activity. Our 
previous study [7] had found that the use of MI may be a promising solution to this 
problem. In this paper we do an evaluation of MI in this problem domain and also 
attempt to modify the measure to incorporate domain heuristics. Domain experts 
(CBP agents, police detectives and analysts) suggest that groups of criminal vehicles 
may cross at certain times during the day to try and evade inspection. It is difficult to 
identify these heuristics with border crossing information alone since it does not con-
tain clear indications of criminal history or possible intent. We use law enforcement 
information from border-area jurisdictions to identify times that criminal vehicles 
prefer and incorporate this knowledge in the MI formulation. 

This study attempts to answer the following questions: 

• Can law enforcement information from border-area jurisdictions be used to identify 
target vehicles at the border? 

• How can we include domain heuristics to enhance the performance of mutual in-
formation? 

In the next section we discuss background information and previous studies using 
mutual information. Section 3 presents the research testbed and explains the research 
design. Experimental results are shown and discussed in Section 4. Section 5 con-
cludes and presents future directions. 

2   Literature Review 

In this section we review previous studies that have used association mining and mu-
tual information in various domains. We also briefly discuss the challenges of using 
information from multiple data sources. 

2.1   Information from Multiple Sources 

In order to explore the criminal links of border-crossing vehicles it is necessary to 
extract data from multiple sources. To triangulate information about a vehicle, all the 
instances of the vehicle across datasets have to be reconciled, which is a challenging 
task. Matching of entities and their relationships is a task that is hampered by prob-
lems that include [4]: name differences: similar  entities in different databases have 
different names, missing and conflicting data: incomplete data or different values in 
different sources, and object identification: lack of global identifiers. 

We use the BorderSafe information sharing and analysis framework [10] for ac-
cessing information from multiple datasets. These datasets include border crossing 
and local law enforcement records. Information on border crossing vehicles is located 
in local law enforcement datasets using their license plates and issue authorities 
(states). This enables us to extract the criminal histories for border crossing vehicles. 
More details about the datasets and their use are presented in Section 3. 
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2.2   Association Rule Mining 

Inferring associations between items in a database was motivated by decision support 
problems faced by retail organizations [14]. Retail stores needed information on 
which items their customers were likely to buy together. The problem spawned a 
method in data mining known as association rule mining. An association rule is a 
relationship of the form A B, where A is the antecedent item-set and B is the conse-
quent item-set. The antecedent and consequent item-sets can contain multiple items. 
A B holds in a transaction set T with confidence ‘c’ if c% of transactions in T that 
contain A, also contain B. A B holds with support ‘s’ if s% of transactions in T con-
tain both A and B. To find associations between two item-sets, the association mining 
procedures identify all relationships (rules) that have support and confidence greater 
than user-specified thresholds.  

Association rule mining has been applied in many domains including ‘market bas-
ket’ data [2], web log analysis (to identify online user behavior) [11], network intru-
sion detection [8], and gene regulatory network extraction (to identify cause-effect 
relationships between genes) [3].  

2.3   Mutual Information 

Mutual Information is an information theoretic measure that can be used to identify 
interesting co-occurrences of objects. The earliest definition of MI was given by Fano 
[6]. It was defined as the amount of information provided by the occurrence of an 
event (y) about the occurrence of another event (x). They formulated it as:  

,
2

( )
( ; ) log

( ) ( )

P x y
I x y

P x P y
=  

Intuitively, this concept measures if the co-occurrence of x and y (P(x,y)) is more 
likely than their independent occurrences (P(x).P(y)). This formula is referred to as 
the classical mutual information in the rest of the paper. Classical MI can be consid-
ered a subset of association rule mining with 1-item antecedent and 1-item consequent 
item-sets. 

The MI measure has been applied to problems in many domains. It works well for 
phrase extraction from text documents. This is because text documents can be consid-
ered as a set of events (words), and the probability of the occurrence of a word can be 
calculated over the entire document. Previous studies in this area have used MI to 
study association between words in English texts and identify commonly occurring 
phrases [5]. It has also been used for key phrase extraction in Chinese texts [12].  

Pantel et al. [13] used MI to match database columns containing similar informa-
tion. In the bioinformatics domain, MI has been used to extract protein motif patterns 
from sequences [15].  However, the above studies have not modified the classical MI 
measure to include domain heuristics. 

Work on extending or modifying the classical MI measure to add domain heuristics 
includes studies in natural language processing: Magerman and Marcus [9] modified 
the MI measure (bi-gram) to include n-grams and bioinformatics: Wren [16] extended 
the measure to calculate transitive MI scores for biological associations.  
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Border-crossing records can be considered as a stream of text (license plates) or-
dered by the time of crossing. So, MI can be used to identify frequent co-occurrence 
between a pair of vehicle crossings. If one vehicle in the pair has a criminal record, 
some inferences may be made about the second vehicle if they cross together fre-
quently. In a previous study [7] we found that the time of crossing may be an impor-
tant heuristic for improving the performance of MI in this domain. We propose to 
use conditional probability to include these domain heuristics in the MI formulation 
(Section 3.1.5).  

3   Research Testbed and Design     

The testbed for this study includes datasets obtained from the Tucson Police Depart-
ment (TPD) and Pima County Sheriff’s Department (PCSD). Data from these agencies 
is referred to as police data throughout this paper. In addition, we also use data from 
the Tucson Customs and Border Protection (CBP). These datasets were provided to us 
through the BorderSafe project funded by the Department of Homeland Security. The 
TPD and PCSD datasets include information on police incidents over 15 years (1990-
2005). These incidents include individuals and vehicles that are involved in illegal 
activity in southern Arizona. A summary of these datasets is shown in Table 1. 

Table 1. Key statistics of TPD and PCSD data 

 TPD PCSD 
Date Range 1990 – 2005 1990 – 2004 
Recorded Incidents 3.3 million 2.18 million 
Vehicles 800, 656 520, 539 

CBP data includes information on vehicles crossing the border between Arizona 
and Mexico at six ports of entry. This data includes the license plate, state, date, port, 
and time for crossings between 2003 and 2005. Details of this dataset are shown in 
Table 2.  

Table 2. Key statistics of CBP border crossing data 

Recorded crossings 10.7 million 
Number of vehicles 1.7 million 

3.1   Research Design 

Prior to presenting the research design we need to define the terms criminal vehicle 
and police contact. A criminal vehicle is a vehicle that has been suspected, arrested, 
or has a warrant (with its occupant) for crimes that include narcotics (sale, possession, 
etc.), violence (homicide, aggravated assault, armed robbery, etc.), larceny and theft 
(property, vehicles, etc.), and other serious crimes in the TPD/PCSD datasets. Police 
detectives and analysts consider these crimes and roles (suspect, arrestee) as strong 
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indications of involvement in criminal activity. A vehicle that has had a police contact 
is one that is recorded in the law enforcement databases; this may be for serious 
crimes (as listed above) or for other activities that may include forgery and counter-
feiting, suspicious activity, and others. Vehicles with police contacts are also referred 
to as potentially criminal vehicles in this paper. These definitions are used in the de-
scription of the design and the evaluation process.  

To identify interesting pairs of vehicles that cross the border together we use the 
time of crossing as a heuristic to enhance mutual information. The time of crossing 
heuristic suggests that vehicle pairs that cross during certain times of the day/night are 
more interesting than others. Domain experts (CBP agents, police detectives and ana-
lysts) and our previous study [7] suggest that criminal vehicles regularly cross at odd 
times during the night. The mutual information measure modified to include the time 
heuristic is referred to as ‘MIT’ (Equation 2, shown in Section 3.1.5) and classical 
mutual information (without heuristics) is referred to as ‘MIC’ (Equation 1, shown in 
Section 3.1.4). 

Fig. 1 shows the research design and the process of utilizing information from mul-
tiple sources, heuristic calculation, and identification of potential target vehicles at the 
border. Different parts of the figure are explained in the following sub-sections. 

 

Fig. 1. Research design and process 

3.1.1   Heuristic Calculation 
The TPD and PCSD datasets were consolidated by transforming them to a single 
schema [10]. The common schema contained information on all vehicles that had 
police contacts along with information on the incidents that they were involved in. 
This was done to simplify access to multiple sources of information. To evaluate the 
performance of MIT and MIC, the CBP border crossing records were divided into 
training and testing datasets. This was done using a 2/3 – 1/3 hold out procedure. The 
training dataset contained 6.5 million ( 2/3 of total) crossing records from March 
2004 to November 2004.  
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To calculate the time heuristic the day was divided into six time periods corre-
sponding to office travel (5am to 10am), travel for lunch (10am to 2am), night time 
(8pm to 12pm, 12pm – 5am), and others. These time periods were defined with the 
help of domain experts. For each of these time periods the ratio of vehicles with po-
lice contacts to the total number of crossings was calculated. This value was used to 
inform the mutual information score between vehicles in a given time period (as 
shown in Section 3.1.5). 

3.1.2   Testing 
The testing data contained 3.5 million ( 1/3 of total) crossings from November 2004 
to June 2005. Police data and the border crossings in the testing dataset were used to 
identify two sets of vehicles: 

Set A: 140 criminal vehicles that had been arrested or suspected for narcotics sale 
in the TPD/PCSD jurisdiction since January 2003.  
Set B: All the border crossing vehicles crossing within one hour of vehicles in Set 
A at the same port and in the same direction (i.e., both vehicles are either entering 
the U.S. or leaving it). 

MIT and MIC were calculated between vehicles in Set A and Set B. The vehicles with 
high scores were considered potential target vehicles. 

3.1.3   Evaluation 
The potential target vehicles identified were evaluated by measuring their overlap 
with police datasets. This was done by measuring the number of vehicles with police 
contacts that were contained in the set of potential target vehicles. The number of 
potentially criminal vehicles identified by MIT and MIC were compared to each other 
to ascertain the performance of the modified measures. Since the aim of CBP is to 
target potentially criminal vehicles, a greater number of such vehicles in the target 
vehicle set indicates a higher quality result.  

3.1.4   Classical Mutual Information (MIC) Formulation 
The classical mutual information score between any two vehicles is defined as:  

2
( , )

( , ) log
( ) ( )

P A B
MIC A B

P A P B
=  (1) 

Here A is a vehicle in Set A, and B is a vehicle in Set B. P(A) and P(B) are the prob-
abilities of the vehicles A and B crossing the border, these are calculated from the 
border crossing datasets. P(A,B) is the probability of B crossing within one hour of A, 
this is calculated based on the number of times A and B are seen crossing together. 

3.1.5   Mutual Information with Time Heuristics (MIT) 
In the MIT formulation, we use conditional probability to modify the definition of 
P(A), P(B), and P(A,B).  

P’(A): Probability that vehicle A crosses the border and has a police contact. 
P’(B): Probability that vehicle B crosses the border and has a police contact.  
P’(A,B): Probability that vehicles A and B cross the border together and have police 
contacts. 



314 S. Kaza, Y. Wang, and H. Chen 

Thus, a high MI’(A,B) indicates that the vehicles are likely to cross the border and 
potentially commit crimes together. 

Given this, we can now modify the classical MI formulation to include the time 
heuristic: Let Pc(a) be the probability that vehicle ‘a’ has contact with the police, and 
Pb(a) be the probability that ‘a’ crosses the border. The probability of vehicles with 
police contacts crossing during the six time periods is calculated using historical in-
formation in the police databases. So, we can obtain Pc(V|t), which is the probability 
that any vehicle V in time period t (1  t  6) will have a contact with the police. 

Now, by definition of P’(A), 

6

1

'( ) [( ) | ]b c
t

P A P A and A t
=

=   

In the above equation Ab refers to vehicle A crossing the border, and Ac refers to vehi-
cle A having contact with the police. This equation reduces to  

6

1

'( ) ( | ) ( | )b c
t

P A P A t P V t
=

=   

since the probability that a vehicle crosses the border and having police contact are 
independent (so they are multiplied to obtain P’(A)). In addition, A is replaced by V in 
the second term since the probability that a vehicle in time period t has a police con-
tact is the same for all vehicles in that time period. So the above process basically 
utilizes historical information (about crime) in the police datasets as a weight to mod-
ify P’(A).Similar derivations can be used to obtain P’(B), P’(A,B), and thus MIT(A,B) 
as shown in the following equations: 
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4   Experimental Results 

To ascertain whether law enforcement information can be used to identify potential 
criminal vehicles, we first measured the overlap between border-crossing vehicles 
and police records in border-area jurisdictions. There were 45,091 border crossing 
vehicles that had police incident records in TPD/PCSD datasets. The number  
suggests that many vehicles crossing the border have incidents recorded in local  
law enforcement databases. This is a positive sign since it allows us to identify 
target vehicles at the border by exploring their criminal links. The existence of the 
overlap is also important for the calculation of heuristics based on law enforcement 
information. 
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4.1.1   Temporal Patterns of Border Crossings 
Studying the temporal patterns of border crossings helps better understand the cross-
ing activity. Fig. 2(a) shows the time distribution of border crossings for all vehicles 
entering and leaving the country over six time periods. Each slice of the pie shows the 
percentage of the total crossings that take place in the respective time period. It can be 
seen that a majority (about 65%) of the border crossings occur due to work and 
lunch/dinner related traffic during working hours (approximately 6am to 8pm). The 
chart also shows that about 37% of all crossings take place during the night or after 
dark (approximately 7pm to 6am). 

Fig. 2(b) shows the time distribution of border crossings by vehicles with police 
contacts. Each slice of the pie shows the percentage of total crossings by such vehi-
cles that took place in the respective time-period. For instance, 27% of all the border 
crossings by police contact vehicles took place between 8pm and midnight. The chart 
suggests that a large percentage (about 48%) of crossings by these vehicles take place 
after dark. MIT incorporates this information to assign more weight to time periods 
with high percentage of crossings by vehicles with police contacts. The weights also 
discount work travel related periods since they have a lower percentage of such cross-
ings. Such information can also be used by CBP to increase or decrease enforcement 
in certain time periods. 
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Fig. 2. Temporal distribution of crossings - (a) percentage of total crossings (b) percentage of 
crossings with police contacts  

4.1.2   Comparative Evaluation of MIT and MIC 
Mutual information scores (MIT and MIC) were calculated for 230,000 pairs of vehi-
cles (the first vehicle from Set A and the second from Set B). To compare the two 
measures, the number of police contact vehicles identified by each was counted. The 
results are shown in Fig. 3.  On the X-axis are top-n pairs (n ranging from 10-2500) of 
vehicles ordered by their MIT and MIC scores. On the Y-axis is the number of vehi-
cles with police contacts identified by the two measures. For instance, three vehicles 
of the top-100 vehicles identified by MIT had previous police contacts. As can be 
seen in the figure MIT consistently identified more potentially criminal vehicles (ve-
hicles with prior police contacts) than MIC. 
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Fig. 3. Number of vehicles with police contacts identified by MIT and MIC 

Even though the top-n pairs contained a few potentially criminal vehicles, they also 
contained other vehicles that had no past criminal records. This might not look prom-
ising in other domains, but has positive connotations in this one. It suggests that many 
of the vehicles postulated to be criminal by the algorithms were not known to have 
police records before. So the new measure can be used to identify potentially new 
criminal vehicles that can be targeted at the border. The low number of police con-
tacts might also be a result of properties of the datasets. A more accurate evaluation of 
the algorithm is possible if a larger dataset was available for training and testing. We 
commit this to future work.  

6   Conclusions and Future Directions 

Exploring the criminal links of border crossing vehicles in local law enforcement 
databases can be used to enhance border security. In this study we used mutual infor-
mation to identify pairs of border crossing vehicles that may be involved in criminal 
activity. We found that mutual information may be used to identify potential target 
vehicles at the border. In addition, we concluded that the mutual information measure 
modified to include domain heuristics like time of crossing performs better than clas-
sical mutual information in the identification of potentially criminal vehicles. 

In the future, we plan to incorporate other domain heuristics like port of crossing, 
traffic at the port of entry, and makes of vehicles in the mutual information formula-
tion. In addition we plan to use larger datasets for training and testing of the new 
measures. We also plan to design a more comprehensive evaluation scheme (includ-
ing cross-validation) to test the effectiveness of the modified measures as compared to 
classical mutual information. 
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Abstract. Following work of Stroud and Saeger, we investigate the formulation 
of the port of entry inspection algorithm problem as a problem of finding an op-
timal binary decision tree for an appropriate Boolean decision function. We re-
port on an experimental analysis of the robustness of the conclusions of the 
Stroud-Saeger analysis and show that the optimal inspection strategy is re-
markably insensitive to variations in the parameters needed to apply the Stroud-
Saeger method. 

1   Introduction 

As a stream of containers arrives at a port, a decision maker has to decide how to in-
spect them, which to subject to further inspection, which to allow to pass through with 
only minimal levels of inspection, etc. We look at this as a complex sequential deci-
sion making problem. Stroud and Saeger [8] have formulated this problem, in an im-
portant special case, as a problem of finding an optimal binary decision tree for an 
appropriate binary decision function. In this paper, we report on experimental analysis 
of the Stroud-Saeger method that has led us to the conclusion that the optimal inspec-
tion strategy is remarkably insensitive to variations in the parameters needed to apply 
the method. 

2   Sequential Diagnosis 

Sequential decision problems arise in many areas, including communication networks 
(testing connectivity, paging cellular customers, sequencing tasks, etc.), manufactur-
ing (testing machines, fault diagnosis, routing customer service calls, etc.), artificial 
intelligence and computer science (optimal derivation strategies in knowledge bases, 
best-value satisfying search, coding decision tables, etc.), and medicine (diagnosing 
patients, sequencing treatments, etc.). A selected list of references for such applica-
tions includes [4, 6, 7]. 

Sequential diagnosis is an old subject, but one that has become increasingly impor-
tant with the need for new models and algorithms as the traditional methods for mak-
ing decisions sequentially do not scale.  

                                                           
* Communicating author.  
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3   Problem Formulation 

The problem we investigate is to find algorithms for sequential diagnosis that mini-
mize the total "cost" of the inspection procedure, including the cost of false positives 
and false negatives. To make the problem precise, we imagine a stream of containers 
arriving at the port with the goal of classifying each of them into one of several cate-
gories. In the simplest case, these are "ok" (0) or "suspicious" (1). There are several 
possible tests that can be performed and an inspection scheme specifies which test to 
perform next based on outcomes of previous tests. We can think of the containers as 
having certain attributes, such as levels of certain kinds of chemical or biological ma-
terials, whether or not certain types of cargo are present in the cargo list, and whether 
cargo was picked up in a certain port. At present, inspectors use attributes such as: 
Does the container's ship’s manifest set off an “alarm”? Is the neutron or Gamma 
emission count above threshold? Does a radiograph image come up positive? Does an 
induced fission test come up positive? We can imagine many other attributes. Our 
study is concerned with general algorithmic approaches. We seek a methodology that 
is not necessarily tied to today’s technology. Detectors are evolving quickly and so 
this approach makes sense to us. 

3.1   Boolean Decision Functions and Corresponding Binary Decision Trees 

In the simplest case, the attributes can be described as being in one of two states, ei-
ther 0 ("absent") or 1 ("present"), and we can think of a container as corresponding to 
a binary string such as 011001. Classification then corresponds to a binary decision 
function F that assigns each binary string to a category. For instance, F(011001) = 1 
means that we say that a package is suspicious if it has the second, third, and sixth at-
tributes. If the category must be 0 or 1, F is a Boolean decision function (BDF). An 
inspection scheme tells us in which order to calculate the binary string so as to be able 
to compute the Boolean function F. Stroud and Saeger look at this as the problem of 
finding an optimal binary decision tree (BDT) for calculating F. In the BDT, the 
nodes are sensors or categories (0 or 1). Two arcs exit from each sensor node, labeled 
left and right. Take the right arc when the sensor says the attribute is present, the left 
arc otherwise. For instance, in Figure 1, we reach category 1 from the root only 
through the path a0 to a1 to 1. A container is classified in category 1 iff it has both at-
tributes a0 and a1. The corresponding Boolean function is given by F(11) = 1, F(10) = 
F(01) = F(00) = 0. In Figure 2, we reach category 1 from the root by a0 left to a1, then 
right to a2, then right to 1, or a0 right to a2 right to 1. A container is classified in cate-
gory 1 iff it has a1 and a2 and not a0 or a0 and a2 and possibly a1. The corresponding 
Boolean function is given by F(111) = F(101) = F(011) = 1, F(abc) = 0 otherwise. 
Figure 3 gives a BDT corresponding to the same Boolean function. However, it has 
one less observation node ai. So, it is more efficient if we simply count number of ob-
servation nodes. 

Even if the Boolean function F is fixed, the problem of finding the “optimal” BDT 
for it is very hard (NP-complete) [5]. One can try to solve it by brute force enumera-
tion. However, even if the number of attributes n is 4, this is not practical. In present-
day practice in the Port of Long Beach/Los Angeles, the nation's busiest port, n = 4.  
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Several classes of BDFs have been found for which an efficient solution is possible. 
This is the case for k-out-of-n systems, certain series-parallel systems, read-once sys-
tems, “regular systems”, and Horn systems.  

3.2   Complete, Monotone Boolean Functions 

One approach to the problem, therefore, is to make special assumptions about the 
Boolean function F. For “monotone” Boolean functions, integer programming formu-
lations give promising heuristics. A Boolean function is monotone if given two strings 
x1,x2…xn, y1,y2…yn with xi  yi for all i, then F(x1,x2…xn)  F(y1,y2…yn). Stroud and 
Saeger limit their analysis to complete, monotone Boolean functions, where a Boo-
lean function F is incomplete if F can be calculated by finding at most n-1 attributes 
and knowing the value of the input string on those attributes. The rationale for limit-
ing the analysis is that sensors detect “bad” things so a positive reading should make 
things worse (monotonicity) and that all sensors should be in a BDT (completeness). 
Stroud and Saeger enumerate all complete, monotone Boolean functions and then cal-
culate the least expensive corresponding BDTs under assumptions about various costs 
associated with the trees. Their method is practical for n up to 4, but not n = 5. 

The problem is exacerbated by the number of BDFs. For example, for n = 2, there 
are 6 monotone Boolean functions; only 2 are complete and monotone; and there are 
4 binary decision trees for calculating these 2 complete, monotone Boolean functions. 
For n = 3, there are 9 complete, monotone Boolean functions and 60 distinct binary 
trees for calculating them. For n = 4, there are 114 complete, monotone Boolean func-
tions and 11,808 distinct corresponding BDTs. Compare this with 1,079,779,602 
BDTs for all Boolean functions! For n = 5, there are 6894 complete, monotone Boo-
lean functions and 263,515,920 corresponding BDTs. Even worse: compare 5 x 1018 
BDTs corresponding to all Boolean functions. (Counts are from Stroud-Saeger.) 

3.3   Cost of a BDF 

We seek a least-cost Boolean function and in particular a least-cost corresponding 
BDT. How does one calculate cost? The cost of an inspection scheme is not just 
measured by the number of sensors in the BDT. Using a sensor has several costs: the 
unit cost of inspecting one item with it, the fixed cost of purchasing and deploying it, 
and the delay cost from queuing up at the sensor station. In our study, we have disre-
garded the fixed and delay costs and so sought to minimize unit costs. Of course, unit 
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costs should be looked at probabilistically. How many nodes of the decision tree are 
actually visited during the "average" container’s inspection? This depends on the “dis-
tribution” of containers. In this study, we assume this distribution has been used to 
obtain the probability of sensor errors, we also assume we know the probability of a 
bomb in a container, and we seek to estimate the expected cost of utilizing a tree, the 
expected sum of unit costs. We denote this expected utilization cost by Cutil. More so-
phisticated models would include models of the distribution of attributes of containers 
and a more refined analysis of expected cost of utilizing the tree, bringing in delay 
costs. The other key costs associated with a BDF or corresponding BDT are the cost 
of a false positive and of a false negative. The former is the cost of additional tests. If 
it means opening the container, it is relatively expensive. The latter involves complex 
issues such as estimating the cost of a bomb going off in a large city. 

3.4   Sensor Errors 

A more refined analysis models sensor errors. In the simplest model, we assume that 
all sensors checking for attribute ai have the same fixed probability of saying ai is 0 if 
in fact it is 1, and similarly saying it is 1 if in fact it is 0. A more sophisticated analy-
sis later will describe a model for determining probabilities of sensor errors. In what 
follows, we use the notation X for state of nature (bomb or no bomb) and Y for the 
outcome 0 or 1 of a sensor inspection or of the entire inspection process. The total 
(expected) cost of utilizing a tree is given by  

CTot = CFP*PFP + CFN *PFN + Cutil (1) 

where CFP is the cost of false positive (Type I error); CFN is the cost of false negative 
(Type II error); PFP is the probability of a false positive occurring; PFN is the probabil-
ity of a false negative occurring; Cutil is the expected cost of utilization of the tree. 

4   The Stroud-Saeger Calculations 

Stroud and Saeger ranked all trees formed from three or four sensors according to in-
creasing tree costs. We denote sensors by A, B, C and D. Stroud and Saeger used the 
cost function defined in Equation (1). Assumptions in their work were specific values 
for the properties of the sensors, i.e., cost of utilizing them and probabilities of false 
positive and false negative sensor outcomes. Specifically, the values used in their 
analysis were as follows, where CA is the unit cost of utilizing a sensor of type A, YA 
the outcome of inspection on a container by sensor A, etc. 

CA = .25 P(YA=1|X=1) = .9856 P(YA=1|X=0) = .0144 

CB = 10 P(YB=1|X=1) = .7779 P(YB=1|X=0) = .2221 

CC = 30 P(YC=1|X=1) = .9265 P(YC=1|X=0) = .0735 

CD = 1 P(YD=1|X=1) = .9893 P(YD=1|X=0) = .0107 
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Also fixed were the three parameters we call base parameters:  CFN, CFP, P(X=1). 
The purpose of our work was to explore the sensitivity of the Stroud-Saeger conclu-
sions about optimal BDTs to changes in values of the parameters defining the prob-
lem. In this paper, we explore changes in the base parameters. 
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Fig. 4. Trees that attained top rank for experiments with n = 3 

5   Sensitivity Analysis for the Case of Three Attributes 

We started by looking at the case n = 3 and used sensors A, C and D in our BDTs. In 
our computer experiments, we used ranges for the values of base parameters. CFN was 
varied between $25 million and $500 billion. These are low and high estimates of the 
direct and indirect costs incurred due to a false negative - interpreted as the cost of a 
bomb going off in a large city. Stroud and Saeger used the value $50 billion and we 
sought to use numbers that were much higher and much lower than this. CFP was var-
ied between $180 and $720. This is interpreted as the cost incurred due to a false posi-
tive, which requires opening the container with 4 men working on it. The estimates 
ranged from a low of 4 men working 3 hours at a salary of $15/hour to 4 men working 
6 hours at a salary of $30/hour. Stroud and Saeger used the value $600. Finally, 
P(X=1) was varied between 3x10-9 and 1x10-5. These numbers were chosen to give a 
wide range around the Stroud-Saeger-assumed value of 3x10-8.  

In the first sets of experiments, we chose a fixed value for one of the base parame-
ters. In one set of experiments, the value was chosen at random from its interval, and 
in another, the value was fixed at that used by Stroud and Saeger. In each of 10,000 
runs, we picked the values of the other two base parameters randomly and uniformly 
from their interval of values and then found the highest ranked tree. Results of the ex-
periments are shown in Table 1. 

In all of these experiments, only three trees out of a possible 60 ever came out 
ranked first: Trees numbered 37, 49, and 55 in the Stroud-Saeger enumeration. They 
are shown in Figure 4. Tree 55 was predominantly the top-ranked tree, except in the 
runs when P(X=1) was fixed at the Stroud-Saeger value, in which case tree 37 was 
predominantly first. Tree 49 never appeared more than 1.21% of the time in any one 
of the experiments. 
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Table 1. Frequency that trees attained top rank when n = 3. One parameter was fixed at a ran-
domly selected value from its interval and then at Stroud and Saeger values, and the other two 
parameters were assigned 10,000 randomly chosen values from their intervals. 

Randomly Selected Values Stroud and Saeger Values 
Variables Fixed

Value Tree No. Frequency Value Tree No. Frequency 

P(X=1) 37 343 37 441 
49 37 49 66 

CFP 
CFN 8.2737x1010 

55 9620 

5x1010

55 9493 

CFN 37 99 37 9923 
49 8 

CFP 
P(X=1) 0.5538x10-5 

55 9893 
3x10-8 

55 77 

P(X=1) 37 412 37 541 

49 121 49 53 
CFN 

CFP 668.1793 

55 9467 

600 

55 9406 

Table 2. Frequency that trees attained top rank when n = 3. Two parameters were fixed at ran-
domly selected values from their intervals and then at Stroud and Saeger values, and the third 
parameter was assigned 10,000 randomly chosen values from its interval. 

Randomly Selected Values Stroud and Saeger Values Variables Fixed 
Value Tree No. Frequency Value Tree No. Frequency 

P(X=1) 0.1281x10-5 37 568 3x10-8 

CFN 
CFP 492.6116 55 9432 600 

37 10000 

CFN 4.747x1011 37 54 5x1010 37 694 
49 108 P(X=1) 

CFP 351.9526 55 9946 600 
55 9198 

P(X=1) 0.8373x10-5 3x10-8 

CFP 
CFN 4.2681x1011 

55 10000 
5x1010 

37 10000 

Similar experiments were performed by fixing two of the base parameters and 
varying the third, with fixed values either being chosen (independently) randomly in 
their intervals or at the Stroud-Saeger values. Results are shown in Table 2. Again, 
only the same three trees, 37, 49, and 55, were ever ranked first, with trees 37 and 55 
again dominating and tree 49 only appearing once more than 1% of the time. The ro-
bustness of the results of the experiments with n = 3 is quite surprising.  

A comparison of the BDF corresponding to trees 37, 49, and 55 is also interest-
ing. Tree 37 corresponds to the Boolean expression 00011111, which represents the 
sequence F(000)F(001)…F(110)F(111). Tree 49 corresponds to the Boolean ex-
pression 01010111 and tree 55 to the Boolean expression 01111111. Thus, in Tree 
55, a container is called suspicious if it fails at least one test. In Tree 37, a container 
is called suspicious if it fails the first test or if it fails both the remaining tests. In 
Tree 49, a container is called suspicious if it fails at least two tests or fails only the 
third one.  
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6   Sensitivity Analysis for the Case of Four Attributes 

Turning to the case n = 4, we used sensors A, B, C, and D in our BDTs and used the 
same interval of values for the parameters CFP, CFN and P(X=1) as before. We ran the 
same kinds of experiments as in the case n = 3. Tables 3 and 4 show the results (omit-
ting trees that were rarely ranked first). When one base parameter was fixed, only five 
trees ever appeared first more than 1% of the time in an experiment: Trees numbered 
6797, 8965, 9133, 11605, and 11785 in the Stroud-Saeger numbering. Each appeared 
first at least 5% of the time in at least one experiment. These trees are shown in  
Figure 5. If we consider trees appearing first at least .99% of the time, only tree 11305 
gets added to the list. In each experiment, one tree dominated first place, except in the 
experiment where P(X=1) was fixed at the Stroud-Saeger value, when two trees 
dominated. Considering the fact that there are 11,808 candidate trees, this is remark-
able stability of results. 

In the case where two base parameters were held fixed, again the same five trees 
dominated as the only trees appearing first at least 1% of the time in any experiment. 
Indeed, only they appeared first at least .02% of the time in any experiment. Only a 
sixth tree, 11305, which also appeared in the experiments with one base parameter 
held fixed, appeared if we consider trees that were ranked first in at least .017% of the 
runs in some experiment. Again, the stability of the top-ranked trees is quite striking. 

For the five top trees, it is interesting the compare the Boolean expression corre-
sponding to F(0000)F(0001)…F(1011)F(1111). Tree 6797 corresponds to expression 
0001000101111111, tree 8965 to 0001010101111111, tree 9133 to 
0001010111111111, tree 11605 to 0101011111111111, and tree 11785 to 
0111111111111111.  The expressions for trees 11605 and 11785 differ in only two 
places, as do those for trees 9133 and 11605. There can be quite a difference in Boo-
lean expressions, however. Those for trees 6797 and 11785 differ in six places.  

Table 3. Frequency that trees attained top rank when n = 4. One parameter was fixed at a ran-
domly selected value from its interval and then at Stroud and Saeger values, and the other two 
parameters were assigned 10,000 randomly chosen values from their intervals. Trees with small 
frequency of top rank are not shown. 

Randomly Selected Values Stroud and Saeger Values Variables Fixed 
Value Tree No. Frequency Value Tree No. Frequency 

8965 121 8965 117 P(X=1) 
9133 392 9133 374 

11305 99 11305 96 
CFP 

CFN 4.7485x1010 

11605 9351 

5x1010

11605 9381 

CFN 9133 65 6797 558 
11605 7928 8965 3833 

CFP 
P(X=1) 0.6344x10-5 

11785 1979 

3x10-8

9133 5406 

P(X=1) 9133 235 9133 184 

11605 8621 11605 9232 
CFN 

CFP 453.6849 

11785 1062 

600 

11785 333 
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Fig. 5. Trees that attained top rank most frequently for the experiments with n = 4 

Table 4. Frequency that trees attained top rank when n = 4. Two parameters were fixed at ran-
domly selected values from their intervals and then at Stroud and Saeger values, and the third 
parameter was assigned 10,000 randomly chosen values from its interval. Trees with small fre-
quency of attaining top rank for n = 4 are not shown. 

Randomly Selected Values Stroud and Saeger Values 
Variables Fixed 

Value Tree No. Frequency Value Tree No. Frequency 

9133 47 6797 897 
P(X=1) 0.6284x10-5 

11605 3614 
3x10-8 

8965 8671 CFN 

CFP 188.5681 11785 6339 600 9133 309 

9133 44 8965 237 CFN 4.0624x1011 

11605 4551 
5x1010 

9133 357 
11305 170 

P(X=1) 
CFP 297.5277 11785 5405 600 

11605 9156 

P(X=1) 0.5992x10-5 11605 9087 3x10-8 6797 2336 

8965 3942 CFP 
CFN 2.4041x1011 11785 913 5x1010 

9133 3722 

7   Modeling Sensor Errors Using Thresholds 

One approach to sensor errors involves modeling sensor operation/interpretation of 
sensor readings. A natural model, one used by Stroud and Saeger, is a threshold 
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model using counts (e.g., Gamma radiation counts). If the count exceeds some thresh-
old, we conclude that the attribute being tested for is present. To describe such a 
threshold model, suppose that sensor i has discriminating power Ki and let the thresh-
old for sensor i be denoted by Ti. We calculate the fraction of containers in each cate-
gory whose readings exceed the threshold. While sensor characteristics are a function 
of design and environmental conditions, the thresholds can be set by the decision 
maker. 

The Stroud-Saeger approach is to seek threshold values that minimize all costs: in-
spection, false positive/negative. The readings of sensors are also determined by their 
design and environmental conditions. Let us assume that readings of category 0 con-
tainers (those not containing a bomb) follow a Gaussian distribution and similarly 
category 1 containers (those containing a bomb). See Figure 6, in which i is the  
 

 = 1/ 0
1

0

 

Fig. 6. Typical sensor characteristics 

Table 5. Frequency that trees attained top rank when thresholds were varied. The base parame-
ters were fixed at randomly selected values from their intervals. For n = 3 sensors, 15 out of 60 
trees came out to be top rank. For n = 4 sensors, only 244 out of 11,808 trees attained top rank. 
Trees with small frequency of attaining top rank for n = 4 are not shown. 

n=3, number of experiments = 68,921 n=4, number of experiments = 194481 
Constants Tree No. Frequency Constants Tree No. Frequency 

1 5828 87 3402 
2 183 145 11143 
7 13392 325 5574 

15 2437 386 4018 
19 5256 445 13012 
23 1475 505 10545 
25 957 506 5249 
27 114 2617 10139 
29 146 5761 5942 
37 17515 8003 4539 
38 4572 9133 9280 
45 5873 10783 4496 
49 264 11605 10958 
51 322 11785 5910 

CFN = 

5.0125x109 
 

P(X=1) = 
5.05x10-6 

 
and CFP = 

450 

55 10587 

CFN = 
4.8668x1011 

 
P(X=1) = 

7.5361x10-6 
 

and CFP = 
499.75 

11791 5196 
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relative spread factor and PD is the probability of detection by the ith sensor 
P(Yi=1|X=1) while PF is the probability of a false positive at the ith sensor 
P(Yi=1|X=0).  The probability of false positive for the ith sensor is computed as: 

P(Yi=1|X=0) = 0.5 erfc[Ti/ 2], (2) 

while the probability of detection for the ith sensor is computed as 

P(Yi=1|X=1) = 0.5 erfc[(Ti-Ki)/( 2)], (3) 

where erfc, the complementary error function, is given by  

erfc(x) = (½,x2)/  . (4) 

We ran experiments with this model by choosing the following values of sensor 
parameters also used by Stroud-Saeger: KA = 4.37, A = 1; KB = 1.53, B = 1; KC = 
2.9, C = 1; KD = 4.6, D = 1. We then varied the individual sensor thresholds TA, TC 
and TD (for n = 3) from -4.0 to +4.0 in steps of 0.4. These values were chosen since 
they gave us an “ROC curve” (see Section 8) for the individual sensors over a com-
plete range P(Yi=1|X=0) and P(Yi=1|X=1). The base parameters were chosen at ran-
domly selected values in these intervals. 

In the case n = 3, 68,921 experiments were conducted, as each Ti was varied 
through its entire range. As seen from Table 5, a total of 15 different trees were 
ranked first in these experiments, more than were obtained in our earlier experiments. 
Tree 37 had the highest frequency of attaining rank one, appearing first 17,515 times. 
A few of the other trees that ranked first a relatively large number of times were trees 
numbered 7 and 55. Note that 37 and 55 also predominated in our other experiments.  

In the case n = 4, 194,481 similar experiments were conducted. A total of 244 trees 
ranked first, with tree 445 the most frequent (13,012 times). Other trees often ranked 
first  in our other experiments were here too: 9133, 11605, and 11785. Results for 
these experiments with n = 4 are summarized in Table 5. 

8   Using the ROC Curve 

We can use Receiver Operating Characteristic (ROC) curves to identify optimal 
thresholds for sensors. The ROC curve is the plot of the probability of correct detec-
tion (PD) vs. the probability of a false positive (PF). The ROC curve is used to select 
an operating point, which provides the tradeoff between PD and PF. Each sensor has a 
ROC curve and the combination of the sensors into a decision tree has a composite 
ROC curve. We seek operating characteristics of sensors that place us in the upper left 
hand corner of the ROC curve. Here, PF is small and PD is large. 

The parameter that is varied to get different operating points on the ROC curve is 
the sensor threshold and a combination of thresholds for the decision tree. The Equal 
Error Rate (EER) is the operating point on the ROC curve where PF = 1 – PD. By 
studying the performance characteristics (P(Y=1|X=0), P(Y=1|X=1)) of the tree over 
all combinations of sensor thresholds (Ti) and studying the region of high detection 
probabilities and low false positive probabilities, we can use the ROC curve to choose 
threshold values in practice. Assuming performance probabilities (P(Y=1|X=1) and 
P(Y=1|X=0)) to be monotonically related (in the sense that P(Y=1|X=1) can be called 
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a monotonic function of P(Y=1|X=0)), we can find an ROC curve for the tree consist-
ing of the set containing maximum P(Y=1|X=1) value corresponding to given 
P(Y=1|X=0) value.  

9   Conclusions, Discussion, and Further Work 

Our work has shown a remarkable robustness in the conclusions about optimal binary 
decision trees in sequential decision making applications in inspection applications. 
Very few trees arise as optimal over a wide range of choices of values for the key pa-
rameters in the model. Moreover, there is also considerable robustness in the optimal 
Boolean decision function – very few decision functions correspond to the optimal 
trees and those that do often are closely related. We do not yet have a good theoretical 
explanation for these conclusions about robustness. We also do not have a good un-
derstanding, as yet, of the relations between the different optimal trees, in particular 
their tree structure. Our results should be regarded as preliminary, though intriguing 
and suggesting many questions. 

As Stroud and Saeger have noted, their method does not scale very well. We have 
already reached limits of computation for the case of n = 4 types of inspections. With 
n = 5, similar experiments seem infeasible. We did these calculations with Matlab on 
a Pentium IV 3 GHz processor, with 1GB of RAM. Other methods are needed to find 
optimal trees if we have more types of sensors and to investigate the sensitivity of the 
conclusions. 

There are more experiments that we propose to do to test sensitivity of the Stroud-
Saeger conclusions. In particular, our experiments have fixed the characteristics of the 
sensors through such parameters as CA, KA, P(YA = 1|X = 0), etc. We only did experi-
ments by using specific values of parameters. The optimal tree is certainly related to 
these characteristics of the available sensors. We will do other experiments in which 
these values are varied.  

We have not done a lot of analysis of the robustness of the second, third, and 
fourth-ranked trees, though initial results show a great deal of robustness akin to that 
reported here. In practical applications, a near-optimal tree might very well be a per-
fectly acceptable solution to the inspection problem. In this case, there might be more 
efficient methods for finding near-optimal trees than the brute force methods de-
scribed by Stroud and Saeger and tested here. 

The methods here and in Stroud-Saeger depend heavily on being able to limit the 
number of possible Boolean decision functions and hence the number of possible 
BDTs. In particular, they depend on the monotonicity and completeness assumptions. 
More work is needed to explore alternative assumptions that are relevant to the port of 
entry inspection applications.  

In practice, one thinks of n types of sensors that measure presence or absence of 
the n attributes. There are many copies of each sensor. A complication is that different 
sensor types have different characteristics. As containers arrive for inspection, we 
have to decide which sensor of a given type to use. The containers are sent to different 
inspection lanes, each having a particular test (sensor), and the containers form 
queues. Recall that the “cost” of inspection includes the cost of failure, including fail-
ure to foil a terrorist plot. There are many ways to lower the total “cost” of inspection. 
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Only one is to use more efficient orders of inspection. Others are to find ways to in-
spect more containers, to find ways to cut down on delays at inspection lanes, etc. 
More complicated cost models would bring in costs of delays and also consider the 
limits on delays that are imposed by the need to keep the port operating. Besides effi-
cient inspection schemes, one could decrease costs by buying more sensors or chang-
ing the allocation of containers to sensor lanes. 

Another variant of the Stroud-Saeger model would have us go to more than two 
values of an attribute, e.g., present, absent, present with probability > 75%, absent 
with probability at least 75%; or ok, not ok, ok with probability > 99%, ok with prob-
ability between 95% and 99%. Still another approach would have us infer the Boolean 
function from observations. There is a considerable literature that deals with partially 
defined Boolean functions (see for example [1, 2, 3]). Still another approach would 
use machine learning methods to learn the thresholds of the sensors in order to mini-
mize the misclassification error of the entire tree, subject to the constraint of minimiz-
ing the total cost of the generated tree. 
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Abstract. Analysis of terrorist social networks is essential for discovering 
knowledge about the structure of terrorist organizations. Such knowledge is 
important for developing effective combating strategies against terrorism.  
Visualization of a network with the support of social network analysis 
techniques greatly facilitates the inspection of the network global structure. 
However, its usefulness becomes limited when the size and complexity of the 
network increase. In this work, we develop two interactive visualization 
techniques for complex terrorist social networks: fisheye views and fractal 
views. Both techniques facilitate the exploration of complex networks by 
allowing a user to select one or more focus points and dynamically adjusting the 
graphical layout and abstraction level to enhance the view of regions of interest. 
Combining the two techniques can effectively help an investigator to recognize 
patterns previously unreadable in the normal display due to the network 
complexity. Case studies are presented to illustrate how such visualization tools 
are capable to extract the hidden relationships among terrorists in the network 
through user interactions. Experiment was conducted to evaluate the 
performance of the visualization techniques.  

Keywords: Terrorist social networks, social network analysis, information 
visualization, fisheye views, fractal views. 

1   Introduction 

As a type of organized crime, terrorism requires the collaboration among a number of 
terrorists. The relationships among different terrorists form the basis of a terrorist 
organization and are essential for its operations [11]. An effective model for capturing 
the structure of a terrorist organization is the network model in which terrorists and 
their relationships are represented by nodes and links respectively. Terrorist social 
networks fall into the large category of social networks. While social networks have 
been successfully used to model the structure of communication networks and the 
World Wide Web, it is also especially appropriate for investigations in terrorism [1].  
An investigator of a terrorist social network typically performs three major tasks [2]: 
(a) subgroup detection [4], (b) identification of important actors and their roles, (c) 
discovery of patterns of interaction [4].  
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Traditional terrorist social network analysis and social network analysis in general 
is mainly a manual process. An investigator has to spend a large amount of time 
performing database searches and reading reports in an attempt to identify useful 
entities and relationships in a large network. This is both time-consuming and labor-
intensive. To facilitate social network analysis, modern systems such as COPLINK 
[3] employs visualizations such as a 2D graph to present a network. In a 2D graphical 
portrayal of a social network, the stronger the association between two nodes or two 
groups, the closer they appear on the graph; the weaker the association, the farther 
apart.  Xu and Chen [5] has adopted the metric multidimensional scaling algorithm to 
visualize the criminal social networks.  While a static graphical layout suffices to 
reveal the structure of relatively small and simple networks, it is usually not effective 
enough for the manual exploration of large and complex networks. In this work, we 
propose interactive visualization techniques such as fisheye views and fractal views 
for facilitating the analysis of complex social networks and demonstrate its 
application in the analysis of a large terrorist network, the global Salafi Jihad (the 
violent, revivalist social movement of which al Qaeda is a part) [11].  

2   Terrorist Social Network – Global Salafi Jihad 

A social network is typically represented by a weighted graph G = (V, E; w), where V 
corresponds to the set of nodes, E is the set of links, w is a function mapping each link 

Evu ∈),(  to a weight wuv in the  range [0,1] that indicates the strength of association 

between u and v. Each node, v, is corresponding to a person, which is a terrorist in a 
terrorist social network (TSN).  A link between two nodes (terrorists), (u,v), 
represents that there are some kinds of relationships between the corresponding 
terrorists, u and v.  The weight wuv is determined by the number of types of 
relationships existing between u and v. Two terrorists can be related through different 
types of associations. We have heuristically assigned an importance score sr to each 
type of relationship r and compute a total score suv for each link (u, v) as the total 
score of the relationships between u and v, i.e.,  

∈

=
),( vuRr
ruv ss  

where R(u,v) denotes the set of relationships existing between u and v. The link 
weight wuv is then computed as the normalized link score, i.e.,  

)(max
,

uv
Vvu

uv
uv s

s
w

∈

=  

In this work, we have adopted the data available from an authoritative terrorism 
monograph, authored by Sageman [11], to build the terrorist social network of the 
global Salafi Jihad.  Sageman is a forensic psychiatrist and an expert on Al-Qaeda.  
He is a former CIA case officer, who has worked closely with Afghanistan’s 
mujahedin.  He has advised various branches of the U.S. government in the war of 
terror. In the global Salafi Jihad social network, there are totally 366 terrorists 
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described in the data set, which is given as a list of records with the same schema, one 
record for each terrorist.  Each record includes two types of information: terrorist’s 
properties such as name, alias, date of birth, etc. and his relationships with other 
terrorists, which include 6 types: acquaintance (r1), friends (r2), relatives (r3), nuclear 
family member (r4), teachers (r5), and religious leader (r6).  Based on the data set, the 
resulted terrorist social network consists of a total of 366 nodes and 1275 links.  

3   Visualization of Terrorist Social Networks 

The computation of initial node coordinates and sizes is the most important step in 
representing the terrorists and their relationships as a weighted graph G = (V, E; w) on a 
two-dimensional space.  In the computation, we map a node Vv ∈  of the terrorist social 
network to a point 2R),( ∈= vvv yxp , the coordinates of v on the plot are computed.   

There are several desirable properties of an effective visualization: (1) Nodes 
should be separated by an optimal distance in order to fully utilize the two-
dimensional space instead of being cluttered (2) The length of a link should reflect the 
strength of association between the two end nodes, i.e., two connected nodes should 
appear closer if they are strongly associated, and distant if the association is weak. (3) 
The crossing of edges should be minimized so that the user can clearly see the 
relationships between nodes.  (4) The size of a node should be proportional to the 
importance of the corresponding terrorist.    

3.1   Computing Node Coordinates  

We utilize the spring embedder algorithm [6] to initialize the coordinates of the nodes 
in the terrorist social network to achieve objectives (1) and (2) as described above.  
The spring embedder algorithm models nodes as charged particles with mutual 
repulsion and links as springs attached to their end nodes. It produces a 2D layout of 
the network by finding a (locally) minimum energy state of this physical system. The 
repulsive force is introduced to avoid having the nodes cluttered together while the 
spring force tries to maintain a desirable distance between nodes.  

Spring Embedder Algorithm:  

1. Specify natural length of spring luv for each Evu ∈),(  which controls the 

desirable distance between u and v 
luv = lmax  (1-wuv)  where lmax is an upper limit on the length of links 

2. Randomly initialize the node position pv  of node v for all Vv ∈  
3. Compute the force acting on nodes F(v) 

∈∈
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)(}{\
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where N(v) denotes the set of nodes linked to v in the network.  
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where R is a repulsion constant 
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vuuvvuspring pplppSvuF ⋅−−⋅= )(),(  

where S is the stiffness parameter of the spring 
4. Update node positions pv 

pv = pv +  · F(v) 

where the step length  is usually a very small number 
5. Repeat Step 3 and 4 until F(v) = 0 

3.2   Computing Node Size 

Each node v is displayed as a circle, whose size is controlled by its radius rv. For the 
purpose of terrorist social network analysis, a node’s prominence is largely 
determined by its centrality [4]. In particular, we employed two centrality measures: 
degree and closeness. A node’s degree cdegree(v) is the number of links attached to it. 
An individual having a high degree may imply leadership while an individual with 
high closeness is more likely to serve as a mediator in the network. A node’s 
closeness ccloseness(v) is the inverse of the sum of its distances to all other nodes in the 
network,  

i.e., 
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(a) (b)  

Fig. 1. (a) Initial Layout (b) Layout after applying the spring embedder algorithm 

In Fig. 1 (a), the Global Salafi Jihad social network without using the spring 
embedder algorithm for initialization is presented. The nodes are spread out to 
optimize the usage of the rectangular space. However, the natural clusters of the 
terrorist groups cannot be found and the distance between any two terrorists does not 
correspond to their strength of associations. After utilizing the spring embedded 
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algorithm, four natural clusters can be identified as shown in Fig. 1 (b).  These 
clusters correspond to the central staff of al Qaeda, Core Arabs, Maghreb Arabs, and 
Southeast Asians. Using the measurement of degree and closeness of the nodes to 
compute their sizes, as illustrated in Fig. 1 (b), the important persons or leaders of 
each cluster can be extracted visually. 

4   Focus-Plus-Context Based Visualization of Social Networks 

The focus-plus-context visualization [12] is a type of interactive visualization. It 
allows a user to select one or more focuses, which are nodes in the case of social 
networks, and dynamically adjust the layout of the network based on the focuses in 
order to enhance the view of the focuses and their surrounding context. Fisheye views 
and fractal views are two particular kinds of focus-plus-context visualization 
techniques [13]. Both techniques have been applied to visualize the self-organize 
maps for Internet browsing. Fisheye view is a kind of nonlinear magnification 
technique. It maintains the same screen size by magnifying the region surrounding the 
focus while compressing the distant regions without losing the global structure of the 
network. Fractal view identifies a focus’s context based on its associations with other 
nodes. It enhances the view of focus and its context by reducing less relevant 
information. Fisheye views and fractal views are complements of each other. 
Combining the two techniques produce effective focus-plus-context view of complex 
networks. It is proven that fisheye views and fractal view are successful to support 
users in exploring the details of the self organizing maps which are impossible before 
such techniques are applied. However, they have not been applied to visualize a 
network structure such as terrorist social networks.  It has not been investigated how 
fisheye views and fractal views perform in analyzing the relationships among the 
nodes in a high density social network.  In addition, the fractal views for self-
organizing maps are developed based on the adjacency of the two-dimensional 
regions; however, the fractal views for terrorist social networks are developed based 
on the links and shortest paths of the networks.   

4.1   Fisheye View 

Fisheye views was first proposed by Furnas [7] and further enhanced by Marchionini 
and Brown [8].  It is known as a distortion technique in information visualization. 
Regions of interest are enlarged and the other regions are diminished so that one or 
more parts of a view are emphasized. Both local details of the regions of interest and 
global structure of the overall display are maintained. By specifying the focus 
point(s), users may enhance the views of particular regions of the two dimensional 
network.  

Using fisheye views, we transform a node’s normal coordinates, (xnorm, ynorm) into 
the fisheye coordinates, (xfeye, yfeye) based on the focus point, (xfocus, yfocus) using polar 
transformation. Equation (1) presents the polar transformation.  

>++<=>< θθ sin,cos      , feyefocusfeyefocusfeyefeye ryrxyx           (1) 
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The constant d is the distortion factor. When d equals to zero, no magnification of the 
focus area is applied. As d increases, the focus and its context will be magnified and 
the further regions will be diminished. rmax corresponds to the maximum possible 
value of r in the same direction as .  Fig. 2 (a) and (b) present the fisheye views using 
polar transformation with distortion factors as 2 and 6, respectively.   

(a) (b)  

Fig. 2. (a)  Fisheve View with d = 2 (b)  Fisheye View with d = 6 

4.2   Fractal View 

Fractal view belongs to another class of information visualization techniques known 
as information reduction. It controls the amount of information displayed by focusing 
on the syntactic structure of the information. Fractal view [9] utilizes the concept of 
Fractal [10] to abstract complex objects and controls the amount of information 
displayed with a threshold set by users. In order to apply the fractal views, we first 
generate a hierarchical structure capturing the syntactic relationships between the 
focus and other nodes. The network topology is transformed into a hierarchy by 
extracting a tree from the network that has the focus at its root and other nodes at the 
branches and the leaves. Each path from the focus to another node in this tree should 
establish the strongest association between the two nodes. As the length of each in the 
network corresponds to the strength of association between two connected nodes, the 
total length of a path is a good indicator of the strength of the association along  
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the path. Therefore, we generate this tree structure by finding the shortest paths from 
the focus to every other node in the network using the shortest path algorithm. The 
fractal values of the nodes in the tree are determined by propagation from the root to 
other nodes based on the following procedure:  

1. Fractal value of the focus = Ffocus = 1 
2. Other nodes’ fractal values are determined based on the fractal value of their 

parent node as follows: 

p
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where c is a child of p; wcp denote the association weight between c and p; the 
constant D corresponds to the fractal dimension. The association weights are 
taken into account so that a parent node will propagate more fractal value down to 
the child nodes which are more strongly associated with the parent.  

(a) (b)  

Fig. 3. Fractal Views  (a) Fractal Value Threshold = 0.3 (b)Fractal Value Threshold = 0.7 

A higher fractal value indicates the node is more closely related to the focus. The 
degree of abstraction can be controlled by a threshold on the fractal value. Only nodes 
with a fractal value above the threshold will be kept visible while those with fractal 
values below the threshold are considered less relevant to the current focus and are 
not displayed.  Fig. 3 illustrates the effect of fractal view with different thresholds. 
The number of nodes filtered increases as the threshold increases. By hiding nodes 
with low fractal values, the complexity of the network could be effectively simplified, 
which enables a user to focus more on the relationships between the focus and those 
closely related nodes.  Fig. 3 (a) and (b) illustrate the fractal views of the network in 
Fig. 1 (b) with factual value thresholds as 0.3 and 0.7, respectively.  
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4.3   Fisheye Views and Fractal Views with Multiple Focuses 

Multiple focuses can be useful when a user wants to magnify several local regions or 
to uncover the associations between indirectly connected nodes. To determine a 
node’s fisheye coordinates and radius under multiple focus points, we first compute a 
node’s fisheye coordinate ),( i

feye
i
feye yx  and radius i

feyer  when focus i is effective. The 

set of ),( i
feye

i
feye yx  and  i

feyer  are then averaged to obtain the node’s final coordinate and 

radius. 
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where K is the number of focuses selected by the user. 

(a) (b)  

Fig. 4. (a) Fisheye view with both Fateh and Bin Laden as focuses (b) Combined fisheye and 
fractal view with both Fateh and Bin Laden as focus and a fractal value threshold of 0.6 

The fisheye view in Fig. 4(a) is produced with Fateh and Bin Laden as focuses. 
The regions around both Fateh and Bin Laden are magnified. To determine a node’s 
fractal value under multiple focuses, we generate a shortest path tree for each of the 
focuses. A node’s fractal value is computed as the average of the fractal values 
propagated to it based on this set of trees.  Accordingly, a node with a high fractal 
value under multiple focuses must be strongly connected with all or most of the 
selected focuses and could be considered as good intermediaries between the focuses. 
Fig. 4(b) illustrates the effect of fractal view with two focus points. 

5   Case Study 

In this section, we present two case studies on how the proposed visualization tools 
support the analysis of two terrorist cells in the global Salafi Jihad network: the 
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plotters of the unsuccessful millennial bombing at the Los Angeles airport and the 
Hamburg cell responsible for the 9/11 attacks. In particular, we show how the 
visualization techniques facilitate the exploration of the inner structures of the two 
terrorist cells, which are originally embedded in the global network. All the 
background information used in our analysis was detailed in [11].  

5.1   The U.S. Millennial Plot 

In Fig. 5, Fateh Kamel (the focus) was the hub around which the network responsible 
for millennial plot grew. After applying fisheye views and fractal views (Fig. 5 (b)), 
most of the other important figures related to Fateh are clearly revealed: Omary set up 
the network of supporters with Fateh for the Bosnia jihad, Atmani and Ouzghar were 
invited to Canada by Fateh, Ressam carried out the bomb mission and failed.  

(b)(a)  
Fig. 5. The view of the network with Fateh selected as Focus before and after applying Fisheye 
and Fractal View 

Ressam and Meskini were the two terrorists who carried out the operation. Ressam 
attempted to infiltrate from Canada to U.S. but failed. Meskini, who lived in U.S., was 
supposed to assist Ressam after he crossed the border. After reduction of most less 
relevant nodes using fractal view and magnification with Fisheye View (Fig. 6(b)), an 
association path between them through Haouari and Fateh is clearly seen. In [11], it 
was reported that that Haouari is a childhood friend of Meskini and Meskini also 
bought Fateh’s store from him.  Fateh was the leader of the group.  

5.2   The Hamburg Cell 

The Hamburg Cell is a closely tied group, who carried out the 9/11 attack. Of its 
members, Atta, Jarrah and al-Shehhi received training in the U.S. and carried out the  
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(a) (b)  

Fig. 6. Applying Fisheye and Fractal View to analyze linkages between Ressam and Meskini 

(a) (b)  

Fig. 7. View of the Hamburg Cell 

operation. Fig. 7 shows the display when selecting these three nodes as focuses. After 
applying fisheye and fractal view, the inner structure of this group is more clearly 
shown. Shibh was responsible for coordination while Mzoudi, Motassadeq, Essabar 
and Bahaji played supporting roles and took care of affairs back in Germany.  

6   Experiments  

To evaluate the performance of the proposed visualization techniques for the terrorist 
social networks, we have conducted a user evaluation with ten subjects.  Each subject 
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was first given a training session to demonstrate the functionality of the visualization 
tools and gains hands-on experience with the system.  The training session took about 
30 minutes. After the training session, the subjects were randomly assigned twenty 
tasks. The tasks include identifying the key person in the terrorist groups and the 
interaction patterns of the terrorists, similar to the tasks as presented in the above case 
studies. For each of the tasks, the subjects were also randomly asked to use the 
visualization tools without fisheye views and fractal views, with zoom-in windows, 
with fisheye views only, with fractal views only, or with combination of fisheye 
views and fractal views. We measure the effectiveness by the number of correct 
answers a subject provided for the tasks and measure the efficiency by the average 
time a subject needed to complete the tasks.  

The experimental results are presented in Fig. 8. It is shown that using fractal 
views only or combination of fisheye views and fractal views obtain the highest 
effectiveness and efficiency. The effectiveness and efficiency of using fisheye views 
only is substantially lower than using fractal views only or combination of fisheye and 
fractal views.  However, we only observe substantially higher effectiveness when we 
compare fisheye views with zoom-in windows. 
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Fig. 8. Experimental Results 

7   Conclusion 

In the recent years, we have seen frequent reports of terrorist attacks all around the 
world. A good understanding of the terrorist organizations and their social networks is 
helpful to combat the potential terrorist attacks. Visualization tools are capable to 
support the analysis of terrorist social networks especially when the networks are 
large and complex. In this work, we have utilized the spring embedded algorithm to 
initialize the coordinates of nodes in terrorist social networks and applied the fisheye 
views and fractal views for visualizing and exploring the global Salafi Jihad network 
interactively. The spring embedded algorithm optimizes the usage of the two 
dimensional space. The distance between nodes represents the strength of their 
associations. The fisheye views are developed based on a distortion approach to 
magnify the area of interests selected by users. On the other hand, the fractal views 
are developed based on an information reduction approach to filter the less relevant 
information from the overloaded visualization space. Two case studies, the US 
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Millennial Plot and the Hamburg Cell, are presented to demonstrate how the proposed 
visualization tool identify the key persons in the terrorist groups and discovering 
specific patterns of interaction among the terrorists.  The experimental result shows 
that the combination of fisheye views and fractal views or fractal views alone have the 
best performance in terms of effectiveness and efficiency.   
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Abstract. Since the September 11th terror attack at New York in 2001, the 
frequency of terror attacks around the world has been increasing and it draws 
more attention of the public. On January 20 of 2006, CNN reported that al 
Qaeda leader Osama bin Laden had released a tape claiming that a series of 
terror attacks were planned in US. These attacks and messages from terrorists 
are threatening everyone in the world. As an intelligence officer or a citizen in 
any countries, we are interested in the development of the terror attacks around 
us.  We can easily extract hundreds or thousands of news stories of any terror 
attack incidents from newswires such as CNN.com but the volume of 
information is too large to capture the information we need. Information 
retrieval techniques such as Topic Detection and Tracking are able to organize 
the news stories as events within a topic of terror attack.  However, they are 
incapable to present the complex evolution relationships between the events.  
We are interested to learn what the major events but also how they develop 
within the topic of a terror attack. It is beneficial to identify the starting and 
ending events, the seminal events and the evolution of these events. In this 
work, we propose to utilize the temporal relationship, event similarity, temporal 
proximity and document distributional proximity to identify the event evolution 
relationships between events in a terror attack incident. An event evolution 
graph is utilized to present the underlying structure of events for efficient 
browsing and extracting information. Case study and experiment are presented 
to illustrate and show the performance of our proposing technique.  

Keywords: Security informatics, topic detection and tracking, event evolution. 

1   Introduction 

Terror attacks are occurring frequently in the recent years and they draw attention of 
the public.  We are threatened and anxious to obtain more information about these 
incidents.  Due to the popularity of the Internet, news stories are now available online 
at the news information providers’ Web sites.  We can easily go to any newswires 
such as CNN, BBC, CBS, etc. or infomediaries such as Google and Yahoo to retrieve 
news stories for any terror attack incidents in the past.  However, the popularity of the 
online news creates the information overloading problem at the same time.  We can 
retrieve hundreds or thousands of news stories for any single terror attack incident 
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without much difficulty; yet it is impossible for users to capture the flow of stories 
efficiently and effectively from a large volume of news stories. 

In the research of topic detection and tracking (TDT), techniques are developed to 
monitor news stories, spot news events, and track the progress of previously spotted 
events [1]-[3], [11]-[14].  It clusters news stories as a hierarchical structure as shown 
in Fig. 1. Although users are able to capture the major events in a terror attack 
incident, it is difficult to capture the development of events within an incident. For 
example, the out break of a war may evolve to the economic crisis and then evolve to 
the problem of refugees. In order to capture such evolution relationships, we must 
consider the temporal information in addition to the content of the news stories. 

Source

Topic 1 Topic 2 Topic 3 …Topic 4 

Event 1 Event 2 …Event 3

Story 1 Story 2 …Story 3
 

Fig. 1. Document organization in topic detection and tracking 

In the research of temporal text mining (TTM), techniques are developed to 
discover temporal patterns in text information over time based on the timestamps of 
the text streams [7]. In this technique, text steams are partitioned into a number of 
non-overlapping sliced time intervals.  The theme of each interval is identified and the 
evolution of theme between successive intervals is extracted. However, the events of 
the incident are not identified. An event in the terror attack incident may take more 
than one interval or only part of an interval. The theme extracted from an interval may 
be part of an event or a combination of several events that occur in the interval.  Such 
technique is not ideal for users to capture the flow of major events in a terror attack 
incident. 

Event evolution is a new concept developed recently.  Makkonen [6] was the first 
to conduct investigation on event evolution as a subtopic of TDT. The news 
documents within a topic are temporally linearly ordered. A narrative begins when the 
first story of the topic is detected. A seminal event may lead to several other events.  
The events at the beginning may have more influence on the events coming 
immediately after than the events at the later time. As we go through the event in the 
temporal order, we may see the evolution of events within a terror attack incident.  
The events and the event evolution relationship can be represented as a graph 
structure (Fig. 2). Nallapati et al. [8] have investigated the dependencies among 
events and developed a few simple models to determine the event threading 
relationships from a small number of documents. However, the existing model is 
rather too simple to capture the complex relationships among the events in a large 
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collection of documents within a topic.  The concept of event evolution has not been 
well defined. Wei and Chang [9] proposed an event evolution pattern discovery 
technique that identifies event episodes together with their temporal relationships that 
occur frequently in a collection of events of the same type. Their work differs from 
prior studies in that they focus on segmenting a sequence of news stories of a specific 
event into event episodes and generalizing event episodes across different events of 
similar topics. However, they only consider temporal relationship in their technique.  
In this work, we formally define the event evolution by three logical rules.  Besides, 
we introduce the temporal relationship, event similarity, temporal proximity and 
document distributional proximity to identify the event evolution relationships to 
construct the event evolution graphs. Given such graphical representation of the 
underlying structure of events in a terror attack incident, users can easily navigate the 
development of the incident and extract specific information for their needs.   

Event 1

Event 2
Event 4

Event 3 Event 5

 

Fig. 2. Event evolution graph 

2   Event Evolution 

Event evolution describes the relationship between two events in a news topic.  In 
order to have a better understanding of event evolution, we must first understand the 
definitions of story, event, and topic as defined in the research area of topic detection 
and tracking (TDT).  A story is a news article delivering some information to users.  
An event is something that happens at a specific time but may or may not at a specific 
place.  Although event is defined with a specific place in typical definition in TDT, 
some events do not have a specific place practically.  An event may happen at many 
places at the same time.  A topic is a set of events that are strongly interconnected 
with each other.   

Event evolution is a new concept developed by Makkonen [6], Nallapati et al. [8], 
and Wei and Chang [9] recently.  Makkonen described event evolution as the 
changing nature of a topic.  Nallapati el al. described event threading as the 
dependencies between events, while Wei and Chang viewed event evolution as 
temporal dependencies between episodes (i.e., stages or subevents) with an event.  We 
formally define event evolution as a relationship between the events within a topic 
such that the relationships are narrating the changes of events from the seminal events 
to the terminal events along the timeline.  Such relationship is known as event 
evolution relationship [10].  We define that the event evolution relationship between 
event A and event B must follow 3 rules if event A evolves to event B: (1) event A  
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must temporally precede event B, (2) event A must be the necessary and/or the 
sufficient condition of event B, (3) the event evolution relationship must coincide 
with the user information needs.   

2.1   Event Evolution Graphs 

To represent the changes of nature within a terror attack incident, we use an event 
evolution graph to represent the underlying structure of the events and their 
relationships. Given such event evolution graphs, we can easily identify the seminal 
events of the terror attack incident and the evolution from the seminal events to 
other events. For example, the terrorists seizing the Beslan school is the starting 
event of the “Beslan School Hostage Crisis”. The starting event evolves to the event 
of the attack of Russian special task force. Such Russian attack event is the seminal 
event that causes the death of the hostages, the investigation of the suspects, the 
counterterrorism responses from other countries and some other events.   

An event evolution graph is a directed acyclic graph (DAG) consisting of events as 
the nodes and event evolution relationships as the directed edges between nodes.  
Given a set of n distinct news stories S = {s1, s2, ···, sn} on a given news topic, we 
have a set of m events E = {e1, e2, ···, em} and their event timestamps T = {t1, t2, ···, 
tm}.  ti = τ(ei).  Each story is assigned to one of the m events.  A directed edge from 
vertex ei to ej is created in the event evolution graph if there is an event evolution 
relationship from ei to ej. Event ei is the parent of event ej and event ej is the child of 
event ei. L is the set of event evolution relationships, L = {(ei, ej) where ei, ej∈E.  
Therefore, the event evolution graph G is a directed acyclic graph, G = {E, L}.  The 
most important task in constructing the event evolution graph is identifying the event 
evolution relationships from the events of the terror attack incident. 

Table 1. Eight temporal relationships that satisfy the first rule of event evolution relationship 

 Temporal Relationships Illustration 
1 tA < tB (tA before tB)  sA    eA     sB    eB  

 
2 tA m tB (tA meets tB) sA    eA  

       sB    eB      
3 tA o tB (tA overlaps tB) sA          eA  

       sB          eB 
4 tA di tB (tA contains tB)   sA                 eA  

       sB      eB 
5 tA s tB (tA starts tB)  sA     eA  

 sB                   eB 
6 tA si tB (tA started by tB)  sA                   eA  

 sB     eB 
7 tA fi tB (tA finished by tB)  sA                   eA  

               sB     eB 
8 tA = tB (tA equal to tB)  sA     eA  

 sB     eB 
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In order to satisfy the first rule of event evolution relationship that event A must 
temporally precede event B, we adopt eight temporal relationships among the thirteen 
temporal relationships as defined by Allen [4].  An event has a timestamp t which is a 
time interval.  Given two events, event A and event B, and their timestamps, tA = 
[sA,eA] and tB = [sB,eB], the eight temporal relationships between event A and event B 
that satisfy the first rule of event evolution relationship are illustrated in Table 1.  The 
distance between tA and tB, d(tA,tB), is measured as eA - sB if eA is before or equal to sB; 
otherwise d(tA,tB) equals to 0.   

We utilize the event similarity to identify the pairs of events that satisfy the second 
and third rules of event evolution relationships.  The events that follow the second and 
third rules share some common information in their content, such as keywords, person 
and location names.  Stories in the pair of events which possess the event evolution 
relationship usually discuss closely related matters.  The authors of the news stories 
tend to refer the parent event when they are writing the stories of the child event.  In 
our work, we utilize the cosine similarity of term vectors to represent the relatedness 
of events.  

Define a k-term feature space for S as  = { 1, 2, …, k}, then a story i can be 
represented as a weighting vector i = { i1, i2, …, ik}. The traditional TF-IDF 
function is  

                           log
max

ik
ik

il k
l

tf N

tf df
ω =                                                 (1) 

where tfik is the frequency of term k in document i. N is the total number of documents 
in that topic and dfk is the number of documents which contains term k in that topic.  

We compute the event term vector of event j using the average of the document 
term vectors of stories that belong to event j. We define the event term vector for 
event j as ’

j = { ’
j1, 

’
j2, …, ’
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where nj is the number of stories in S that belongs to event j.  
The event content similarity is computed as followed.  
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In addition to the event similarity, we also adopt the temporal proximity and 
document distributional proximity to measure the strength of event evolution 
relationships. If two events are distant from each other along the timeline, then the 
event evolution relationship is less likely to exist between them than those events 
occur closely with each other. The longer the temporal distance between the two 
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events is, the less likely the event evolution between them exists and vice versa.  On 
the other hand, the document distributional proximity supplements the weakness of 
temporal proximity when there is a burst of number of events in a relatively short 
period which usually happens at the beginning of the incident.  We utilize two 
decaying functions to reflect the temporal proximity and document distributional 
proximity. 

−

= T

eed

ji

ji

eeetp

))(),((

),(

ττ
α

                                             (4)  

where T is the event horizon defined as the temporal distance between the start time of 
the earliest event timestamp and the end time of the latest event timestamp in the 
same topic. τ(ei) is the timestamp of ei.   is the time decaying factor which is 
between 0 and 1.  

N

m

ji eeedf
β−

=),(                                                         (5) 

where m is the number of documents that belong to the events happening in-between 
event e1 and e2. N is the total number of documents in the topic. β is the document 
distribution decay factor which is between 0 and 1. 

To measure the strength of the event evolution relationship between two events, we 
integrate the event similarity function and the two decaying functions to compute the 
event evolution score as follow: 

=
otherwise0
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In this work, we utilize a static threshold  (0 <  < 1) on the event evolution scores 
to identify the event evolution relationships.  If the event evolution score of a pair of 
events is higher than or equal to the static threshold, we consider that there is an event 
evolution relationship between this pair of events.  The event evolution graph is 
constructed as 

G = {E,L} 

where }),(|),{( λ≥= jiji eescoreeeL .                                                         (7) 

The size of the event evolution graph depends on the granularity of the events.  If 
we decrease the granularity of the events, there will be more number of events. As a 
result, the complexity of the event evolution graph increases. That means the number 
of event evolution relationships increase. For example, considering the four events, 
“Chechen terrorists seized the Beslan school with hostages” (Event A), “Negotiation 
with terrorists broke down” (Event B), “26 women and infants freed but most 
hostages were still held” (Event C), and “Special task force assaulted terrorists” 
(Event D), we may identify the event evolution relationships from Event A to Event 
B, Event A to Event C, and Event B to Event D. However, if we increase the 
granularity, we may merge Event A, Event B and Event C as one single event because 
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these events occur in a short period of time and there is only one story in each of the 
first two events. In this case, the event evolution relationships from Event A to Event 
B and Event A to Event C are gone but there is one event evolution relationship from 
the merged event to Event D. The granularity of the event evolution graph should be 
controlled by users depending on their information needs. Some users may want to 
have a brief picture of the overall incident at the beginning. Some other users may 
want to explore more and decrease the granularity when they find interests in the 
specific events.   

3   Case Study 

In this section, we illustrate the event evolution graph of the terror attack incident.  
The news stories in our corpus are all extracted from the CNN News website. All 
stories are written in English. The corpus is generated by automatic crawling and 
searching with the support of filtering by human annotator. Given the URL of a 
beginning news story, the crawler analyzed the hyperlinks in the “related stories” 
section on each page of news story. It eliminated invalid links and crawl the linked 
news stories. The crawler repeated this process until there were no more links 
available or it reached a predefined depth. Since the section of “related stories” is 
often manually created, it is a good indicator of related stories. Alternatively, the 
human annotator submitted a query containing topic-specified keywords and obtained 
the searching results. The system analyzed the hyperlinks in the searching results and 
crawled related news stories on the submitted topic. Unrelated stories collected in 
these processes were then filtered out manually.   

After the generation of the corpus and filtering of unrelated stories, the human 
annotator was also instructed to create the truth data of the event evolution graphs. 
The annotator was first asked to read through the news stories within a specific topic 
several times and formed a general picture of event evolution graph. In the second 
step, he was asked to identify the events and assigned each story to one of the events. 
Given the events, the annotator identified the evolution relationship based on the three 
rules of event evolution relationships. The annotator reviewed and revised the event 
evolution graph until no further revision could be made.  

In the following subsection, we use the terror attack incident of Chechen Terrorist 
Seizing Beslan School as an illustration. As discussed in the earlier section, the 
complexity of event evolution graphs increases as we decrease the granularity of  
the events. For illustration purpose, we choose a higher granularity in order to present 
the ideas of event evolutions and the impact of the event evolution scores on the 
performance of the automatic generated event evolution graphs.   

3.1   Chechen Terrorists Seizing Beslan School  

In the terror attack case of Chechen Terrorist Seizing Beslan School, there are 32 
news documents collected from CNN.  We have identified 8 events. The details of the 
events are presented in Table 2. 
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Table 2. Events in Chechen Terrorists Seizing Beslan School terrorist attach case 

Event
no.

Label Number of
doc.

Start
time

End time 

1 Chechen terrorists seized the Beslan school
with hostages, negotiation and some hostages 
freed

5 2004-09-
02 01:46 

2004-09-
03 07:08 

2 Special task force assaulted terrorists and
hundreds of hostages were dead 

3 2004-09-
03 14:46 

2004-09-
05 05:14 

3 The responses of different parties on the
Beslan school hostage tragic

5 2004-09-
04 15:45 

2004-09-
07 13:04 

4 Russia approached to identify the suspects of
Beslan tragic

6 2004-09-
06 01:07 

2004-09-
08 17:54 

5 Russia conducted investigation and was 
determined to put terrorists on trial

4 2004-09-
08 15:44 

2004-09-
24 11:36 

6 Beslan school resumed classes after the
hostage tragic 

3 2004-09-
14 08:12 

2004-09-
15 12:33 

7 Russia claimed to strike Chechen terrorism 3 2004-09-
14 08:52 

2004-09-
17 12:38 

8 Russia’s successive efforts against terrorism 3 2004-09-
29 12:01 

2004-12-
17 13:53 

 

 

Fig. 3. Event evolution graph of Chechen Terrorists Seizing Beslan School terror attack case 
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Fig. 3 presents the event evolution graph of Chechen Terrorists Seizing Beslan 
School terror attack case generated by a professional annotator.  There are 11 event 
evolution relationships.  Event 2 “Special task force assaulted terrorists and hundreds 
of hostages were dead” has 4 out-links which is the maximum in the event evolution 
graph.  It can be considered as a seminal event that causes the sequences of events 
such as the responses of anti-terrorism from different countries, the investigation of 
the attack and striking the terrorists.  Event 6 “Beslan school resumed classes after the 
hostage” and event 8 “Russia’s successive efforts against terrorism” are the terminal 
events.  They can be considered as the final results of the events.   

Fig. 4 presents the result of the event evolution graph generated with the threshold 
of event evolution score as 0.55.  The precision is 0.73 and the recall is 0.73.  Fig. 5 
presents the result of the event evolution graph generated with the threshold of event 
evolution score as 0.60. The precision is 0.85 and the recall is 0.55. When we increase 
the threshold, we reduce the number of incorrect event evolution relationship; 
however, we increase the number of missed event evolution relationship.  As a result, 
the precision increases but the recall decreases.   

As we observe in the automatic generated event evolution graphs, some event 
evolution relationships from Event 2 are missed. It is mainly because the temporal 
distance between Event 2 and the child events are relatively large. The influence of 
Event 2 to the child events is considered less in our proposed techniques. As a result, 
they are easily missed.  On the other hand, incorrect event evolution relationship from 
Event 3 to Event 4 is identified by our proposed techniques. It is because there are 
some overlapping content in the stories of both events and the temporal distance 
between the two events is small. It is difficult to achieve perfect precision and recall; 
however, the proposed techniques are promising in producing a meaningful and useful 
event evolution graph to support user navigation and extraction of information to 
satisfy their information needs. 

 

Fig. 4. Automatic generated event evolution graph with the threshold of event similarity as 0.55  
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Fig. 5. Automatic generated event evolution graph with the threshold of event similarity as 0.60 

4   Experiment 

We have conducted an experiment to evaluate the performance of our proposed 
techniques in constructing the event evolution graph.  10 news topics are collected in 
our corpus.  On average, there are 78 news stories per topic, 17.6 events per topic and 
4.44 stories per event.  From the event evolution graphs we generated manually, there 
are 24.4 event evolution relationships per topic and 1.4 event evolution relationships 
per event.   

We tested the evolution score function with different parameters: 

• CS: Cosine similarity of event term vectors only, without temporal proximity and 
document distributional proximity. This is equivalent to setting  = 0 and  = 0 in 
our suggested event evolution score function; 

• CS*TP: Cosine similarity of event term vectors multiplied by temporal proximity. 
This is equivalent to setting  = 1 and  = 0; 

• CS*DF: Cosine similarity of event term vectors multiplied by document distributional 
proximity. This is equivalent to setting  = 0 and  = 1; 

• CS*sqrt(TP*DF): Cosine similarity of event term vectors multiplied by the square 
root of the product of temporal proximity and document distributional proximity. 
This is equivalent to setting  = ½ and  = ½.  

In Fig. 6, we observe that both CS*TP approach and CS*DF approach are better than CS 
approach substantially. This proves that both the temporal proximity and document 
distributional proximity are helpful in evaluating event evolution relationships. However, 
it is also interesting to observe that CS*sqrt(TP*DF) approach which incorporates both 
temporal proximity and document distributional proximity does not significantly 
outperform the CS*DF approach. It may due to the overlapping effect of the temporal 
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Fig. 6. Experimental result 

proximity and document distributional proximity have some overlapping effects. When 
they are both included, they cancel the effects of each other in some degree.  

5   Conclusion 

There is a large volume of news stories reporting the terror attack incidents on the 
Web. This information is of great interest to us due to the recent threat of terrorism.  
In order to capture the development of the events in these terror attack incidents 
efficiently and effectively, we develop the techniques to identify the event evolution 
relationships of the events and represent the underlying structure as event evolution 
graphs.  Illustration has been presented.  An experiment has been conducted to report 
the impact of the parameters of the proposed event evolution score function.  The 
performance of the proposed technique is promising. It supports users in efficient 
navigation of the related events and effectively extracts the specific information that 
satisfies user information needs.  
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Abstract. For many government agencies, measuring effectiveness has proven 
to be extremely problematic.  There are several reasons for this, but the manner 
in which government agencies have implemented the Government Performance 
and Results Act (GPRA) has not helped. Rather than create a rich suite of 
appropriate data to support decision-making at all levels of the organization, 
most agencies have been content to report a small number of high-level 
outcome measures whose relationship to more effective management is unclear.  
Despite clear requirements for measures of different types and at every level 
from specific program activities and products up to societal outcomes, existing 
GPRA guidance actually encourages agencies to misinterpret what is required.  
As a result, GPRA performance reporting is now little more than an exercise in 
satisfying checklist requirements. This paper presents a new approach for 
developing agency and program appropriate measurement and data schemas to 
support decision-making at every level of an organization. The approach 
presented integrates a number of existing management tools, such as Program 
Logic Models and Activity-Based Costing, and adds a new concept – Outcome-
Oriented Activity Impact Measures. Several anti-terrorism functions are used to 
illustrate the concepts presented. A fundamental premise underlying this 
approach is that government agencies and programs impact societal outcomes 
only by performing activities for which there is an expectation of beneficial 
impact. The paper does not tell any agency what to measure. Rather, it provides 
a sound approach through which agency managers can identify measures of 
effectiveness and other data appropriate to their specific programs.  

1   Introduction 

The federal landscape is littered with failed efforts at improving government program 
effectiveness and efficiency with “new” managerial methods.  Included among the 
wreckage are Management by Objectives (MBO), Zero-Based Budgeting (ZBB), and 
Total Quality Management (TQM). The most recent effort, the Government 
Performance and Results Act (GPRA) is also failing to meet expectations and has 
arguably devolved into a bureaucratic exercise of checklists and the reporting of 
easily obtained statistics rather than being the transformational force intended. One 
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obvious response to this statement is “Why has government reform failed so badly?”  
Another might be “If those other efforts didn’t work, what would?”  This paper 
provides one federal manager’s partial and perhaps even simplistic answers to the 
second question, with the hope that efforts that do work can contribute to upgrading 
our understanding of measuring effectiveness in anti-terrorism programs. 

2   For-Profit and Not-for-Profit Measurement Environments 

Without significant adaptation, some measurement concepts developed for the for-
profit sector frequently do not work well when applied to government.  There are 
several reasons for this but two are paramount.  First, desired outcomes in the for-
profit sector (profit rather than loss, high return on investment) are internal to the 
enterprise, can generally be expressed in terms of a single unit of measurement – 
dollars – and can be determined with some precision.  Outcomes sought by 
government programs are felt in society as a whole and come in many different forms 
– a sense of security from crime, safety on the highways, equitable protection of 
property and personal rights, etc.  Some have attempted to express outcomes of this 
kind in dollars but such figures do not have widespread credibility.  As a result, it is 
difficult to meaningfully measure outcomes in the government and not-for-profit 
sectors in an aggregate way.  Rather, selected data sets (usually selected for the 
simple reason that they are available) are used to make inferences about overall 
outcome goals, but the linkages and proof can be very weak.  

The other major difference is time. In the for-profit sector, products and services 
exist for a time, after which they disappear. This process can be extremely rapid.  In the 
government sector, efforts in pursuit of societal outcomes generally exist for all time. 
This is not the result of bureaucratic self-perpetuation. It is because most government 
programs respond to enduring facts of life.  For example, the societal need for highway 
safety will continue to exist so long as we have highways.  Government products and 
services will change over time but facts of life endure. Additionally, many government 
programs aim to change behavior, but behavior changes slowly. Thus, government can 
seem to be plodding in comparison to the for-profit sector. Outcome measures for 
government programs must be tailored to the timeframes over which they operate. 

3   Data, Information, Knowledge, Understanding and Wisdom 

There is a logical and hierarchal relationship between data, information, knowledge, 
understanding and wisdom.  As shown Figure 1, the DIKUW Hierarchy1, there is a 
place for numerical and other “factual” observations (i.e., data) on conditions existing 
within the “problem space” of concern.  Moreover, data can be placed in context, 
processed and combined in ways that make it more meaningful.  Thus, data becomes 
information.  However, data and information are not enough. We must move beyond 
our preoccupation with the quantitative (data and information) and move to the more 
important qualitative levels of the hierarchy (knowledge, understanding and, 
hopefully, wisdom).  
                                                           
1 “The Data, Information, Knowledge, Wisdom Chain: The Metaphorical Link”: Jonathan Hey, 

December, http://best.me.berkeley.edu/~jhey03/files/reports/IS290_Finalpaper_HEY.pdf  
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Fig. 1. 

4   Managerial Decision-Making in an Organizational Context 

A number of propositions underlay the approach presented. Complete justifications 
for each of these propositions could be provided but, in the interest of brevity, they 
will be presented here in tabular form in two broad categories: (1) Management and 
Decision-Making and (2) Organizational Objectives and Effectiveness. 

Table 1. Propositions on Management and Decision-Making 

1. The defining role of managers is making decisions. 
2. Decision-makers are found at all levels of any given organization. 
3. Decision-makers in a given organization, while linked by common organizational 

objectives, will have differing spheres of responsibility within which they make 
decisions.  

4. Acting within his or her sphere of responsibility, a manager’s duty is to make 
decisions that will maximize program Effectiveness and/or Efficiency, and thereby 
improve Cost-Effectiveness.2  

5. Decision-makers with differing spheres of responsibility have differing information 
needs.3 

                                                           
2 Effectiveness measures the impact on outcomes of a given activity, product or service.  

Efficiency measures the cost per unit of performance of a given activity, product or service.  
Cost-Effectiveness measures the impact on outcomes per dollar expended producing a given 
class of activity, product or service.   

3 To understand this point, consider a car manufacturer.  The CEO will manage the corporate 
bottom line by using high level/aggregated data from the major divisions within the company.  
That’s appropriate.  But someone will be responsible for automotive brakes.  That individual 
cannot make decisions about brake system designs and suppliers using high level or 
aggregated information from the brake or any other division.  This individual needs 
information on costs of materials and labor, warranty repair rates, supplier performance, 
results of accident investigations, pending lawsuits alleging brake failure, etc.  Decisions 
made about brake systems will affect both the division and corporate bottom lines, and should 
be made with the intent of maximizing both bottom lines, but such decisions require 
information that is specific, detailed and pertinent to brake systems.  This info would be 
available to the CEO if needed, but would ordinarily be below the CEO’s level of attention. 
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6. Decisions are made on some basis of support.  Possible bases include information, 
misinformation, disinformation, personal experience, prejudice, ideology, political 
considerations, personal (and maybe organizational) value systems, perceived 
personal benefit and others. 

7. Decisions will be made, with or without adequate supporting information, due to 
political pressure and/or decision deadlines (e.g., the annual federal budget cycle and 
OMB due-dates) as well as other possible factors. 

8. Tactical, operational and strategic decisions are required at all levels of an 
organization, with the balance between these types of decision being different at each 
organizational level. 

Table 2. Propositions on Organizational Objectives & Effectiveness 

1. Every organization seeks to achieve its objectives within an external system or 
societal context (i.e., group, local, national, industry, etc.) 

2. All organizations perceive their objectives as “value-adding,” with “value” being 
determined primarily by the organization. The organization’s “values” need not 
conform to those of its target.   

3. Organizations do not seek their objectives in a vacuum.  Other entities and factors 
will act on an organization’s target(s) in ways that can reinforce or counter the 
organization’s efforts and impact. 

4. No organization controls the outcomes it seeks.  Rather, an organization can only 
influence the outcomes it seeks. 

5. Organizations influence outcomes only by the actions they take. 
6. Every action taken by an organization is taken with an expectation (not necessarily 

rational) that it will create a specific beneficial impact.  
a. External/operational actions are undertaken with the expectation that the 

actions will directly or indirectly influence a societal outcome in a manner 
consistent with the organization’s objectives.  

b. Internal/support actions are undertaken with the expectation that the actions 
will positively influence the organization’s ability to carry out its external/ 
operational actions.   

5   The Management Decision-Making Process 

In order to create a measurement schema to support the decision-making process, it 
is helpful to have an idea of what that process entails. Figure 2 presents managerial 
decision-making as a cycle with five major steps. This generic cycle addresses 
many of the propositions listed above and captures the critical steps in making any 
kind of decision. It may require a bit of word-smithing but “Identify Oppor-
tunity…” can be completed to accommodate many different kinds of decisions that 
might be thought of as somehow different.  For example, “Identify Opportunity to 
mitigate an identified risk” makes this a risk management cycle, while “Identify 
Opportunity to market a new product to satisfy ____ need” makes this a business 
planning cycle. If carried out in keeping with the implications of the DIKUW 
Hierarchy and the propositions above, the steps shown in Figure 2 should lead to a 
good decision. 
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Fig. 2. 

6   Effectiveness and Efficiency in Government Programs 

Readers jaundiced about government will scoff, but the reality is that most 
government programs are highly successful.  For example, more than 99.99+% of the 
oil shipped by water safely gets where it is going.  Similarly, significant accidents in 
commercial aviation are exceedingly rare and the vast majority of automobile trips are 
completed safely.  Other examples could be provided but there are more important 
points to be made.  One is that government is not solely responsible for any of these 
cited public outcomes.  Many others also influence these positive outcomes.  Among 
them are responsible ship and airline operators, the vast majority of the driving public 
and others too numerous to mention.  In fact, what may anger more people about 
government is not its lack of Effectiveness but rather its perceived lack of Efficiency. 
Another important point is that, when dealing with issues such as potential incidents 
involving oil tankers and airliners, a success rate of 99.99999+% can result in public 
outrage.  Concerns over Efficiency may cause a slow public or Congressional burn, 
but shortcomings in Effectiveness are what really get things stirred up.   

Responsible managers will seek excellence in effectiveness, efficiency and cost-
effectiveness, and will set goals accordingly.  Thus, while a goal of reducing already 
low accident rates by __% over the next year would be appropriate under some 
circumstances, a more appropriate goal under other conditions might be to reduce 
program operating costs by __% without letting failures rise.  Finally, for programs 
operating at or near a tipping point (i.e., where marginal increases in performance 
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come only at the expense of extraordinary increases in cost or, conversely, where 
marginal reductions in program expenditures result in significant increases in program 
failure) it may be most appropriate to simply concentrate on maintaining a satisfactory 
and cost-effective status-quo.  Sometimes, good enough really is good enough. 

7   The Performance Logic Model 

There are a number of thoughts captured above that must be taken into account when 
designing a suite of decision-support data and information: outcome orientation, 
external context for outcomes sought, impact only through actions taken, expectation 
of beneficial impact for actions taken, influence over outcomes rather than control, 
managerial spheres of responsibility, decision support information tailored to the 
needs of individual managers, complete Concepts of Operation, Effectiveness, 
Efficiency and the Law of Unintended Consequences.  The measurement approach 
outlined below is an attempt to satisfy the implications of each of these key thoughts. 

Lying at the heart of this approach is something called a Performance Logic 
Model4 (Figure 3).  A Performance Logic Model (PLM) consists of a series of logical 
How? and Why? questions that link, at one end, the activities performed by an 
organization and, at the opposite end, the outcomes sought by the organization.  Once 
the logical How/Why structure is built, an appropriate set of internal and external data 
and other information can be identified, collected and used to support managerial 
decisions.  
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Fig. 3. 

                                                           
4 The Performance Logic Model concept is adapted from Program Logic Models used for a 

number of years in various organizations.  A Performance Logic Model is a Program Logic 
Model with measurement added. 
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Viewed from the outcome end, a PLM helps an organization answer the question 
“How do we achieve our objectives?” or for government, “How do we influence the 
societal outcome for which we have been assigned responsibility?”  Viewed from the 
activities end, a PLM will enable a member of the organization to answer the question 
“Why am I doing this?”  At a higher level of understanding, a PLM will help a worker 
identify the societal outcome he or she is working to bring about.  At a lower level, a 
PLM answers a more immediate question: “What impact will my work have?”   
Borrowing from the parable used in almost every leadership seminar over the last few 
decades, a PLM would help the stonecutter recognize that he is both building a 
cathedral and cutting a stone.  Understanding does not have to be an either/or 
proposition. 

When appropriate measures of effectiveness at the activity level and higher-level 
outcome measures are considered together, a PLM helps answer questions such as 
“Are our activities creating the intended impact?”  With cost of performance data, a 
PLM can help answer the efficiency or cost-effectiveness question “Is the impact 
created by this activity commensurate with its cost of performance?”  With the right 
external data (e.g., the number of ____ will increase sharply over the next decade), a 
PLM can become a tool for forecasting future demand for services or products.  

8   A Performance Logic Model Case Study 

Developing and explaining a full-blown Performance Logic Model for a complex 
activity is beyond the scope of this paper but a partial Coast Guard model illustrates 
some of the key points. Fortunately for the purposes of this paper, there are 
significant similarities between many of the activities carried out by the Coast 
Guard in pursuit of its pre-9/11 objectives and the activities carried out by DHS and 
others in post-9/11 anti- and counter-terrorist programs. In its pre-9/11 GPRA 
efforts the Coast Guard identified 5 high level societal outcomes sought through its 
missions.  One was to “Eliminate deaths, injuries and property damage associated 
with maritime transportation, fishing and recreational boating.” Few would 
question that this is a desirable societal outcome goal.  The real question, however, 
is how to achieve it.   

The Coast Guard’s highest-level strategic approach to achieving its outcome 
goals is Risk Management.  As Risk results from the combination of Probability 
and Consequence, Risk Management consists of measures taken to reduce 
Probability (i.e., Prevention) and to mitigate Consequences when Prevention fails 
(i.e., Response). Prevention and Response are both logical and intuitively 
appealing, but they are still far too broad for effective execution. Enter the 
Performance Logic Model.   

There are many separate things that have to happen if marine accidents are to be 
prevented and the full range of measures is far too extensive to list here.  However, 
even a single branch of the Prevention How/Why logic model will serve to illustrate 
the process. Figure 55 traces the deconstruction of the nation’s transportation safety 
                                                           
5  Observant readers will have noted that Figure 4 is horizontal while Figure 5 is vertical.  

Either way works. 
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goal6 into a Coast Guard goal and then into a goal for the Coast Guard’s Merchant 
Marine Safety Program, which focuses on marine transportation.  These goals are all 
high-level outcome goals.  The next level down consists of intermediate goals.  
Getting the intermediate goals right is the key to building a useful How/Why logic 
model.  Doing this requires both developing a solid logical How/Why structure and 
using the right words to express intermediate goals.  Note that, as shown here, there 
may be several levels of intermediate goals needed to capture a complete logical 
structure. The salient common characteristic of the intermediate goals shown in 
Figure 5 is that each is necessary but not sufficient to attain the supported outcome 
goal.  Intermediate goals are pursued by producing outputs – products and services – 
which are, in turn, delivered through the activities performed by Coast Guard men and 
women across the nation. This is where the Coast Guard, or any other agency, adds 
value – by performing activities that impact societal outcomes.   

Merchant Marine Safety Goal: Eliminate the risk of deaths, injuries and property 
damage associated with maritime transportation.

USCG Goal: Eliminate deaths, injuries and property damage associated with maritime 
transportation, fishing and recreational boating.

DOT Goal: Promote the public health and safety by working toward the elimination of 
transportation-related deaths, injuries, and property damage.
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A Simplified Coast Guard Performance Logic Model 

Fig. 5. 
                                                           
6  The highest level outcome goal shown in Figure 5 is a Department of Transportation (DOT) 

goal. The Homeland Security Act of 2002 (P.L. 107-296) specified that the Coast Guard’s 
non-homeland security missions were to continue without change in the new Department. 
Thus, this goal remains relevant today. 
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9   Selecting Appropriate Measures    

There are a number of factors that have to be considered when deciding what kinds of 
measures to use when crafting a Performance Logic Model.  Many of these are 
actually determined by the nature of the work being measured.  In every case, 
however, it is vital that those selecting measures of effectiveness and other data 
understand the purposes to which it will be put. 

The Government Performance and Results Act of 19737 (GPRA) governs 
measuring performance in federal programs.  GPRA has forced agencies to think in 
terms of the societal outcomes for which they are responsible but it has not lived up to 
expectations.  A major reason for that may be that GPRA implementation has been 
focused on judging effectiveness only, and then only in terms of highest-level 
outcomes.  

The first substantive statements in GPRA are contained in Section 2 - Findings and 
Purposes.  This section opens by talking about “…waste and inefficiency in federal 
programs…” and goes on to mention efficiency and inefficiency as often as it 
mentions “performance and results.”  Despite this, in 50+ pages, GAO Guidance on 
GPRA implementation8 mentions the word efficiency only twice and inefficiency 
only once.  Similarly, GPRA talks in various sections to measuring 
“…results…service quality… customer satisfaction…” and the need for 
“…performance indicators to be used in measuring or assessing the relevant outputs, 
service levels, and outcomes of each program activity…” (emphasis added).  Despite 
the importance given to these performance indicators, the GAO guidance mentions 
outputs only 3 times, customer satisfaction only once and service levels not at all!  
The document is effectively silent on meaningful measurement of program activities.  
Even though government programs create, or fail to create, benefit at the activity 
level, GAO appears to be actively discouraging measurement at any level below the 
overall program!  Guidance issued by the Office of Management and Budget on its 
Program Assessment Rating Technique, also aimed at GPRA requirements, is 
similarly focused on high level outcomes9.   

This GAO and OMB exclusive focus on high-level outcomes has had adverse 
consequences.  For example, I was once told by a senior Coast Guard manager that 
GPRA actually forbids any measurement below the highest level outcomes!  That is 
not only factually wrong, it is also complete nonsense.  Measuring overall program 
outcomes is absolutely necessary, but decision-makers also need more detailed 
information on the activities by which they seek to influence those high-level societal 
outcomes in order to manage programs and activities for effectiveness and efficiency.  
Denying them this information cannot be what GPRA’s drafters intended.  

GPRA’s call for capturing managerially meaningful information down to the 
program activity level is in keeping with Propositions 2 through 5 in Table 1 and 
                                                           
7 Text available at http://www.whitehouse.gov/omb/mgmt-gpra/gplaw2m.html#h2 and other 

sources. 
8 “Executive Guide: Effectively Implementing the Government Performance and Results Act”: 

Government Accountability Office, 1996: Washington, DC; available at www.gao.gov/cgi-
bin/getrpt?GGD-96-118  

9 See http://www.whitehouse.gov/omb/part/index.html for OMB’s guidance on the PART 
process. 
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Propositions 5 and 6 in Table 2.  Further, the brake system manufacturing example in 
Footnote 3 illustrates and validates the necessity of using outcome-oriented 
information that is both different from and far more granular than high-level outcome 
measures. With this solid foundation for the necessity of capturing useful data at the 
activity level, we can now turn to the issue of the kinds and characteristics of data that 
would be useful.   

In general, there are three basic categories of information that would be useful in 
managing an activity in detail: (1) environmental data that describes the context 
within which the activity will be conducted; (2) the cost of actually performing the 
activity; and (3) the outcome-oriented impact achieved in performing the activity.  
The specific information captured in each of these categories for a given activity, 
particularly outcome-oriented impact data, will depend on the nature of the activity 
in question.  These can be illustrated by looking at TSA’s passenger screening 
function. 

Environmental data pertinent to TSA screening would include factors such as the 
number of airports and screening points within them, the number of passengers in 
each who require screening and leading indicators of future demand, such as 
industry growth trends and airport construction plans.  Activity cost data would 
primarily be the direct point of performance costs - labor and pro-rated equipment 
costs.  Indirect overhead costs such as space, utilities, training and oversight, both 
immediate and at higher levels, should also be captured.  Finally, there is 
effectiveness.  An incident would reveal ineffectiveness but, as is true for many 
security and safety programs, we can’t wait for incidents to find out if TSA 
screening is being effective.  Proxies and indirect measures are needed.  These 
could include the numbers of forbidden items detected and the number of times 
trusted agents were able to get past security.  Such measures might not be definitive 
but they would be indicative and useful. 

10   Outcome-Oriented Activity Impact Measures 

If an agency’s mission or functions relate to a societal outcome over which the 
involved agency has some influence but no true control, the normal case for most 
government agencies and not-for-profit organizations10, measuring effectiveness is 
especially problematic.  Was the desired societal outcome achieved because of 
something the agency did?  Or were the agency’s actions irrelevant?  Was the desired 
outcome not realized in spite of properly executed agency efforts?  Were the agency’s 
efforts merely inadequate or, in the worst case, were the agency’s efforts actually 
harmful?  These questions can be boiled down to “Is the agency doing the right 
things?” and “Is the agency doing the right things right?”11  In either case, how can 
we tell? 

                                                           
10  For-profit entities don’t actually control their outcomes either.  Customers have the final say.  

However, measurement may be more easily conducted in the for-profit sector than in 
government and not-for-profits. 

11  Those who survived the government’s TQM fad of the early 1990s will recognize these as 
the first two elements of the TQM triplet: “Do the right thing. Do the right thing right. Do the 
right thing better.”  A properly developed Performance Logic Model helps to satisfy all three 
TQM commandments. 
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The answer to that question is provided by Propositions 4, 5 and 6 in Table 2.  
Taken together, these propositions imply that the best way to assess the effectiveness 
of most government programs may be by identifying the specific impacts expected 
from individual activities, products and services, and then seeing if those impacts are, 
in fact, being created.   

Outcome-Oriented Activity Impact Measures must be chosen with consideration 
for the nature of the activity in question (is the activity expansive or retractive, case 
work or process flow work?), the specific outcome-oriented impact expected from the 
activity and the operational concept on which the activity is based.  Providing detailed 
instructions on how to select appropriate measures is beyond the scope of this paper.  
However, a few comments can be offered and first among them is that merely 
counting the times an activity has been performed is not sufficient.  Neither are other 
simple numerical tallies, such as the number of defects identified in an inspection 
process or the number of intelligence sources recruited.  The significance of the 
defects identified and the value of the sources recruited are far more important.  One 
major defect identified or one major intelligence source recruited may be vastly more 
important than hundreds or even thousands of the less significant.  Evaluating such 
qualitative outcome-oriented activity impact may not be easy, especially in a field as 
subjective as intelligence, but that does not mean that it should not be attempted.   

If the activity involves a customer interaction, then customer satisfaction is 
probably an appropriate measure.  If the customer interaction in question is an in-
depth encounter, such as applying for a permit or license, then an individual 
questionnaire might be appropriate.  On the other hand, if customer encounters are 
brief and occur in large numbers, periodic surveys are the better bet.  Of course, there 
is also a question of how customer satisfaction should be measured.  This will be 
driven by the nature of the customer interaction.  For example, if the interaction is a 
permit application, the applicant should not be asked an open-ended question such as 
“Are you satisfied?”  If the applicant was properly denied a permit for which the 
applicant was clearly unqualified, the answer will be both “No” and irrelevant.  More 
appropriate questions would relate to level of service such as “Was your appointment 
time met?” and “Were your questions answered?” and possibly “If the permit you 
asked for was denied, were you told what you will need to do to receive it in the 
future?”   

11   Deciding What to Measure and How 

Attempting to give managers a specific pre-determined list of what they should 
measure and how would be a fool’s mission. The reason for this is simple – no outside 
consultant or “expert” will understand an agency’s mission or management concerns 
as well as the agency’s managers. Rather, the most that should be attempted is to 
provide concepts and guidelines that will assist managers as they decide for 
themselves what to measure and how. That is what this paper is intended to 
accomplish – provide concepts and guidelines that will help managers identify 
measures and data that will best meet their needs. Thus, the final thoughts to be 
offered are a list of the characteristics that a well designed measurement schema will 
satisfy. 
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Table 3. Characteristics of Quality Data and Measurements 

1. Selected by managers based on relevance to their responsibilities.  
2. Appropriate to the issue or activity being measured. 
3. Simple – Easily Collected – Affordable. 
4. Objective to the maximum extent feasible. 
5. Subjective, when appropriate or when suboptimal but unavoidable, with 

variability minimized by structured and well-anchored descriptors. 
6. Standardized and consistently applied across all like products and services of a 

widely distributed activity or broad program. 
7. Adequate to describe a program’s purpose, target and the environment in which 

that target and program exist.  
8. Inclusive of both direct and indirect program costs and presented in terms 

appropriate to the agency’s budget process.  
9. Accurate in capturing effectiveness in terms of both high level outcomes and the 

impact of activities performed in pursuit of those outcomes. 

12   Conclusion 

According to the late Peter Drucker, the guru of modern American management, 
“You cannot manage what you do not measure.”  This is no less true in government 
than it is elsewhere.  A government manager who doesn’t measure outcomes may get 
lost in the minutia of activities, products and services.  However, managers will have 
no informational basis from which to manage if they don’t measure, in some detail, 
relevant aspects of the activities, products and services for which they are responsible.  
By effectively integrating Program Logic Models, Outcome-Oriented Activity Impact 
Measures, Activity-Based Cost Management concepts, and appropriate environmental 
data, Performance Logic Models offer an innovative and potentially fruitful way to 
provide improved decision-support information to government managers. 
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Abstract. In recent years, terrorist groups have used the WWW to spread their 
ideologies, disseminate propaganda, and recruit members. Studying the terrorist 
websites may help us understand the characteristics of these websites and pre-
dict terrorist activities. In this paper, we propose to apply network topological 
analysis methods on systematically collected the terrorist website data and to 
study the structural characteristics at the Web page level. We conducted a case 
study using the methods on three collections of Middle-Eastern, US domestic, 
and Latin-American terrorist websites. We found that these three networks have 
the small-world and scale-free characteristics. We also found that smaller size 
websites which share same interests tend to make stronger inter-website linkage 
relationships.  

1   Introduction 

Terrorism and terrorist activities substantially threaten national security. Although 
authorities have taken extensive counter-terrorism measures, terrorist groups remain 
active, using all kinds of media to disseminate propaganda, seek support, and recruit 
new members. The WWW, an effective information presentation and dissemination 
tool, has been widely used by terrorist groups as a communication medium. The Web 
presence of these terrorist groups reflects their different characteristics and may pro-
vide information about planned terrorist activities. Thus, monitoring and studying the 
content and structural characteristics of terrorist websites may help us analyze and 
even predict the activities of terrorist groups. 

Recently, research on terrorism and terrorist groups on the Web has become an im-
portant topic in intelligence and security informatics. Researchers have employed 
content analysis and Web structure mining to reveal the characteristics of terrorist 
websites at site level. In this research, we analyze the structural characteristics of 
terrorist websites at a lower granularity—page level. Based on a systematically col-
lected “Dark Web” data set, we conducted topological analysis to compare the hyper-
link structures of terrorist websites from three geographical regions: Middle-East, the 
United States, and Latin-America.  

The remainder of the paper is organized as follows. Section 2 reviews previous 
work on the structure of terrorist websites and the topological analysis methods. In 
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section 3, we present our data collection methods and the “Dark Web” dataset. In 
section 4, we report and discuss our findings from the analysis. Section 5 concludes 
the paper with implications and future research directions.  

2   Literature Review 

In this section, we review prior research on the structure of terrorist websites, and the 
network topology analysis methodology, which has been widely employed in other 
domains.  

2.1   Web Mining Studies on Terrorist Websites 

The World Wide Web has been increasingly used by terrorists to spread their ideolo-
gies [1]. According to the Southern Poverty Law Center (SPLC) [2], there were 708 
active extremist and hate groups in the US in 2002. These groups had 443 websites in 
2002 and this number increased to 497 in 2003. 

Researchers and watchdog organizations such as SPLC have started monitoring, 
tracing and studying terrorist websites. The traditional approach is to study the contents 
and structure of these websites [3]. This approach is limited in the size of dataset and 
cannot be used to keep track of the dynamic characteristics of terrorist websites. Like 
other websites, terrorist websites usually suddenly emerge; the content and hyperlinks 
are frequently modified, and they may also  swiftly disappear [4]. In recent years, Web 
mining techniques have been used in cyber crime and terrorism research [5].  

Web mining combines data mining, text mining, and information retrieval tech-
niques in the Web context to discover knowledge from the content of Web pages 
(content analysis), the structure of hyperlinks (structure analysis), and the visit and 
usage patterns of websites (usage analysis). In the terrorism domain, content analysis 
and structure analysis are the most frequently used techniques.  

Studies on the content analysis of terrorist websites have shown that terrorist web-
sites present different characteristics from other ordinary websites. For example, Ger-
stenfeld et al. found that many terrorist websites contain multimedia contents and 
racist symbols [6]. Gustavson and Sherkat found that terrorist groups used the Internet 
mainly for ideological resource sharing [7, 8]. This finding was also supported by a 
few other studies such as Zhou et al. [9], which analyzed the contents of terrorist 
websites in the United States and found that sharing ideology was one of the most 
important purposes for building these websites. 

Structure analysis based on hyperlinks has also been seen in several previous stud-
ies. It is reported that website interconnection relations provide reasonably accurate 
representation of terrorist groups’ interorganizational structure [9, 10]. However, most 
of these studies focus on the hyperlink structures at the site level. There are few stud-
ies that analyze the hyperlink structure of websites among different terrorist groups at 
the page level, which may provide insight into the structure of terrorist groups. The 
topological characteristics of these websites at a lower granularity (page level) remain 
unknown. 
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2.2   Network Topological Analysis  

Statistical analysis of network topology [11] is a recent development in network struc-
ture analysis research. In network topological analysis, entities, regardless of their con-
tents, are treated as nodes and their relations are treated as links. The result is a graph 
representation of the network.  Three topologies have been widely studied recently, 
namely, random network [12], small-world network [13], and scale-free network [14]. 
Different topologies have different structural characteristics and implications.  

It has been found that most empirical networks such as social networks, biological 
networks, and the Web are nonrandom networks [11]. Actually, many of these  
networks are found to be small-world networks, which are characterized by small 
average path length and relatively large clustering coefficient compared to a random 
network. Moreover, many of these networks are also scale-free, meaning that a large 
percentage of nodes have just a few links, while a small percentage of nodes have a 
large number of links. Studies have shown that the WWW, in general, is both a small-
world and a scale-free network [11].  

A number of measures and approaches, many of which are borrowed from Social 
Network Analysis research [15], can be employed to reveal the structural patterns of a 
network. For example, nodes with high degrees may act as hubs or leaders, where the 
degree of a node is the number of links it has. The patterns found often have impor-
tant implications to the functioning of the network.  

The topological analysis has been used in previous studies on terrorist networks 
[16-18] and terrorist website structural studies at the site level [9]. In this research, we 
analyze the topological characteristics of “Dark Web” to reveal the structural proper-
ties of terrorist websites at the page level.  

3   The Dark Web Dataset 

We call the special section of the Web that is used by terrorists, extremist groups, and 
their supporters the “Dark Web.” As a long-term research project, we have kept col-
lecting and tracing the content and hyperlinks of several terrorist groups’ websites and 
created a Dark Web test bed. [19] 

3.1   Collection Building  

In our research, we focused on terrorist groups from three geographical areas: the 
United States, Latin-America, and Middle-Eastern countries. By November 2004, we 
had collected three batches of Dark Web data by spidering these websites. To identify 
the correct terrorist groups to spider, we used the reports from authoritative sources 
suggested by a domain expert with 13 years of experience. The sources include: Anti-
Defamation League, FBI, Southern Poverty Law Center, Militia Watchdog, United 
States Committee for a Free Lebanon, Counter-Terrorism Committee of the UN Secu-
rity Council, and etc. From these resources, a total of 224 US domestic terrorist 
groups and 440 international terrorist groups were identified.  

We then identified an initial set of terrorist group URLs and expanded them. In the 
initial set of URLs, all US domestic group URLs and some international group URLs 
were directly obtained from US State Department reports and FBI reports. Additional 
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international group URLs were identified through online searches. We constructed 
three terrorism keyword lists in terrorist groups’ native languages, which contain 
terrorist organization name(s), leader(s)’ and key members’ names, slogans, special 
words used by terrorists, etc. From the search results, those websites that were explic-
itly purported to be official sites of terrorist organizations and that contained praise of 
or adopt ideologies espoused by a terrorist group were added to the initial URL set. 
The initial URL set is expanded by adding the URLs’ in-link and out-link websites. 
Manual filtering was performed on the expanded links to ensure their quality.  

After the URL of a terrorist group website was identified, we used a digital library 
building toolkit to collect the contents and hyperlinks from the sites.  

We identified 108 US domestic terrorist websites, 68 Latin-American terrorist 
websites, and 135 Middle-Eastern terrorist websites.  

3.2   Network Creation  

After we collected the Web pages, the static HTML files and dynamic files were 
parsed and the hyperlinks in the files were extracted. We created a Dark Web page 
network, whose nodes were Web pages in the Dark Web collection and links were 
hyperlinks between these pages. For the US domestic collection, the network con-
tained 97,391 nodes. The Latin-American collections contained 152,414 nodes. The 
Middle-Eastern collection contained 298,761 nodes.  

4   Dark Web Page Level Topological Analysis 

4.1   Network Topological Analysis 

In this research, we ignored the directions of hyperlinks, and studied topological char-
acteristics of the resulting non-directional networks. Table 1 shows the basic statistics 
of the three networks. We defined clustering coefficient as [20]: 

3      

     

number of triangles on the graph
C

number of connected triples of nodes

×=  (1) 

Because these networks were rather large, we employed an approximation algorithm 
called ANF to calculate the average path length [21]. To estimate the diameter of the 
three networks, we randomly selected 400 nodes in each network and calculated the 
shortest path length between them.  

Comparing the topological characteristics of the three networks we found that the 
Middle-Eastern network is much larger than the US domestic network and the Latin 
American Network. The number of nodes in the Middle-Eastern network (298,761) is 
almost three times of that in the US domestic network (97,391) and two times of that 
in the Latin-American network (152,414). Among the three networks, the Middle-
Eastern network has the highest average degree (12.66), indicating that their Web 
pages tend to point to each other more often than those in the US domestic network 
and in the Latin-American network. The size of the Middle-Eastern network and the 
high average degree may indicate their relatively active status and strong intention to 
cooperate with each other.  
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Table 1. Basic statistics of the three collections of Dark Web page level networks 

Collections US domestic Latin-American Middle-Eastern 
No. of Nodes 97,391 152,414 298,761 
No. of Links 296,330 586,115 1,914,099 
No. of N-Links 239,572 475,748 1,890,728 
<k> 4.92 6.24 12.66 
C 0.32 0.31 0.06 
Crand 5.05E-05 4.1E-05 4.24E-05 
l (by ANF) 3.33 4.70 3.52 
lrand 7.21 6.52 4.97 
D (by simulation) ≥ 39 ≥ 46 ≥ 38 
NC 4,134 1,110 674 
NodeC 81,803 22,175 255,699 
LinkC 239,982 95,346 1,718,626 

N-Links: Non-directional links; <k>: average degree; l: average path length; lrand: average path length of a 
random network; C: clustering coefficient; Crand: clustering coefficient of a random network; D: network 
diameter; NC: number of components; NodeC: number of nodes in the largest component; LinkC: number of 
links in the largest component 

All the three networks have rather high clustering coefficients and small average 
path length comparing with their random network counterparts. The high clustering 
coefficient indicates that the networks contain dense and strongly connected local 
clusters. In this case, it is obvious that the Web pages are more likely to point to pages 
within the same site, resulting in local clusters. Note that the clustering coefficient of 
the Middle-Eastern network is smaller than those of the other two networks. This may 
be caused by two reasons. First, the US domestic and Latin-American networks have 
a much larger number of components than the Middle-Eastern network. These com-
ponents serve as local clusters, causing the overall clustering coefficients of the whole 
networks to be higher. Second, it may be because that the pages in the giant compo-
nent of the Middle-Eastern network are more decentralized.  

Figure 1 shows the in-degree distribution and out-degree distribution of the three 
networks in log-log plots. All the six degree distributions have a long tail which is 
often observed in large empirical networks. The in-degree distributions of the Middle-
Eastern network and the US domestic network follow a power law degree distribu-
tion. The out-degree distribution of the three networks and the in-degree distribution 
of the Latin American network show two power law parts with a tail.  

The power-law distribution takes the form of P(k) ~ k-γ, where P(k) is the probabil-
ity that a node has exactly k links. The values of the exponents of the six distributions 
are shown in Table 2. The special shape of the out-degree distributions of the three 
networks may be because a Web page normally does not contain so many hyperlinks 
to the other pages. Thus, the likelihood of such high out-degree pages will quickly 
drop as degree increases. For the in-degree distribution, as the Latin-American net-
work contains several small components and very few large components, it is difficult 
for the high in-degree nodes to emerge. As the in-degree increases, the number of 
nodes with high in-degrees decreases quickly. 
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Fig. 1. Degree distributions of the three networks 

Table 2. Exponents of the three networks’ degree distributions  

Collections US domestic Latin-American Middle-Eastern 
In degree exponent 1.94 2.16/2.53 1.60 
Out degree exponent 1.95/2.30 2.24/2.26 1.88/ 2.44 

4.2   Giant Component Analysis 

Although the Middle-Eastern network is the largest network, it has fewer components 
than the other two networks. Table 3 shows the three networks’ top five components’ 
node percentage in their networks. The three networks all have a giant component 
(The Latin-American network’s largest component has 22.77% of the nodes. But it is 
still very big compared with the other components in the network.). We also observed 
that these giant components usually are composed of several terrorist websites.  
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Table 3. The node percentages of the top 5 components in the three networks 

Component Size Rank US domestic Latin-American Middle-Eastern 
1 53.67% pages 

54 websites 
22.77% pages 

9 websites 
85.62% pages 

68 websites 
2 2.31% pages 

1 website 
6.58% pages 

1 website 
2.73% pages 

1 website 
3 0.68% pages 

1 website 
5.84% pages 
10 websites 

1.66% pages 
1 website 

4 0.56% pages 
1 website 

4.61% pages 
11 websites 

1.35% pages 
2 websites 

5 0.43% pages 
1 website 

2.79% pages 
1 website 

1.13% pages 
10 websites 

Other Components 42.35% pages 57.41% pages 7.51% pages 

The giant component of the Latin-American network contains fewer websites than the 
giant components in the other two networks. This may be because that these Latin-
American terrorist groups have diverse ideologies and beliefs. As a result, it is less 
likely for them to refer to each other on their websites or to seek cooperation. 

The three giant components compose the bulk of the three networks. We thus fo-
cused only on the giant components of the three networks.  

In general, there is a positive correlation between a website’s size (number of 
pages) and number of internal links. This is also observed in the websites and pages 
included in the giant components of the three networks (Figure 2). However, these 
terrorist networks show special characteristics on inter-site links. Figure 3 presents the 
relationship between the website sizes and the number of inter-site links of the three 
networks. In this figure, the vertical axis represents the number of hyperlinks between 
a pair of websites in the giant component and the other two axes represent the number  
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Fig. 2. Website size and the number of internal links 
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Fig. 3. Website size and the number of inter-site links 

of pages in the two websites. For all three networks, we observe that most of the inter-
site links are not present between large websites. For example, in the Middle-Eastern  
network, most of the inter-site links appear between websites that have less than 
10,000 pages. It is normal for large websites to share a large number of inter-links. 
However, if two websites with relatively small number of pages are connected by 
many inter-links, it means that the two websites must have a close relationship.  

To further study the relationships between the small and middle sized websites, 
which usually are connected by many inter-site links, we selected and examined some 
of these websites. For example, in the US domestic network, there are 4,875 inter-site 
links between www.resistance.com (12,188 pages) and www.natall.com (943 pages), 
2,173 links between www.resistance.com and www.natvan.com (814 pages), and 414 
links between www.natvan.com and www.natall.com. After we examined their web-
sites, we found that the three websites have very close relationship. www.natall.com 
is the official Website of the National Alliance, a white supremacist group. 
www.natvan.com is another domain name of www.natall.com. www.resistance.com is 
an e-commerce website owned by Resistance Records, which is a music production 
company affiliated with National Alliance. Therefore, the dense inter-site hyperlinks 
may reflect the close relationship between the organizations. 

In the Latin-American Eastern network, clajadep.lahaine.org (3,796 pages) and 
www.carteleralibertaria.org (1,177 pages) are connected by 4,979 links. The Clajadep 
group (clajadep.lahaine.org) is focused more on broadcasting affairs in Mexico, while 
the Cartelera Libertaria group (www.carteleralibertaria.org) more on Spain. These two 
groups all belong to a terrorist alliance called “La Haine,” which has people from differ-
ent Spanish-speaking and Latin America countries. The dense inter-site links may result 
from the fact that members in La Haine share similar ideologies, beliefs and interests.  
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Similarly, in the Middle-Eastern network, there are some small websites of close 
relationship. For example, www.daymohk.info (737 pages) and www.chechen.org 
(7,042 pages) have 676 links, which are both websites for extremists in Chechnya. 
www.palestine-info.info (3,698 nodes) and www.infopalestina.com (550 nodes) 
shared 410 interlinks, which are both news websites for Palestinians.  

These cases show that the similarities in terrorist groups’ ideologies, beliefs, inter-
ests, and geographical closeness may cause their websites to frequently point to each 
other. From Figure 3, we can see that the Middle-Eastern giant component has many 
more and denser inter-site links than the other two giant components. It implies that 
the terrorist groups in Middle-Eastern have relatively closer relationships and more 
interconnections than those in the United States and Latin-American. Such dense 
inter-site links also enable the emergence of the giant component in the network.  

5   Conclusions and Future Directions 

In this research, we analyzed the structural properties of the Dark Web at the page 
level based on systematically connected terrorist websites data. Our goal was to reveal 
the characteristics of these websites. We conducted a case study based on a “Dark 
Web” test bed of US domestic, Latin-American, and Middle-Eastern terrorist web-
sites. From the case study we found that: 

− The three networks are small worlds. 
− The three networks’ in-degree and out-degree distributions roughly follow a 

power-law degree distribution, indicating that they have the scale-free characteris-
tics. In addition as degree increases in the three networks, the probability of having 
nodes with high degrees decreases more quickly than in scale free networks. 

− The giant components of the three networks contain several websites, which are 
not very large and share the same interests. They also have more inter-site links 
and closer relationships.  

A limitation of our study is that focused only on the structural properties of the 
Dark Web without performing content analysis that might reveal important insights 
into the ideology, mission, and other information about these terrorists groups. Cau-
tions must be made when any interpretation is drawn based solely on the structure of 
the Dark Web. In the future, we plan to perform in-depth content analysis on these 
terrorist web sites and combine it with other structural analysis methods such as clus-
ter analysis from the network structural perspective to advance our knowledge of the 
Dark Web.  
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Indicators of Threat: Reflecting New Trends 
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Abstract. The Venue-Specific Threat Assessment model has been used by 
researchers at ICT to estimate the “attractiveness” of specific facilities to 
terrorist organizations. This paper will explore some of the issues that must be 
addressed in order to make this threat assessment model more widely 
applicable. In particular, we will examine the considerations used to generate 
one of the most crucial components of the model: the threat indices used for 
determining the dangers posed by terrorist organizations.  

1   Overview of Current Threat Assessment Model 

For several years, the Institute for Counter-Terrorism has used an analytical tool 
called the “Venue-Specific Threat Assessment Model” for the purposes of building an 
overall picture of terrorist threats to specific installations. This model combines 
information on known terrorist organizations and their target-selection methods with 
an exhaustive on-site analysis of target vulnerabilities. The result is a statistical 
comparison of potential scenarios by those terrorist organizations seen as most likely 
to endanger the installation. 

The methodology used has been discussed elsewhere, so I will provide only a brief 
overview. This paper will explore some of the issues that must be addressed in order 
to make this threat assessment model more widely applicable. In particular, I will 
examine the considerations used to generate one of the most crucial components of 
the model—the threat indices used for determining the danger posed by terrorist 
organizations.  

1.1   Methodology: Existing Threat Assessment Framework 

The venue-specific threat assessment model assumes that the probability of a terror 
attack on a particular target is dependent not only on the characteristics of the target—
its symbolic or strategic value and its vulnerabilities—but also on the ambition, 
capabilities, and sensitivities of the relevant terrorist organizations.  

Data on the terrorist organizations active in the region in question comes from a 
database developed by the Institute for Counter-Terrorism. The model combines this 
information with the characteristics of each potential modus operandi to arrive at the 
probability that a particular type of attack will be carried out by a particular 
organization.  

The stages used in the threat assessment are: 

1. Determination of Organization-specific factors – We determine which 
organizations present the greatest threat to the venue in question, based on the 
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motivations, capabilities, and ideologies of the organizations. Each organization is 
given a Risk Score, based on the relative score of each index applied to that 
organization. The analysts running the model determine the threshold above which 
organizations will be included in the model. 

2. Determination of Venue-specific factors – An exhaustive analysis of the 
vulnerabilities of the venue in question is carried out by a professional security 
team. For most high-profile venues, this analysis will already have been performed 
by the installation’s security personnel as part of their routine duties. Care must be 
taken to examine the vulnerabilities of the venue in question from the point of view 
of the potential attacker—seeking weaknesses that might be exploited to carry out 
an attack. 

3. Scenario building – the information on venue vulnerabilities is combined with data 
on potential scenarios. In our model, the list of scenarios is taken from a database 
of hundreds of potential terror attacks, chosen in accordance with the 
vulnerabilities of the venue in question.  Each scenario will be given a score based 
on the difficulty of carrying it out and the potential damage of a successful attack. 

4. Numerical synthesis – Combining the results of the last three stages, we arrive at a 
numerical evaluation of the likelihood that any particular type of attack will be 
carried out by a particular terrorist organization. We do this by categorizing the 
various scenarios according to the target-selection methods of the different 
organizations: for example, the difficulty of successfully perpetrating the attack 
and the desirability of the outcome of the attack from the point of view of the 
terrorist organization. For each terrorist organization, we include factors to weigh 
the terrorists’ sensitivity to these attack-specific factors. The result is a score that 
indicates the net “attractiveness” of a particular type of attack to a particular type 
of organization. For example, some organizations may be more deterred by 
physical difficulty or by attacks requiring years of planning, while others would be 
undeterred by these factors. Some may see achieving maximal casualties as a 
central goal, while others may be unwilling to risk causing high casualties. 

1.2   Limitations of the Current Model 

The threat-assessment model described above has provided credible results when used 
with comprehensive on-site risk analysis reports. It has in fact been successful in 
predicting modus operandi and organizational affiliation for two actual attacks. Its 
strength is that it provides a way of estimating overall probabilities of particular 
scenarios against the venue under consideration.  

However, its results are only as good as the information that goes into it. In order 
to reach credible and useful results, a high degree of familiarity with the motivations 
and target-selection criteria of the relevant organizations is needed. In short, the 
model is dependent on the human element to produce meaningful results. In 
particular, the organizations seen as most dangerous to the venue are chosen 
according to a pre-determined list of threat indicators. Both the selection of indicators 
and their application requires a high level of expertise on the part of the analyst 
carrying out the study. So while our risk-assessment model is useful for providing an 
overview of threats, its use is limited to highly-trained security professionals; it is 
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virtually inaccessible to the people who would find it most useful, such as 
installation-protection personnel and local law-enforcement agencies.  

In order for this model to become more accessible to those responsible for 
protecting particular venues, a means must be found to “automate” to some degree the 
function of the analyst in the process. In the current model, this function is primarily 
the determination and application of threat indices, i.e. the choice of which 
organizations and entities pose the greatest danger to the venue in question. Apart 
from this, the model is fairly well “automated;” the input of target vulnerabilities is 
based on existing security surveys, while the scenarios are generated from a database 
of possible scenarios, based on a history of past attacks on similar installations. 

In theory, the organization-specific indicators—currently generated “on-the-fly” by 
analysts—could be calculated by applying computational methods, provided the 
dataset used is large enough to provide a sufficient statistical basis. The system could 
then be programmed to “flag” certain organizations as soon as venue-specific data is 
entered into the system.  

In what follows, we will examine some of the primary assumptions used in 
developing organization-specific threat indices. This discussion will not deal with the 
technical aspects of building the computational algorithms, but will instead deal with 
some of the issues that must be addressed in order to come up with such indicators. 
This in turn will give us some idea of the kinds of considerations that would go into 
“automating” this function. 

2   Developing Threat Indicators: Basic Assumptions 

Assumption 1: Threat indicators are venue-specific 
One of the fundamental assumptions behind the venue-specific threat assessment is 
that the degree of threat posed by any terrorist organization is not an absolute; 
different organizations will pose varying degrees of threat to different venues. It is 
impossible to gauge the threat posed by a terrorist organization in and of itself. 
Terrorism is a tactic—defined for the purposes of this analysis as “the intentional use, 
or threat of use, of violence against civilian personnel or installations.”  In general, it 
makes no sense to state that such a tactic poses such and such a risk, without referring 
to the venue which might be targeted. By the same token, one cannot say that the risk 
that organization Y will employ a given modus operandi is X, without referring to the 
potential target. The characteristics of the venue in question will determine the kind of 
threat posed by each organization to that venue. For this reason, an on-site risk 
analysis plays an integral role in determining what type of terrorist organization 
would be interested in exploiting the venue’s symbolic value and vulnerabilities.  

Assumption 2: Statistic data can bridge the gap in precise intelligence 
Our knowledge of what organizations are present in the area of concern gives no hint as 
to their intentions to target the particular venue under consideration. Often, the kind of 
specific intelligence that would enable us to know the precise target of a planned attack 
is not only unavailable, but may not even exist in the usual sense. In other words, the 
terrorists themselves may not settle on a particular target until the last moment, making 
preventive intelligence-gathering extremely difficult, if not impossible.  
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Short of penetrating the organizations and learning of their plans, the best that we 
can do is to apply what is known of the organizations’ target-selection criteria to the 
venue in question. This requires that we understand how the terrorists think—how 
they themselves would view the target and its vulnerabilities. Is it a soft target or a 
heavily-guarded one; what are the chances of a successful attack using the 
organization’s usual modus operandi; is the target’s symbolic value worth risking a 
more complicated attack despite a higher risk of failure? 

To find answers to such questions requires that we either understand the mindset of 
the terrorist organizations, or else that we have a large enough dataset that their 
behavior can be inferred from past incidents, failed attacks, statements of organization 
leaders, etc. Ideally, our analysis should be based on both.   

Assumption 3: Threat Indicators must by dynamic  
Terrorism is a dynamic and continually changing phenomenon. Almost every aspect 
of international terrorism—from the make-up of the organizations, to their tactics, to 
their overall goals—has undergone major changes over the past two decades. These 
factors need to be reflected in the threat indicators attached to the terrorist 
organizations and entities in the database. Following are some of the more notable 
changes that must be taken into account. 

Higher casualty attacks 
Even before September 11, it was recognized that terror attacks were, in general, 
becoming more lethal. This went hand-in-hand with a shift in the underlying motives 
of the terrorist organizations themselves. The organizations active in the 1970’s and 
1980’s were mostly secular organizations with clearly-defined political objectives. 
Their attacks were calculated to create sufficient casualties to produce shock value, to 
gain media attention, and to coerce a target population to alter its political views. 
However, these organizations were cognizant of the fact that too much bloodshed 
would only alienate their prospective supporters, and could lead to a backlash or 
otherwise undermine their cause. 

From the early 1990s, a change could be seen in the overall strategies of terrorism. 
Rather than merely killing enough people to call attention to his political demands, 
the modern terrorist is interested in mass-casualty attacks. He no longer wants merely 
to influence political processes; his goal is now likely to be to create a completely 
new political reality. An analysis of recent terror chronologies shows that terrorist 
attacks in the 1990’s had nearly a 20% greater probability of resulting in death or 
injury than did those of the previous two decades. 

The many terrorist bombings since the September 11 attacks have shown beyond 
doubt that this trend continues. Of the many attacks thwarted in the United States and 
Europe in recent years, almost all were meant to kill hundreds, if not thousands, of 
people.  

Religious motivation and suicide 
This trend toward higher-casualty attacks reflects, in part, the changing motivation of 
the terrorists. Today’s terrorist is much more likely to be driven by extremist religious 
beliefs than by a wish to gain political concessions; the al-Qaida network is a prime 
example of this trend. The aim of such groups is to win converts among potential 
supporters, to intimidate potential enemies, and to punish perceived enemies.  
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While the traditional terrorist attack was a means to an end—a way to induce a 
desired response in the targeted population—the religiously-motivated terrorist of the 
new type sees the act as an end in itself. The terror attack is meant to bring the war to 
the enemy, and is often seen as a kind of religious act.  

The rise of religiously-motivated terrorism has been accompanied by a rise in 
suicide attacks. This is particularly true of extremist Islamist terrorism, where the 
image of the suicide bomber, or “Shahid,” carries great power and prestige. The most 
devastating of the recent attacks around the world have been suicide attacks, and all 
were carried out by groups motivated by extremist Islamic ideologies. 

Loose networks united by a common ideology 
This shift in motivation has been accompanied by a change in the structure and make-
up of the terrorist organizations themselves. Gone, for the most part, are the days of 
clearly delineated, hierarchically-organized terrorist groups. Today’s terrorist 
organization is more likely to be a network of loosely connected cells, bound by a 
common ideology, than a rigid military-style hierarchy with a clear-cut political goal. 
While the hierarchies of leadership still do exist, the modern terrorist can act with 
much greater autonomy than ever before.  

Use of modern communications 
The development of unifying communications technologies—particularly the 
Internet—allows a terrorist cell to operate without the support of a large terrorist 
organization or a wealthy state sponsor. Cryptography and global telecommunications 
technologies have provided terrorist networks with new tools to communicate in a 
secure fashion with members scattered across the globe. This allows members to be 
distributed around the world with little physical contact between them. Such a 
situation presents grave difficulties to counter-terrorist forces. The investigation into 
the September 11 attacks has revealed how difficult it can be to uncover a small 
number of plotters, even when they spend substantial time in the target country before 
the attack. The prospect of tracking a widely scattered group of individuals, who can 
be anywhere in the world, and who can communicate in a secure and instantaneous 
fashion with each other, presents a daunting challenge to security services. 

From state-sponsorship to sub-state sponsorship 
During the 1980’s and 90’s, almost every major terrorist attack had the backing, to 
one degree or another, of a sovereign state. Likewise, every international terrorist 
organization that left its mark on history was backed by a state; those that did not 
have state sponsorship remained purely local phenomena, and rarely carried out 
significant attacks outside of their sphere of influence. However, in recent years the 
support of nations has increasingly been replaced by the support of a multi-national 
“terrorist conglomerate”.  

Sub-state entities are increasingly providing the financial and logistical support 
needed for international terrorism to operate. Such sub-state terrorism sponsors tend 
to group together in united fronts in order to assist one another in their operations. 
Osama bin Ladin’s International Islamic Front for Jihad against the U.S. and Israel 
brings together nearly a dozen Islamic terrorist organizations of different countries. 
Such conglomerations are independent of state sponsorship, forming loose, 
transnational affiliations based on religious or ideological affinity and their common 
hatred of the West in general. 
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Individual extremism and domestic terrorism 
To make matters even more complicated, today’s terrorist may not even be affiliated 
with any known group. He can be an individual motivated by rage or hatred, whose 
operational knowledge is gleaned from the Internet and whose inspiration and 
marching orders come from an extremist website. Many of the most recent terror 
attacks were organized from the bottom up. Marc Sageman, who researches terrorist 
networks, notes: 

The [jihad] movement has now degenerated into something like the 
internet. Spontaneous groups of friends, as in Madrid and Casablanca, who 
have few links to any central leadership, are generating sometimes very 
dangerous terrorist operations, notwithstanding their frequent errors and 
poor training1. 

In some cases, a group of individuals, motivated by religious zeal, expresses a 
desire to act on jihadist internet forums, and thus comes to the attention of jihad 
“talent spotters”. After ascertaining the group’s commitment, the talent spotter puts 
them in contact with operational leaders, who facilitate the attack.  

These individuals, with no history of terrorist activities, pose perhaps the greatest 
risk; they have no defined place in an established hierarchy and are on no 
government’s watch-list of possible terrorists.  

3   Main Focus of Threat Indicators 

3.1   Capability 

The capabilities of a terrorist organization comprise both military or operational 
capabilities and existential, or organizational capabilities—those resources which 
enable the terrorist group to exist as a viable entity. 

By existential capabilities, we mean all those activities which enhance or sustain 
the terrorist organization’s routine operations. These include its ability to finance its 
activities, to recruit members and garner support among its internal constituency, and 
to communicate quickly and securely across national borders. 

In addition, there are the organization’s operational capabilities: its ability to mount 
successful attacks on its chosen targets. Such capabilities include military training of 
members, technical expertise, ability to blend in with a local population while 
planning and executing the attacks, ability to gather pre-operational intelligence, etc.2 

As the network of global jihad fragments and metastasizes, the capabilities of cells 
have come to overshadow the capabilities of “meta-organizations” in determining the 
degree of threat. This, in turn has led to the increasing importance of the human 
element in terrorists’ operational capabilities: the talents and capabilities of individual 
members. In traditional threat-assessment models, the makeup of the terrorist group’s 
                                                           
1 Marc Sageman. “Understanding Terror Networks.” November 1, 2004. http://www.fpri.org/ 

enotes/20041101.middleeast.sageman.understandingterrornetworks.html 
2 For a discussion of “organizational activities” vs. “operational activities,” see The RAND 

Corporation’s “The Dynamic Terrorist Threat: An Assessment of Group Motivations and 
Capabilities in a Changing World,” by Kim Cragin and Sara A. Daly.  
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rank and file was given less weight than the character of the group’s leadership. Due 
to the fact that today’s terrorist attack is likely to be organized from the bottom up, the 
characteristics of individual cell members play a significant role in determining both 
the cell’s choice of targets and its choice of modus operandi.  

3.2   Motivation 

It is usual when analyzing terrorists’ motivation to focus on hostile intent—whether 
stated or actively demonstrated—toward the target country. However, such an 
analysis may miss key factors in terrorist psychology. The motivations to carry out an 
attack may have little to do with enmity toward a perceived enemy, and everything to 
do with the organization’s own constituency. Thus, throughout the current “intifada,” 
the various Palestinian terrorist organizations have competed in carrying out attacks 
against Israel, not because of any desire to change Israeli policies, but in order to win 
status among their own constituencies. The equation: successful attacks = political 
and/or social power, is the main motivating factor in this kind of activity. 

What is needed is not merely an indicator to measure hostile intent, but an 
indicator—or more realistically a whole suite of indicators—to measure perceived 
social benefits of an attack to the attacking organization. 

In addition, the ideological motivation of the organization will play a role in 
determining the degree of threat it poses. In general, organizations promoting a 
religious or apocalyptic agenda should be viewed with more concern than those with 
more limited nationalistic goals. 

3.3   Past Activities 

While our model makes extensive use of an organization’s operational “portfolio” and 
history, past attacks should not be used as the sole indicator of an organization’s 
present capabilities. Since terrorist organizations are dynamic entities, it is important 
to take into consideration the threat posed by organizations that are transient entities, 
with no prior history of hostile activity. For example, the London subway bombings 
were carried out by individuals with no history of terrorist activities, even though the 
coordinator of the attacks may have been involved in previous terrorist activities3. 

In addition, we should not neglect groups with a well-founded radical ideology, but 
which hitherto have not carried out any actual attacks. For example, Hizb al-Tahrir 
does not directly advocate violence, but instead serves as a kind of recruiting agency 
for the global jihad. The organization’s radical ideology is well thought-out and 
internally consistent, and often serves as an initiation into the ideas of radical jihad for 
jihad “newbies”. Organizations like this not only exert a tremendous influence on 
individuals and cells, but also espouse an ideology that, while not calling for activity 
at this stage, nonetheless reserves the right to move from words to actions at a later 
stage. Indeed, Hizb al-Tahrir’s long-term strategy foresees the use of open warfare 
(jihad) as soon as a “critical mass” of loyal members has been reached4.  

                                                           
3 “Terror Ruling Favors the U.S.: A British judge says a man suspected of plotting to set up an 

Oregon training camp can be extradited,” LA Times, January 6, 2006. 
4 Ariel Cohen, “Hizb ut-Tahrir: An Emerging Threat to U.S. Interests in Central Asia.” The 

Heritage Foundation.  http://www.heritage.org/Research/RussiaandEurasia/BG1656.cfm 
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3.4   Intergroup Influences and Group Dynamics 

Other factors that must be taken into account when determining threat indicators are 
the ways in which terrorist groups and individuals influence one another. This is 
particularly important due to the interconnectedness of modern terror organizations, 
notably the global jihad movement5. 

3.4.1   Operational Influences 
Operational influence can be either indirect, as in the case of “copy cat” attacks, or 
direct, as when organizations share technical expertise with other organizations. 
Generally, such direct influence will take place between organizations that already 
share a common ideology. 

In addition, the cell-based nature of modern jihadist groups means that the sharing 
of operational expertise will depend on other factors, among them the cell’s ability to 
exploit technical means of information sharing. For example, cell members have 
access to a variety of technical information derived from internet forums, jihadist 
websites, etc. However, the ability to download files on bomb-making does not in 
itself convey a high level of technical expertise. In the words of internet terror tracker 
Adrian Weisburd, “Using internet instructions to learn how to make TATP is a 
singularly Bad Idea™”6. 

The sharing of technical expertise takes on greater significance when organizations 
not only share information, but also share the services of technical personnel.  The 
RAND publication “Aptitude for destruction: organizational learning in terrorist 
groups and its implications for combating terrorism” makes a useful distinction 
between “explicit knowledge” and “tacit knowledge”: 

Explicit knowledge—e.g., recipes for explosive materials, blueprints for 
attractive targets, weapons or other technologies—can be transferred 
readily to a terrorist group, provided it can find an appropriate and willing 
source. Tacit knowledge—e.g., proficiency in mixing explosives safely or 
the military expertise and operational intuition needed to plan an operation 
well—is more difficult to transfer from one group to another.7 

The true measure of increased operational capabilities based on sharing of 
information will thus depend as much on the sharing of technical personnel as on the 
sharing of information. For this reason, it is necessary to develop an indicator of 
“connectedness”, i.e. some measure of how well a specific cell is connected to other 
like-minded cells or groups. This indicator will need to be based on the kind of social 
network analysis done by researchers like Marc Sageman, who analyzed family and 

                                                           
5  See also: “The Dynamic Terrorist Threat An Assessment of Group Motivations and 

Capabilities in a Changing World.” Prepared for the United States Air Force. RAND 
Corporation. 

6  A. Aaron Weisburd, “Global Jihad, the Internet and Opportunities for Counter-Terror 
Operations.” http://haganah.org.il/harchives/004824.html. 

7  Brian A. Jackson et al. “Aptitude for destruction: organizational learning in terrorist groups 
and its implications for combating terrorism”.  RAND Corporation 2005. 
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friendship bonds, group dynamics, and sociological factors among a sample of some 
400 jihadi terrorists8. 

3.4.2   Ideological Influence 
It is also true that the cross-pollination of ideas can take place in the realm of 
ideology, and this can be even more consequential than the sharing of operational 
information. In essence, this is precisely what has transformed al-Qaida from an 
organization (or network of organizations) into a movement. And while much of the 
groundwork for spreading Wahabbism was laid in the early 1980’s by global Saudi-
funded institutions, the radicalization of these institutions by al-Qaida-trained 
ideologues is one of the factors in spawning independent terrorist cells around the 
world.  

Due to economic and social isolation in some countries—especially in Europe— 
young Muslims are particularly at risk of radicalization. Thus, it will be necessary to 
develop some measure of radicalization and “ideological influence” in the host 
society: For every X moderate Muslims, we can find Y adherents of radical Jihad. Of 
those Y adherents, we can expect to find Z individuals who are ready and willing to 
go beyond expressing extremist ideas on an internet forum. 

4   Organization-Specific Indicators: An Example 

All of the factors discussed above are helpful in generating a set of organization-
specific threat indicators, once the venue is known. For purposes of illustration, we 
will base the following example on a tourist venue in the United States. Using the 
considerations outlined previously, we can come up with a partial list of threat 
indicators. For example, we might conclude that the greatest threat to tourist sites in 
the United States is likely to be posed by groups or cells having the following 
characteristics: 

Structure and Reach 

• Supported by a state or sub-state entity. The stronger such support, the greater 
the resources at the disposal of the group, and the more ambitious a potential 
attack is likely to be. 

• Loose network affiliated with other like-minded cells or groups around the 
world. Such international connections are particularly useful in the planning 
stages of an attack, and facilitate the escape of those directly involved in 
supervising and perpetrating the attack. Groups posing the greatest danger are 
those with a broad-based support system around the world. Such a support 
system often consists of fundraising and political activists living outside the 
group’s normal sphere of operations. 

• Is able to blend in with immigrant groups in the target country. Because of the 
need for extensive planning and pre-operational intelligence, the members of a 

                                                           
8  See for example, Sageman’s book, Understanding Terror Networks. University of 

Pennsylvania Press (2004). 
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potential attack cell would be required to spend long periods under cover inside 
the target country. Connections with a particular ethnic group within that 
country could greatly facilitate the existence of “sleeper” cells. 

Motivation 

• Motivated by religion or quasi-religious ideology. This entails a preference for 
mass-casualty attacks, as well as the potential to carry out suicide attacks. Such 
organizations may share some of the characteristics of apocalyptic cults. 

• Shows past history of hatred of the target country/countries. Most terrorist 
groups are fairly vocal about their agenda, in order to recruit like-minded 
individuals to their camp. Although not all vocally anti-Western groups pose a 
threat, it is probable that those that do pose a threat will make no secret of their 
intentions. 

• Motivated by desire to win points among an internal constituency. 
Organizations that have “something to prove” to their supporters are more likely 
to use terrorist attacks as a means of demonstrating their viability as a force to 
be reckoned with. Likewise, organizations that are jockeying for position among 
others espousing the same general goals may compete with one another in 
carrying out attacks.  

Characteristics of Past Attacks 

• Has carried out attacks outside its local sphere of influence. Often, this is a 
function of how much assistance the group receives from a state or sub-state 
sponsor. Those foreign-based organizations that have demonstrated capability to 
act far from their home ground are naturally to be considered of greater threat. 

• Has carried out attacks against similar targets. For example, an organization 
that has singled out tourism targets for attack is one whose goals generally 
include inflicting economic damage on the target country. This is true of some 
domestic groups, such as ETA, as well as of international terrorist groups. 
However, organizations that single out tourist sites popular with international 
travelers generally have a more globe-spanning goal. International tourism-
related targets are often chosen because they represent the antithesis of the 
terrorists’ own worldview: they stand for openness, diversity, and globalization. 

• Has carried out attacks against targets or interests belonging to the country 
under consideration. For example, a history of attacks on American targets 
indicates not only a pre-existing enmity toward the United States, but more 
importantly, a readiness to transform this enmity into action. 

5   Directions for Future Development 

In order to “automate” the selection of indicators such as those listed above, an 
extensive dataset is needed which will allow these factors to be calculated from 
statistical trends. For the system to be truly dynamic, it should include open source 
data-mining abilities. This would help in tracking the activities of the different 
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organizations in order to discover meaningful patterns and trends, which could impact 
on the organization’s target selection criteria and modus operandi.  In addition, it 
would provide the basis for a continual reevaluation of the organizational factors that 
enter into the equation, as well as the availability of resources that could be used in 
the perpetration of certain types of attack. The result will be a dynamic threat 
assessment apparatus which could be programmed to “flag” certain types of incidents 
and organization when the relevant threat indices reach a critical level. The system 
could also be programmed to apply a set of pre-determined indicators when data on 
particular venues was entered, in order to match organizational capabilities, 
motivations, and targeting patterns to particular scenarios. 

The enhancement of the model to include advanced data-mining technologies will 
enable it to become self-adjusting to changes in terrorist organization make-up, local 
circumstances, and political realities.  

6   Conclusion: Threat Assessment as an Element in Effective 
Defense 

Clearly, the very nature of the threat of religious and ideological terrorism places 
severe limitations on effective intelligence gathering and evaluation. This, in turn, 
places an even greater burden of responsibility on the last link in the chain of counter-
terrorism—the defensive measures in place at any given installation. In many cases, 
these anti-terrorism measures may not be merely the last line of defense; they may be 
the only line of defense.  

Lacking the necessary resources to plan for every eventuality, those responsible for 
installation protection all too often fall back on planning for “worst case” scenarios. 
However, this often entails the over-allocation of resources to some of the least likely 
scenarios. Preparing for the “low risk / high consequence” attack is not the only (or 
even the best) response. Scarce resources can be better exploited if a way is found to 
classify threats according to likelihood, and not just according to the severity of 
consequences. 

Yet the breadth of knowledge gained by years of academic study of terrorist 
organizations is usually not available to most law-enforcement agencies or installation 
protection forces; there are only so many professional analysts to go around. At times, 
decisions regarding the protection of a particular installation will need to be taken 
quickly, based on vague warnings from the national or state level, with little time for 
an in-depth analysis of the organizations that might pose a risk. 

What is needed is a way to reproduce, or “automate” this expertise using advanced 
data-mining and artificial intelligence, with the goal of producing a model that could 
be used by law-enforcement agencies and installation-protection personnel, who may 
not have the extensive knowledge that experienced intelligence analysts and terrorism 
researchers could bring to the problem.  

It is clear that our model must take into account the dynamic nature of terrorist 
organizations, and that the end product should offer some guidelines as to the kind of 
modus operandi that the organizations under consideration might favor. 

For such an automated system to be useful, the dataset should be extensive enough 
to allow statistical trends to be extracted. The composite of these trends would help 
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determine which organizations (or types of organization) pose the greatest threat to 
the venue in question. This information could then be applied to the specific venue 
based on the known characteristics of the installation—data which would already be 
in the hands of installation security planners. 

The end product would be a risk-assessment model that would allow security 
planners to combine what they know of their installation’s vulnerabilities and 
“symbolic profile” with indices of threat based on a comprehensive dataset of known 
terrorist entities. The combined data would give some idea of the types of attack that 
might be employed against the installation, and a profile of the most likely attackers. 
In effect, the output would provide planners with a statistical basis for allocation of 
resources according to considerations of high consequence / low probability vs. low 
consequence / high probability. The goal is not so much to give a precise prediction of 
who, how, and where; but rather to provide a better basis for deciding how best to 
allocate finite counter-terrorism resources.  
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Abstract. This paper uses centrality measures from complex networks to dis-
cuss how to destabilize terrorist networks. We propose newly introduced algo-
rithms for constructing hierarchy of covert networks, so that investigators can 
view the structure of terrorist networks / non-hierarchical organizations, in or-
der to destabilize the adversaries.  Based upon the degree centrality, eigenvector 
centrality, and dependence centrality measures, a method is proposed to con-
struct the hierarchical structure of complex networks. It is tested on the Sep-
tember 11, 2001 terrorist network constructed by Valdis Krebs. In addition we 
also propose two new centrality measures i.e., position role index (which dis-
covers various positions in the network, for example, leaders / gatekeepers and 
followers) and dependence centrality (which   determines who is depending on 
whom in a network).  The dependence centrality has a number of advantages 
including that this measure can assist law enforcement agencies in capturing / 
eradicating of node (terrorist) which may disrupt the maximum of the network. 

1   Introduction 

Many diverse systems in different research fields can be described as complex net-
works, that is, connecting the nodes together by the edges with nontrivial topological 
structures (Strogatz, S. H., 2001). Detailed works have been focused on several    
distinctive statistical properties sharing among a large amount of real world networks, 
to cite examples, the clustering effect (Albert, R. and Barabási, A.L., 2002, 
Dorogovtsev, S.N.; Mendes,J.F.F., 2002) and the right-skewed degree distribution   
(Albert, R. and Barabási, A.L., 1999). In this paper we consider another property    
sharing among many networks, the hierarchical structure of a complex network. 

Hierarchy, as one common feature for many real world networks has attracted    
special attention in recent years (Ravasz, E.,  Barabási, A.L.,  2003). In a network, 
there are usually some groups of nodes where the nodes in each group are highly  
interconnected with each other, while there are few or no links between the groups. 
These groups can induce a high degree of clustering, which can be measured with the 
connectivity probability for a pair of the neighbors of one node. This property coex-
ists usually with the right-skewed degree distributions. The coexistence of these two 
properties tells us that the groups should combine in a hierarchical manner. Hierarchy 
is one of the key aspects of a theoretical model (Ravasz, E.,  Barabási, A.L.,  2003) to 
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capture the statistical characteristics of a large number of real networks, including 
some social networks (Newman, M. E. J., 2003). 

As covert networks share some features with innocent individuals (overt net-
works), they are harder to identify because they mask their transactions.  Another 
complicating factor is that covert / terrorist networks are often embedded in a much 
larger population.  Hence, it is desirable to have tools to correctly classify individuals 
in covert networks so that the resources for destabilizing them will be used more 
efficiently.  

To assist law enforcement and intelligence agencies to ascertain terrorist network 
knowledge efficiently and effectively, we proposed a framework of automated analy-
sis, visualization and destabilization of terrorist networks (Memon, N. et al., 2004).  
Based on this framework, we developed a prototype called iMiner that incorporated 
several advanced techniques, for automatically detecting cells from a network, identi-
fying various roles in a network (e.g., central members, gatekeepers, and   followers), 
and  may also assist law enforcement about the effect on the network after capturing a 
terrorist in a network. 

The three innovative points of our paper are: 

• The use of new measure Position Role Index (PRI) on the pattern of efficiency 
introduced by Vito Latora and Massimo Marchiori. This measure identifies 
leaders / gatekeepers and followers in the network. The algorithms for effi-
ciency, importance of critical nodes in a network and PRI are also presented. 

• The use of another measure known as Dependence Centrality (DC) which dis-
covers who is depending on whom in a network.  The algorithm of DC is also 
presented.  

• Estimate possible hierarchical structure of a complex network by applying de-
gree centrality and Eigenvector centrality from social network analysis (SNA) 
literature and combining it with new measure dependence centrality.  The algo-
rithm for estimating the possible hierarchical structure of the   terrorist network 
is also shown. The all the algorithms presented in the   paper are designed and 
developed by the authors. 

The remainder of the paper is organized as follows: Section 2 briefly describes      
the motivation of this research and existing destabilizing approaches for terrorist net-
works; Section 3 describes fundamentals of networks analysis; whereas Section 4 dis-
cusses algorithms and techniques for destabilizing terrorist networks. Section 5 shows 
how hierarchy is constructed from covert networks and Section 6 concludes the paper. 

2   Motivation 

When intelligence agencies arrest a few members of a terrorist cell, how can they 
know if the cell has been disabled? 

Social scientists have imagined individual terrorists as nodes on a graph, most of 
them are connected to only one or two other nodes.  Using such cellular graphs,   
researchers have proposed ways of estimating whether a chain of relationships has 
been effectively shattered, even when some of its members elude capture. 
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There is a growing amount of literature on modeling terrorist networks as graphs, 
an outgrowth of the existing literature concerning other types of criminal networks 
(Krebs, V., 2002, Klerks, P., 2001).  There is also a small amount of literature on 
destabilizing networks, modeled as graphs, by seeing how connections do or do not 
dissipate when nodes are removed (Carley, K. M., Lee, J-S. and Krackhardt, D., 2002; 
Carley, K. M. et al., 2003). 

A graph model, however, may not be the best one available for representing a   
typical terrorist organization (Farley, J. D., 2003). His views are that modeling terror-
ist networks as graphs does not give us enough information to deal with the threat. 
Lattice theory is the abstract study of order and hierarchy.  In terrorist organizations, 
hierarchy appears to matter.  ”Modeling terrorist cells as graphs ignores an important 
aspect of their structure, namely their hierarchy, and the fact that they are composed 
of leaders and followers"   (Farley, J. D., 2003). 

We have related the concept of hierarchy and graph and predicted the structure of a 
non hierarchical network so that it can be viewed as a hierarchy. Our results for    
September 11 terrorist network (Krebs, V., 2002), are in excellent agreement to   
reality. 

3   Social Network Analysis (SNA)  

In general, the network studied in this paper can be represented by an undirected and 
un-weighted graph G = (V, E), where V is the set of vertices (or nodes) and E is the 
set of edges (or links).  Each edge connects exactly one pair of vertices, and a vertex 
pair can be connected by (a maximum of) one edge, i.e., multi-connection is not 
allowed.   

A terrorist network consists of V set of actors (nodes) and E relations (ties or 
edges) between these actors.  The nodes may be individuals, groups (terrorist cells), 
organizations, or terrorist camps.  The ties may fall within a level of analysis (e.g. 
individual to individual ties) or may cross levels of analysis (individual-to-group 
analysis).  A terrorist network can change in its nodes, links, groups, and even the 
overall structure.  In this paper, we focus on detection and description of node level 
dynamics. 

Mathematically, a network can be represented by a matrix called the adjacency ma-
trix A, which in the simplest case is an n x n symmetric matrix, where n is the number 
of vertices in the network. The adjacency matrix has elements. 

Aij = 1, if there is an edge between vertices i and j, and 0 otherwise. 

The matrix is symmetric since if there is an edge between i and j then clearly there 
is also an edge between j and i. Thus Ai j = Aji. 

3.1   Node Level Measures 

As terrorists establish new relations or break existing relations with others, their 
position roles, and power may change accordingly.  These node dynamics resulting  
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from relation changes can be captured by a set of centrality measures from SNA. 
The centrality measures address the question, “Who is the most important or central 
person in the network?” 

There are many answers to this question, depending on what we mean by impor-
tant. Perhaps the simplest of centrality measures is degree centrality, also called   
simply degree. The degree of a vertex in a network is the number of edges attached to 
it. In mathematical terms, the degree ki of a vertex i is (Newman, M. E. J., 2003): 

                                                   
1

n

i ij
j

k A
=

=                                                         (1) 

Though simple, degree is often a highly effective measure of the influence or    
importance of a node: in many social settings people with more connections tend to 
have more power. 

A more sophisticated version of the same idea is the so-called eigenvector central-
ity. Where degree centrality gives a simple count of the number of connections a ver-
tex has, eigenvector centrality acknowledges that not all connections are equal. If we 
denote the centrality of vertex i by xi, then we can allow for this effect by making xi 
proportional to the average of the centralities of i’s network neighbors (Newman, M. 
E. J., 2003):  
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where  is a constant. Defining the vector of centralities x = (x1; x2; : : :), we can 
rewrite this equation in matrix form as:  

                                                      x xλ = Α •                                                          (3) 

Hence we see that x is an eigenvector of the adjacency matrix with eigenvalue . 
Assuming that we wish the centralities to be non-negative, it can be shown that  
must be the largest eigenvalue of the adjacency matrix and x the corresponding 
eigenvector. 

4   Destabilizing Terrorist Networks 

4.1   The Efficiency E(G) of a Network  

The network efficiency E (G) is a measure to quantify how efficiently the nodes of the 
network exchange information (Latora, V., Marchiori, M., 2004).  To define efficiency 
of G first we calculate the shortest path lengths {dij} between two generic points i and 
j.  Let us now suppose that every vertex sends information along the network, through 
its edges. The efficiency εij in the communication between vertex i and j is inversely 
proportional to the shortest distance: εij = 1/dij  i, j when there is no path in the graph 
between i, and j, we get dij = +  and consistently εij = 0.  N is known as the size of the 
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network or the numbers of nodes in the graph. Consequently the average efficiency of 
the graph of G can be defined as (Latora V., Marchiori, M., 2004): 

                                 E(G)
1 1

( 1) ( 1)

ij
i j G

i j G ijN N N N d
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≠ ∈

≠ ∈

= =
− −

                (4) 

The above formula gives a value of E that can vary in the range [0, ], while it be 
more practical to normalize E in the interval of [0, 1].  

4.2   The Critical Components of a Network 

Latora V. et al recently proposed a method to determine network critical components 
based on the efficiency of the network briefly discussed in the previous subsection.  
This method focuses on the determination of the critical nodes. The general theory 
and all the details can be found in Ref. (Latora V., Marchiori, M., 2004). 

The main idea is to use as a measure of the centrality of a node i the drop in the 
network efficiency caused by deactivation of the node.  The importance I (nodei) of 
the ith node of the graph G is therefore: 
 

           I (nodei)   E = E  (G) − E (G −   nodei) , i = 1,...,N,                     (5) 
 

Where G −  nodei indicates the network obtained by deactivating nodei in the graph G. 
The most important nodes, i.e. the critical nodes are the ones causing the highest E.  
The results of deactivation of nodes for 9-11 hijackers and their affiliates are shown in 
figure 1 and figure 2. 

4.3   Position Role Index (PRI) 

The PRI is our proposed measure which highlights a clear distinction between follow-
ers and gatekeepers (It is a fact that leaders may act as gatekeepers).  It depends on 
the basic definition of efficiency as discussed in equation (4).  It is also a fact that the 
efficiency of a network in presence of followers is low in comparison to their  absence 
in the network.  This is because they are usually less connected nodes and their pres-
ence increases the number of low connected nodes in a network, thus decreasing its 
efficiency. 

If we plot the values on the graph, the nodes which are plotted below x-axis are    
followers, whereas the nodes higher than remaining nodes with higher values on    
positive y axis are the gatekeepers.  While the nodes which are on the x-axis usually 
central nodes, which can easily bear the loss of any node.  The leaders tend to hide on 
x-axis there. 

We applied this measure on the network of alleged 9-11 hijackers, (Krebs, V., 
2002) and results are shown in figure 1.  The algorithms for PRI, efficiency of net-
work and critical components of network are described in Exhibit 1. 
 
 



394 N. Memon and H.L. Larsen 

Exhibit 1. Algorithms for Efficiency, Delta Efficiency and Position Role Index     

Algorithm for Efficiency E(G) 
Let G be a graph, N is a set of nodes which 
are contained by G and E is the set of edges 
through which the nodes of graph are con-
nected. Let m is the number of elements in 
N 

Input: 
Graph G, N set of its nodes 
Output: 
Efficiency of Graph G 
Let s=0 and e=0 
For each element n1 in N 
 For each element n2 in N 
 Let s = s + 1/ d (n1, n2) 
 Next n1 
 Let e= e + s 
Next n2  
Let e=1/ (m * (m– 1)) * e 
Return e 
Where “e” is the efficiency of the graph 

and d(n1, n2) is the function which gives us 
the distance of shortest path from n1 to n2. 

Algorithm for Finding Delta Efficiency: 
Suppose n is the node for which we are 

finding delta efficiency. Let G’ be a sub-
graph similar to G, only the difference is 
that E is the set of edges through which the 
nodes of graph are connected except the 
edges which originate or point to n. (G’ 
does not contain any edge to or from n). Let 
N is a set of Nodes in G’ and m is the num-
ber of elements in N. 

Input: 
Graph G, N set of its nodes, n is the node 

for which we are finding the value of Delta 
Efficiency and remove edges to or from n in 
G to get G’  

Output: 
 

Delta Efficiency of n in G. 
Let s=0 and de=0 
For each element n1 in N 
 For each element n2 in N 
 Let s = s + 1/ d (n1, n2) 
 Next n1 
 Let de= de + s 
Next n2  
Let de=1/ (m * (m – 1)) * de 
Let efficiency=E (G) 
Let de = ((efficiency – de) / efficiency) 
Return de 

Algorithm for Finding Position Role     
Index 

Suppose n is the node for which we are 
finding delta efficiency. Let G’ be the sub-
graph that is similar to G – n1.  (G’ does not 
contain any edge to or from n and also it 
does not contain n). Let N is a set of Nodes 
in G’ and m is the number of elements in N. 

Input: 
Graph G, N set of its nodes, n is the node 

for which we are finding the value of NI and 
remove n and all the edges coming from or 
to n in G to get G’  

Output: 
NI of n in G. 
Let s=0 and ni=0 
For each element n1 in N 
 ni=0 

For each element n2 in N 
    Let s = s + 1/ d (n1, n2) 
 Next n1 
 Let ni= ni + s 
Next n2  
Let ni = 1/ (m * (m– 1)) * ni 
Let efficiency = E (G) 
Let ni=((efficiency – ni)/efficiency) 
Return ni 
 

4.4   Dependence Centrality (DC) 

The DC is the recently introduced measure by the authors (Memon, N., Legind, H.L., 
2006). The dependence centrality of a node is defined as how much that node is de-
pendent on any other node in the network.  Mathematically it can be written as: 

,

mn
mn

m p p G p

d
DC

N≠ ∈

= + Ω                                         (6) 
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Where m is the root node which depends on n by DCmn centrality and Np actually is 
the Number of geodesic paths coming from m to p through n, and dmn is geodesic 
distance from m to n.  The Ω is taken 1 if graph is connected and 0 in case it is dis-
connected.  In this paper we take Ω  as 1, because we consider that graph is con-
nected.  The first part of the formula tells us that: 

 

Fig. 1. The efficiency of the original network is E (G) = 0.395. The removed node is shown on 
x-axis; the efficiency of the graph once the node is removed is reported as E (G – Nodei), while 
the importance of the node (drop of efficiency) is shown as  E. While position role index 
shown as PRI of the removed node. The results prove important aspects of the network and 
confirmed that Mohammed Atta (node # 33) was the ring leader. 

 

Fig. 2. An alternative measure of the importance of the node (k), the degree of (i.e. the number 
of links incident with) the removed node  
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How many times m uses n to communicate other node p of the network?  In      
simple words p is every node of the network, to which m is connected through n (The 
connection represents the shortest path of node m to p, and n is in between).  Np 
represents the number of alternatives available to m to communicate to p and dmn is 
the multiplicative inverse of geodesic distance (1/d). 
 

Algorithm for Dependence Centrality 
 
For each node “n” in graph 
 For each node “nd” in graph other than “n” 
  Compute All shortest paths from “n” to “nd”, and save it in vector “paths” 
  For each path “p” in “paths” 
   For each node “nt” in p 

• Compute the Shortest distance “d” from node “n” to 
“nt”. 

• Find multiplicative inverse 1/”d” of shortest distance 
from “n” to  “nt”.   

• Divide it with the number of paths in vector “paths”. let 
the result  be “Dt. “. 

• Retrieve the value of  “Dmn” from HashMap “mapt” cor-
responding to “nt”, and add it with “Dt” + 1. Then save 
the result again in HashMap “mapt“  against the key “nt”. 

    
Next 

  Next 
 Next 

Next 
 

This measure shows that how much node m is dependent on the node n.  We can 
also say that how much node n is useful to node m in order to communicate with 
other nodes of the network.   

The node which has less in summation of dependence centrality might be key 
player i.e., leader / gatekeeper, who usually direct many other peripherals and control 
communication.  The key players have low dependence centrality (DC) as they have 
large number of direct links with other nodes of the network and they do not depend 
on others to communicate with those nodes. 

When we tabulate the Dependence Centrality (DC), a matrix is obtained; where each 
row corresponds to a particular node, its DC against all the nodes are represented in the 
form of values (1 ≤  values ≥  (total nodes – 1)) at different columns in the same row.  
When we sum up all of these values in a row, the sum shows how much the node is 
dependent on other nodes.  The lower the sum, the less will be the node dependent on 
other nodes or that node is said to be an independent node.  Similarly if we sum each 
column, it will show how much all the nodes depend on that particular node which is 
associated with that column. The dependence centralities of the hijackers and their af-
filiates as shown in figure 3 can be seen at http://cs.aue.aau.dk/~nasrullah/DC_9_11.htm.  
There are some interesting results from this 62x62 matrix that shows, if node 33 is re-
moved, nodes 23 and 28 will also be isolated completely from the network.  Similarly if 
node 38 is eradicated/captured, nodes 20, 22, and 26 are totally isolated from the  
network. The rationale behind that is the nodes (for example, 23, 28; 20, 22, 26) are 



 Practical Algorithms for Destabilizing Terrorist Networks 397 

completely depending on the nodes (for example, 33 and 38 respectively). If the nodes 
are completely depending on the other nodes, they will be isolated (cut-off from the 
network completely) by capturing the node on which those nodes are depending. 

 

Fig. 3. 9/11 hijackers and their affiliates dataset.  The names of terrorists shown in Appendix A 
at the end of paper. 

5   Construction of Hierarchy for 9-11 Terrorists’ Network 

By using algorithms shown in Exhibit 2, we have constructed the hierarchy shown in 
figure 4 (using iMiner), of the hijackers involved in 9/11 terrorist attack and their 
affiliates (from the publicly available dataset as shown in figure 3). 

 

Fig. 4. Hierarchy discovered by iMiner from graph shown in figure 3, using Algorithms shown 
in Exhibit 2 
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The hierarchy clearly suggests that Muhammad Atta (33) was the key leader of the 
plot. While Marvan Al Shehhi (40) was assisting him as he is below in the hierarchy. 
They both were suggested as potential leaders in 9/11 attack and led their respective 
groups. They were also both members of Hamburg Cell.  Fayez Ahmed (31), and 
Mohand Al Shehhi (42), who were in the same hijacked plane with Marvan Al Shehhi, 
are below Marvan Al Shehhi. While Abdul Aziz Alomari (39), Waleed Al Shehhi (38) 
are in 3rd level in the hierarchy.  

The intelligence agencies can easily detect who are potential leaders / gatekeepers 
and even peripheries by using these new algorithms.   

Exhibit 2. Algorithms for Constructing Hierarchy 
 

Algorithm. Converting undirected graph G into directed D 
 

1. Take any node “n” of graph G, and find its neighbors “N”. 
2. Take a node “s” such that s ∈  N (N is set of neighbors of n.). Compare Degree Cen-

trality of s to Degree Centrality of n, 
• if Degree Centrality of s > Degree Centrality of n, Mark a directed edge 

from s to n. 
• if Degree Centrality of s < Degree Centrality of n, Mark a directed edge 

from n to s. 
• if Degree Centrality of s =  Degree Centrality of n 

1. Compare Eigen-Vector Centrality of s to Eigen-Vector Cen-
trality of n, 

• If Eigen-Vector Centrality of s > Eigen-Vector Central-
ity of n, Mark a directed edge from s to n. 

• If Eigen-Vector Centrality of s < Eigen-Vector Central-
ity of n, Mark a directed edge from s to n. 

• If Eigen-Vector Centrality of s = Eigen-Vector Central-
ity of n, Ignore the link. 

3. Repeat Step 2 for every member of N. 
4. Repeat Step 1 for every node of graph G. 

Algorithm. To make Tree T from Directed Graph D 
 

1. Take any node “n” of directed Graph “D”, and find all the nodes “N(n)” adjacent to 
edges originating from node n. and mark them as Children of  n.  Here N(n) is 
neighbors N of node n. 

2. Find all the nodes (parents) “P” adjacent to edges pointing to node n and mark them as 
Parents of n.  

3. Repeat step 1 and 2 for all nodes of Directed Graph D. 
4. Again take any node “n” of directed Graph “D”, 
5. If number of elements in P (where P is the set of Parents of n) is 0, then add “root “of 

Tree “T” as its parent and mark node n as children of “root”. 
6. If number of elements in P > 1, Remove all the nodes except “p1” from P, such that 

(N (p1)  N (n)) is maximum.(Where N (p1) is the set of Neighbors of p1). Also mark 
n as Children of p1. 
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7. If number of elements in P is still > 1, remove all the nodes from P except the node 
p1, for which the n has highest Dependence Centrality. Also mark n as Children of p1. 

8. If number of elements in P is still > 1, Remove all of its parents and then add “root” of 
Tree T as its parent and also mark node n as children of “root”. 

9. Repeat Step 4 to 8, for all nodes of directed graph D. 
10.  Draw Tree T. 

6   Conclusions 

In this paper we have proposed new practical algorithms which can assist law en-
forcement agencies to discover who is under the influence of whom in a network by 
visualizing the hierarchal chart.  The position role index measure assists in finding 
about who is who in a network.  The dependence centrality determines which indi-
viduals are depending on which nodes, in order to help investigators to disrupt the 
network.  All the algorithms discussed in the paper are implemented in the prototype 
iMiner.  The prototype can provide assistance to law enforcement agencies, indicating 
when the capture of a specific terrorist will likely disrupt the terrorist network.  More-
over, using iMiner an investigator has the power to estimate the network’s size,    
determine its membership structure, find who the most important terrorist in the net-
work is, determine the efficiency of the network, unearth the leaders / gatekeepers / 
followers, and determine on which node the maximum nodes in the network depends.  
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This is a research note to propose the development of a combating terrorism (CbT)1 
insurgency resolution software that would operationalize and visualize all the processes 
involved in resolving terrorist-type insurgencies, including metrics for measures of 
success. Such a computerized CbT application is not currently available in the non-
governmental, open source community, so this research note is intended to stimulate the 
development of such a prototype through collaboration between combating terrorism 
subject matter experts and software developers. When it is finally developed, the CbT 
software is intended to guide a user to formulate coordinated and integrated response 
strategies and tactics, whether at the governmental or analytical levels, to resolve a 
hypothetical or actual terrorist insurgency using a spectrum of possible responses. Of 
particular relevance to contemporary CbT concerns, the software program would also 
have the capability to respond to the spectrum of terrorist warfare, ranging from 
“conventional” low impact to “unconventional” high impact chemical, biological, 
radiological, and nuclear (CBRN) terrorist tactics and weaponry.2 

Once developed as an operating system, the tool’s objective is to enable the user—
whether in government, law enforcement, intelligence, the military, or the public 
policy/academic communities—to use it either as an educational and training or 
operational application in which structured argumentation is used to formulate all the 
steps and processes involved in planning and executing a CbT campaign, as well as 
assessing the effectiveness of previous or on-going CbT campaigns in order to draw 
lessons and applications for future CbT responses. 

Such a software program will assist the user through all phases, missions and roles 
not only of a prototypical, generic CbT campaign but actual on-going campaigns, 
from the initial response phase of the outbreak of the terrorist rebellion to conflict 
termination and the post-conflict reconstruction phase.  

A CbT software program is required because of the absence of such tools, at least 
in the open source community, to enable government planners or academic analysts to 
use standardized templates (with the capability for adjustment to unique 
circumstances) to formulate counteraction campaign plans against the escalation in 
warfare against states by groups such as al Qaeda and its affiliates, the protracted 
nature of many of the internal conflicts around the world, such as in Sri Lanka and the 
                                                           
1 Combating Terrorism is the umbrella concept for anti-terrorism, which is defensive, and 

countering terrorism, which is offensive. 
2 Cyber warfare is another tool in the terrorist arsenal, but this threat is not discussed in the 

research note, although any combating terrorism tool should have the capability to address it. 
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Palestinian-Israeli arena. As demonstrated by these and other cases, CbT methodo- 
logical frameworks need to be flexible and adaptable to take into account the fact not 
all terrorist insurgencies are alike, thus requiring different responses. Some terrorist 
insurgencies are internal (e.g., in the Palestinian-Israeli arena), while others are 
transnational (e.g., al Qaeda and its affiliates), and even here the nature and 
characteristics of terrorist rebellions differ from country to country. Moreover, some 
terrorist insurgencies can be resolved only through military means, whereas others 
can be resolved peacefully.  Peace accords, for example, have been reached between 
governments and insurgents in El Salvador, Guatemala, and Northern Ireland, 
whereas in other cases, such as Israel and the Palestinians, provisional peace accords 
were reached in which both sides failed to strictly adhere to their provisions, resulting 
in partial breakdowns and violence by rejectionist Palestinian groups. In other cases 
(e.g., al Qaeda and its affiliates) only a military or law enforcement solution is 
possible because the terrorist insurgents’ actions and demands are so politically 
extremist, undemocratic, or criminal that no compromise or conciliation is possible. 
Finally, terrorist insurgencies may become protracted because neither governments 
nor insurgents are incapable of military or peaceful resolution of their conflict.  

The CbT software program will be grounded in the leading concepts and 
approaches in the disciplines of combating terrorism and conflict resolution, and 
illustrated by empirical cases of past and current terrorist insurgencies. Examples of 
peace treaties or accords that succeeded or failed to resolve terrorist insurgencies will 
be included (e.g., the 1993 Oslo Peace Accord, the 1998 Northern Ireland Accord, 
etc.).  These peace accords would be used as models and templates by the user to 
formulate new peace agreements to propose resolution of hypothetical or actual 
terrorist insurgencies.   

Project Overview 

Once operationalized, the software program will consist of two parts:  first, an 
overview of generic CbT campaigns, based on previous campaigns and analytical 
literature about those campaigns, highlighting their strategic, operational, and tactical 
components, including attempts to resolve those conflicts; and second, a series of 
templates for the user to input data, ordered around the CbT plan's components and 
segments, including qualitative and quantitative metrics for success in resolving such 
conflicts. These templates are intended to serve as a decision making roadmap and a 
forecasting tool to provide the necessary criteria and metrics to plan, manage, 
measure and evaluate the results of the CbT campaign, including planning for the 
post-conflict, reconstruction nation building phases. 

As an operational tool to manage an on-going CbT campaign, the tool will have two 
components. The first is a templated tracking and reporting interface to provide the 
user with situational awareness, including status summaries, of the sequencing of 
counter-terrorism measures in order to track the results of the CbT campaign. The 
second component would provide real time or near real time, operational 
“situational management” of the CbT campaign to serve as a  decision making tool, 
encompassing data input and analysis from a government’s overseas diplomatic, 
military, and intelligence reporting posts to national level CbT planners.      
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In such a way, the CbT tool is envisioned as an automated, easy-to-use planning, 
forecasting, managing, and evaluating application that will guide the user through the 
CbT planning process, such as conceptualizing strategically about a government's 
position vis-à-vis the terrorist insurgent compared to other, non-combatant parties to 
the conflict, building forecasts with multiple levels of detail, and creating and 
managing CbT action plans and conflict resolution proposals.   

Project Description 

The computerized CbT working model is intended to guide the user through the entire 
process—from the initial steps of responding to the outbreak of a terrorist insurgency 
to the end-point of military victory, defeat, stalemate or peaceful conflict resolution, 
with each step involving, in a typical conflict, the full spectrum of options, situation 
reports, and ideal- and worst-case scenarios; strategic, operational, and tactical 
planning and execution, including coercive (military) and conciliatory (peaceful) 
responses; addressing the conflict’s root causes; interaction between governmental, 
insurgent, and third party actors, including the post-conflict reconstruction of the 
violent-torn society.  

The tool is intended to highlight the strategic, operational, and tactical 
components of the CbT plan, with sub-menus, tracking lists, and to do tasks. A 
series of adjustable screens will sequence the CbT campaign's components.  

The tool will also include templates to guide the user to effectively respond to 
terrorist insurgent grievances that would differentiate actionable grievances versus 
irresolvable demands by insurgents. New criteria will be defined to distinguish 
between legitimate and illegitimate grievances (e.g., whether they are anchored in 
international law), as well as the differing perspectives of governments and insurgents 
towards grievances and demands. The templates would provide an ordered range of 
intervention points for governments. The goal is to enable decision-makers to make 
plausible responses at appropriate points to plausible grievances.  

The tool will include a series of templates to plan, manage, forecast, and 
evaluate an actual CbT campaign's attempt to resolve an ongoing conflict, with all its 
components and sequences (which could be adjusted), and a capability to qualitatively 
and quantitatively assess the results.   

The templates will also include a representative sample of peace plans and 
treaties agreed to by governments and terrorist insurgents, whose features could be 
integrated by the user in planning or evaluating ways to resolve their own CbT 
campaigns. These representative samples will be drawn from the resolution or 
attempted resolution of the insurgencies in El Salvador, Cambodia, Israel vis-à-vis the 
Palestinians, Northern Ireland, Mozambique, Sri Lanka, etc. 

The templates used in the program would specify as much or as little detail as 
required, and could be accompanied with comments by the participants and 
evaluators, with one sentence or more of elaboration. 

Every screen will include a definition of terminology. A tutorial will help to 
explain what is on the screen. 

Once the initial CbT plan is formulated, based on the program’s templates, which 
the program will move to the strategic, operational, and tactical components of the 
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campaign. The operational execution of the plan is the primary focus of the model 
because it links strategic objectives and tactical actions. Thus, at the operational level 
political, diplomatic, military, judicial and law enforcement agencies are employed to 
achieve strategic goals through the execution of a CbT campaign. The strategic 
portion of the CbT plan consists of the plan description, a mission statement, and the 
plan's objectives and end-states. The tactical portion consists of the plan's programs, 
activities, and operations, including promotional actions (a variety of programs to win 
the targeted population's "hearts and minds," such as psychological operations and 
various conciliatory programs, such as civic action and nation building). The 
estimated cost of each of the tactical programs will be shown on a cost-benefit/return 
on investment screen. 

The system will automatically generate segment wrap ups that will summarize in 
one screen the strategic, operational, and tactical components to make it convenient 
for reference later on when writing action and after-action programs and lessons 
learned reports. 

The system will create action to do lists and task assignments (start and end 
dates for assignment, persons responsible, and the base cost of action). The to-do lists 
will help track actions that need to be done on a weekly, monthly, or quarterly basis 
and the status of actions. 

For each portion of the plan, a summary chart will be generated to show the 
overall resource allocation by the plan's strategic, operational and tactical 
components. The summary will sort all actions according to criteria listed at the top of 
the chart by segment, program, CbT components, staff responsible, or specific dates 
to accomplish tasks. 

The system will create a planning calendar that would serve as a mini forecasting 
system. Target dates will enable forecasting. Critical target dates will become 
opportunity dates in order to identify need periods. These will be shown as color 
coded dates on the calendar. The calendar will appear simultaneously as a small box 
on the screen. 

In the model's concluding section, the actual, or in the case of a simulated 
campaign, the hypothetical, results of the CbT campaign will be filled in, ranging 
from a military to a peaceful resolution of the terrorism conflict, or a political or 
military stalemate. The input of data into the templates will generate information to 
assess the strengths and weaknesses in the overall CbT plan, as well as its segments, 
which will be scored in terms of their effectiveness and return on investment. The 
system will generate a total score for each segment. The system will then generate 
effectiveness graphs in black and white or color. Graphs will automatically be created 
on display or be manually generated.   

The concluding section will include a provision for outside comments to help in 
evaluating the CbT campaign as well as in planning future CbT campaigns, such as 
what is likely to go right or wrong in implementing and executing the plan. A 
program summary also will be created to summarize all key components and 
segments of the plan for future reference. 

The concluding portion will also include a section on implementation 
requirements for negotiated peace settlements that would assess the factors that are 
likely to make peace accords effective or ineffective in resolving terrorist conflicts in 
the long-term. Among the factors to be assessed in peace accord effectiveness are 
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whether they are based on all-inclusive or partial societal consensus; the 
extensiveness of the treaty's details; the nature of the agreement's implementation 
phase, including the demobilization, disarmament, and restructuring of the armed 
forces (including the terrorist insurgents), police, and any paramilitary forces; the 
capacity of the state to perform basic administrative functions; the willingness of the 
state to establish the rule of law, including holding free and fair elections, promoting 
human rights, and creating an impartial and independent judiciary; and, if applicable, 
reforming socioeconomic institutions. The model would apply these effectiveness 
factors to assess what other factors may be necessary to resolve cases where peace 
accords have been reached but remain far from being fully implemented.  

The grouping of segment and component screens could be arranged in different 
orders, and could be printed, or saved in a file. Import and export buttons would allow 
files to be e-mailed and posted on a password-protected web site. The comments 
about particular aspects of the CbT campaign could be disseminated to appropriate 
officials responsible for planning and executing the campaign. Anyone needing to 
review these screens or the whole plan will be able to write a comment on every 
screen individually without altering the original plan. Multiple comments would be 
able to be stored for each screen, and a combination of screens could be generated for 
appropriate officials, or, in the case of a hypothetical campaign, with the linked 
analytical community of participants. 

Although the following matrix does not display all the components discussed above, 
the CbT tool would be based on such an analytical framework, which sequences the 
categories of government responses and hierarchically decomposes the measures 
accompanying each response category, including an evaluation of the CbT campaign.  

Outbreak 
Of Insurgency 

Initial Gov’t 
Response 

Threshold 
Level 
for 
Conciliation 

Outcome of 
CbT 
Campaign 

Evaluation of CbT 
Campaign 
(Metrics of 
Effectiveness) 

Root Causes: 
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Conditions 

Coercive 
Measures 
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Resolved 
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Government 
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Political Impact on 
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Facilitating 
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Conciliatory 
Measures 

Are the 
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Legitimate or  
Illegitimate? 

 

Victory of 
Government 
Forces 

Economic Impact on 
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of Terrorist 
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Role of 
External State 
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the Rebellion 
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Military Impact on 
Targeted Society 
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Group’s 
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External  

 Psychological Impact 
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NGOs in 
Facilitating 
Conflict 
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Military Capability 
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Strategies 

   Impact of CbT 
Campaign on  
Terrorist Group’s 
Political Influence  

Front Groups    Impact of CbT 
Campaign on  
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Abstract. While the study of terrorism has expanded dramatically since the 
1970s, most analyses are limited to qualitative case studies or quantitative 
analyses of international incidents only—which comprise a very small 
proportion of all terrorist events.  Until now, empirical data on both domestic 
and international terrorist events have not existed. We have compiled 
information from more than 69,000 terrorism global incidents from 1970 to 
1997.  Most of these data were originally collected from a private intelligence 
service agency using open-source data.  Since we completed coding the original 
data in 2005, we have been continually updating and validating the data and we 
now call the Global Terrorism Database (GTD). We begin this paper by 
describing the data collection efforts and the strengths and weaknesses of 
relying on open-source data.  We then summarize completed research projects 
and end by listing on-going efforts to better understand the dynamics of world-
wide terrorism events. 

1   Introduction 

Although the research literature on terrorism has expanded dramatically since the 
1970s, the number of studies based on systematic empirical analysis is surprisingly 
limited.  One of the main reasons for this lack of cutting-edge empirical analysis on 
terrorism is the low quality of available statistical data.  To remedy this, we coded and 
verified a previously unavailable data set composed of 67,165 terrorist events 
recorded for the entire world from 1970 to 1997.  This unique database was originally 
collected by the Pinkerton Global Intelligence Service (PGIS). 

Because the PGIS database was designed to document every known terrorist event 
across countries over time, we can examine the total number of different types of 
terrorist events by specific date and geographical region.  To the best of our 
knowledge this is the most comprehensive open source data set on terrorism that has 
ever been available to researchers.  PGIS trained their employees to identify and code 
terrorism incidents from a variety of sources, including wire services (especially 
Reuters and the Foreign Broadcast Information Service), U.S. State Department 
reports, other U.S. and foreign government reports, U.S. and foreign newspapers, 
information provided by PGIS offices around the world, occasional inputs from such 
special interests as organized political opposition groups, and data furnished by PGIS 
clients and other individuals in both official and private capacities.   
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While this is the only database of this sort, it has both strengths and weaknesses 
which are reviewed below.  Strengths include its broad definition of terrorism and its 
longitudinal structure.  Weaknesses of the database include potential media bias and 
misinformation, lack of information beyond incident specific details alone, and missing 
data from lost cards (data for the year 1993 were lost by PGIS in an office move).  
Finally, as we discovered cases that were missing from PGIS, we added them to the 
data and changed the name from PGIS to the Global Terrorism Database (GTD). 

2   Building a Global Terrorism Database 

Although the research literature on terrorism has expanded dramatically since the 
1970s (for reviews, see [1], [13], [16], [18]), the number of studies based on 
systematic empirical analysis is surprisingly limited.  In their encyclopedic review of 
political terrorism, Schmid and Jongman [19:177] identify more than 6,000 published 
works but point out that much of the research is “impressionistic, superficial (and 
offers) … far-reaching generalizations on the basis of episodal evidence.”   

One of the main reasons for this lack of cutting-edge empirical analysis on 
terrorism is the low quality of available statistical data.  While several organizations 
now maintain databases on terrorist incidents,1 these data sources face at least three 
serious limitations.  First, most of the existing data sources use extremely narrow 
definitions of terrorism.  For example, although the U.S. State Department [21:3] 
provides what is probably the most widely-cited data set on terrorism currently 
available, the State Department definition of terrorism is limited to “politically 
motivated violence” and thus excludes terrorist acts that are instead motivated by 
religious, economic, or social goals.   

Second, because much of the data on terrorism is collected by government entities, 
definitions and counting rules are inevitably influenced by political considerations.  
Thus, the U.S. State Department did not count as terrorism actions taken by the 
Contras in Nicaragua.  By contrast, after the 1972 Munich Olympics massacre in 
which eleven Israeli athletes were killed, representatives from a group of Arab, 
African and Asian nations successfully derailed United Nations action by arguing that 
“people who struggle to liberate themselves from foreign oppression and exploitation 
have the right to use all methods at their disposal, including force” [8:31]. 

And finally and most importantly, even though instances of domestic terrorism2 
greatly outnumber instances of international terrorism, domestic terrorism is excluded 
from all existing publicly available databases. In short, maintaining an artificial 
separation between domestic and international terrorist events impedes full 
understanding of terrorism and ultimately weakens counterterrorism efforts.  

                                                           
1   These include the U.S. State Department [23], the Jaffee Center for Strategic Studies in Tel 

Aviv [6], the RAND Corporation [9], the ITERATE database[13], [14], and the Monterey 
Institute of International Studies [20]. 

2  We use the term “domestic terrorism” throughout to signify terrorism where the perpetrator 
and target were nationals from the same country and the attack was perpetrated within the 
boundaries of their country. 
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3   The Original PGIS Database  

To address this lack of empirical data, we coded and verified a previously unavailable 
data set composed of 67,165 terrorist events recorded for the entire world from 1970 
to 1997.  This unique database was originally collected by the Pinkerton Global 
Intelligence Service (PGIS).  The collectors of the PGIS database aimed to record 
every major known terrorist event across nations and over time.  This format allows 
us to examine the total number of different types of terrorist events by date and by 
geographical region.  The database contains nine unique event types; seven of which 
were defined a priori by PGIS, including bombing, assassination, facility attack, 
hijacking, kidnapping, assault, and maiming.  PGIS later added two categories, arson 
and mass disruption, to fit unique cases they found during data collection.  

To the best of our knowledge this is the most comprehensive open source data set 
on terrorism events that has ever been available to researchers.  There are at least four 
main reasons for this.  First, unlike most other databases on terrorism, the PGIS data 
include political, as well as religious, economic, and social acts of terrorism.  Second, 
because the PGIS data were collected by a private business rather than a government 
entity, the data collectors were under no pressure to exclude some terrorist acts 
because of political considerations. Third, unlike any other publicly available 
database the PGIS data includes both instances of domestic and international 
terrorism starting from 1970. And finally, the PGIS data collection efforts are 
remarkable in that they were able to develop and apply a similar data collection 
strategy for a 28-year period. 

4   Evaluating the PGIS Data 

Although every effort was made, from data entry eligibility requirements and 
applicant screening to extensive data verification and cleaning, to ensure that our 
coding of the PGIS data was as complete and accurate as possible, nevertheless, the 
resulting database has both strengths and weakness—many of which were beyond our 
control. Strengths of the database include its broad definition of terrorism and its 
longitudinal structure. Weaknesses of the database include potential media bias and 
misinformation, lack of information beyond incident specific details alone, and 
missing data from a set of cards that were lost during an office move of PGIS.  We 
review some of these strengths and weaknesses in the next section of this report. 

4.1   Database Strengths 

In reviewing our work on these data since 2002, we believe that the database has four 
major strengths. First, the PGIS data are unique in that they included domestic as well 
as international terrorist events from the beginning of data collection. This is the 
major reason why the PGIS data set is so much larger than any other currently 
available open source databases.  In a review, Alex Schmid [18] identified 9 major 
databases that count terrorist events, and reports that each of these databases contains 
less than 15 percent of the number of incidents included in the PGIS data.  Second, 
PGIS had an unusually sustained and cohesive data collection effort.  Thus, the PGIS 
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data collection efforts were supervised by only two main managers over the 27 years 
spanned by the data collection effort. We believe that this contributes to the reliability 
of the PGIS data. Third, we feel that there are advantages in the fact that the PGIS 
data were collected not be a government entity but by a private business enterprise.  
This meant that PGIS was under few political pressures in terms of how it classified 
the data being collected. And finally, the definition of terrorism employed by the 
original PGIS data collectors was exceptionally broad. Definitions of terrorism are a 
complex issue for researchers in this area.  

A major reason that we were drawn to the PGIS data is that the definition of 
terrorism it employed throughout the data collection period is especially inclusive, 
“…the threatened or actual use of illegal force and violence to attain a political, 
economic, religious or social goal through fear, coercion or intimidation.”  Where the 
U.S. State Department defines terrorism as “…premeditated, politically motivated 
violence perpetrated against noncombatants targeted by subnational groups or 
clandestine agents, usually intended to influence an audience.” Unlike the State 
Department, whose mandate is to focus on international terrorism (i.e., that involving 
the interests and/or nationals of more than one country), the PGIS data are not limited 
to international incidents. To underscore the importance of this difference consider 
that two of the most noteworthy terrorist events of the 1990s—the March 1995 nerve 
gas attack on the Tokyo subway system and the April 1995 bombing of the federal 
office building in Oklahoma City, both lack any known foreign involvement and 
hence were purely acts of domestic terrorism. 

Based on coding rules originally developed in 1970, the persons responsible for 
collecting the PGIS database sought to exclude criminal acts that appeared to be 
devoid of any political or ideological motivation and also acts arising from open 
combat between opposing armed forces, both regular and irregular.  The data coders 
also excluded actions taken by governments in the legitimate exercise of their 
authority, even when such actions were denounced by domestic and/or foreign critics 
as acts of “state terrorism.”  However, they included violent acts that were not 
officially sanctioned by government, even in cases where many observers believed 
that the government was openly tolerating the violent actions.   

In sum, we regard the fact that these data were collected by a private corporation 
for a business purpose as an important advantage over other data sets currently 
available.  Because the goal of the data collection was to provide risk assessment to 
corporate customers, the database was designed to err on the side of inclusiveness.   
While there is at present no universally accepted definition of terrorism, the definition 
used to generate the PGIS data is among the most comprehensive that we have been 
able to identify.   

4.2   Weaknesses of Open Source Terrorism Databases 

But while the PGIS data has some important strengths, we also recognize that it also 
has important weaknesses that need to be understood when drawing conclusions from 
the data. Three types of weaknesses are especially important.  First, all the major open 
source terrorism databases (ITERATE, MIPT-RAND and PGIS) rely on data culled 
from news sources, thus they are likely biased toward the most newsworthy forms of 
terrorism [6]. Although the PGIS database includes events that were prevented by 
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authorities, it is certain that some potential terrorist attacks never came to the attention 
of the media and are thus excluded.  A related issue is that the PGIS database includes 
incidents covered by the media where the perpetrator remains unidentified.  Without 
information concerning the perpetrator it may be difficult to accurately classify the 
incident as terrorism, since the definition relies on the motive of the attacker.  Finally, 
various media accounts of similar terrorist incidents may contain conflicting 
information. Without measures of reliability in news reporting, it is difficult for 
researchers to discern which source supplies the most accurate account.   

The second issue is that the dataset lacks information on other important issues 
associated with each terrorism incident.  Open source databases, including the one 
created by PGIS also lack information on the “psychological characteristics, 
recruitment, and careers of members of terrorist movements” [9:28].  There are also 
no “broadly-based data sets with coded information on the outcome of terrorist 
campaigns or on government responses to episodes of domestic terrorism” [9:28].  Of 
course, the lack of data on terrorist groups is mainly explained by their clandestine 
nature.  The media also tends to focus on terrorism employed by non-governmental 
insurgents rather than state terrorism.  Overall, the reason for the large quantity of 
information on the characteristics of sub-state terrorism incidents is because this 
information is more readily available from media sources.  Thus, it is important to 
recognize that the data captured in open source terrorism databases are limited and are 
appropriate for only certain types of studies.   

Finally, for unknown reasons, most of the original data for the year 1993 were lost 
prior to our acquiring the dataset.  We are currently working to replace that missing 
data.  Also, during the process of verifying the PGIS data with other sources, we 
found that PGIS were unsystematically missing some cases.  When the source of 
missing information was deemed reliable, we added the incident to PGIS and 
documented the original source.  Because this changes the database, and because 
Pinkerton’s corporate offices are no longer affiliated with the data, we changed the 
name from PGIS to the Global Terrorism Database (GTD). 

5   A First Look at International and Domestic Global Terrorism, 
1970 – 1997 

Now we present an overview of international and domestic terrorism worldwide.  
Between 1970 and 1997 (excluding 1993), the GTD records 69,088 terrorism 
incidents3.  Figure 1 contrasts the pattern of terrorism according to GTD with that of 
RAND, which only includes international incidents.  Most striking is the vast 
difference in magnitude between the two data bases.  If we were to exclusively focus 
on international terrorism, we would miss information on more than 61,000 incidents.  
In fact, as we shall see later, many groups began by attacking targets within their own 
country before expanding to international terrorism.   

                                                           
3  This figure is based on the available GTD as of February 17, 2006.  Since the database is 

continuously evolving, the numbers may change over time as new sources are integrated into 
the existing database. 
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Fig. 1. Terrorism Trends over Time According to RAND and GTD 

Looking exclusively at the pattern of terrorism from the GTD, we see that 
terrorism had increased rather steadily to a peak in 1992 with 5,324 events worldwide.   
Up through 1976 attacks by terrorist attacks were relatively infrequent, with fewer 
than 1,000 incidents each year.  In 1977, incidents rose from 885 to 1,306.  From 
1978 to 1979 we see evidence that events nearly doubled rising to 2,745 from 1,526.  
The number of terrorist events continues a broad increase until 1992, with smaller 
peaks in 1984, at almost 3,500 incidents, and 1989, with about 4,300 events.  After 
the global peak in 1992, the number of terrorist incidents declines to approximately 
3,500 incidents at the end of the data collection period in 1997. 

To better understand the distribution of terrorism events and lethality, we 
calculated the distribution of incidents and fatalities according to their region.4  
Figure 2 shows that more terrorism and terrorism-related fatalities occur in Latin 
America than in any other region.  In fact, Latin America is attacked nearly twice as 
often as any other region of the world more than seven times as often as Sub-Sahara 
Africa and nearly forty times that of North America.5  Europe and Asia are nearly 
tied at second, each accounting for about 20 percent of the world’s total terrorism 
events (21.03 and 18.14 percent, respectively).  The Mid-East/North Africa region 
follows with less than 15 percent (13.14) of the incidents, and Sub-Saharan Africa 
and North America account for the fewest terrorism events (5.79 and 1.68 percent, 
respectively). 

                                                           
4 The composition of countries within each region was determined by PGIS.  
5 Mexico is counted as Latin America instead of North America. 
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Fig. 2. Incidents and Fatalities by Region 

Figure 2 also shows that the distribution of fatalities by region differs from that of 
the incidents.  While Latin America remains the leader in fatalities as well as in the 
proportion of attacks, Asia has the second highest percentage of fatalities by region, 
accounting for nearly 25 percent of all terrorism-related fatalities (24.56).  Figure 2 
also reveals that while Europe is second in the proportion of attacks, it suffers 
relatively few fatalities as a result of these incidents, averaging only 0.53 deaths per 
incident (See Table 1).  This rate is especially low compared to that for Sub-Saharan 
Africa which averages 5 deaths for every terrorism attack.  Thus, while the Sub-
Saharan African region accounts for a relatively small proportion of total terrorist 
attacks during this period, when there were attacks in this region, they tended to be 
deadlier.  The reasons for these differences remain to be explained, although part of 
the explanation may simply be ready and proximate access to medical care across 
regions.   

Table 1. The Average Number of Fatalties per Terrorism Attack 

Region Fatalities per Attack
North America 0.55 

Latin America 2.06 

Europe 0.53 

Mid-East, North Africa 2.00 

Sub-Saharan Africa 5.00 

Asia 2.70 
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We turn now to the distribution of terrorism activity for each region over time.  
Figure 3 disaggregates the trend line of Figure 1 to show which regions are driving 
each portion of the trend from 1970 through 1997.  If we were to examine this graph 
from 1970 until 1978, the story would be that terrorism is largely a European 
problem, with evidence of it becoming a growing issue in Latin America.  After 1978, 
Europe peaks at over 1,000 incident in 1979 and then drops to an average of 550 
incidents a year.  Latin America, on the other hand continues rise after 1978 and 
peaks in 1984 with over 2,100 incidents. After 1984, Latin America continues to 
average about 1,400 a year with large fluctuations. Most interesting is the fairly steep 
drop that bottoms out in 1995 at 515 incidents. The steady increase in the overall 
world-wide terrorism rates are driven by the relatively recent increase in the 
frequency of attacks in Asia and Sub-Saharan Africa. Figure 3 also shows that 
compared to other regions, North America has experienced a relatively small 
proportion of terrorist attacks during this period.   
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Fig. 3. Terrorism Activity over Time by Region 

Not only does the GTD provide information about the frequency of attacks, but it 
allows us to examine the distribution of terrorist tactics.  In an analysis not shown, we 
examine the types of terrorist tactics by region.  While the five most common tactics 
(i.e., assassinations, bombing, facility attacks, hijacking and kidnapping) were 
relatively common in all six regions, there were substantial differences in the 
distribution of terrorist tactics.   

Theses patterns may be partly due to risk management strategies. Since the GTD 
documents each incident we can aggregate to any level.  We demonstrate the value of 
examining sub-national patterns in the next two figures.  In figures 4 and 5, we 
disaggregate the trend by the most active groups.  We also include the trend line for 
incidents where the perpetrating group is unrecorded.  This comparison in Figure 4  
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Fig. 4. Terrorist Attacks over Time in Northern Ireland for Select Groups 

demonstrates that the pattern of terrorism in Northern Ireland is largely driven by the 
activities of the Irish Republican Army (IRA).  Peak years for the IRA were 1972, 
1979, 1983, 1988, and 1991, which form the peaks for terrorism in Northern Ireland 
overall.  The two second most active groups, the Ulster Freedom Fighters (UFF) and 
the Ulster Volunteer Force (UVF) have demonstratively lower rates of attack (totals 
equal 203 and 251, respectively compared to 2,299 for the IRA). 

Figure 5 presents the trends for four groups in the United States as well as that for 
events where no group claims responsibility.  Aside from events perpetrated by an 
unknown group, most of the U.S. terrorism trends appear to be accounted for by the 
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anti-abortion activists, the Armed Forces of Puerto Rican National Liberation 
(FALN), the New World Liberation Front (NWLF), and the Jewish Defense League 
(JDL).  Attacks by FALN, NWLF, and JDL were most common between 1970 and 
1980.  Since then, most activity seems to be driven by the anti-abortion movement.  
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Fig. 5. Terrorist Attacks over Time in the United States for Select Groups 

6   Summary of Current and Future Projects USing GTD 

Several projects have been conducted using portions of the GTD.   We summarize 
these below. 
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6.1   Testing a Rational Choice Model of Airline Hijackings  

Our study of global aerial hijackings was recently published in Criminology [4].  
Although we mostly use data from the Federal Aviation Administration (FAA), this 
paper demonstrates the strength of using incident based terrorism, like that in the 
GTD for assessing policy effects.  Our results support the contagion view that 
hijacking rates significantly increase after a series of hijackings closely-clustered in 
time—but only when these attempts were successful.  Finally, we found that the 
policy interventions examined here significantly decreased the likelihood of non-
terrorist but not terrorist hijackings.     

For this paper we developed a database that combines information from the GTD, 
the FAA, and RAND-MPIT.  Based on these sources, we were able to develop a 
database of 1,101 attempted aerial hijackings that occurred around the world from 
1931 to 2003.  The GTD data were especially critical for allowing us to classify 
whether specific aerial hijackings were conducted by terrorist organizations.   

6.2   Is Counter Terrorism Counterproductive?  Northern Ireland 1969–1992 

This second project is still underway, and uses a similar methodology to the above 
hijacking paper.  In this case, however, we use data exclusively from the GTD.6  In it, 
we examine 3,328 terrorist attacks perpetrated by Northern Irish groups between 1969 
and 1992, classifying them as either nationalist or loyalist. We develop two 
theoretical perspectives that predict opposing impact of counter terrorist actions on 
future terrorist strikes. The dominant rational choice perspective suggests that 
government intervention will decrease terrorist strikes by increasing the costs of 
future strikes.  By contrast, a legitimacy perspective suggests that counter terrorist 
retaliation may actually increase future terrorist strikes by undermining the legitimacy 
of governmental regimes. We identify six major British counter terrorist interventions 
for the years spanned by the data.  Since loyalists generally support the British 
government, we expect the nationalists to be more sensitive to the British 
interventions.  We use Cox proportional hazard models to estimate the impact of these 
interventions on the likelihood of future terrorist attacks.  In five of the six cases 
examined, we find the strongest support for legitimacy arguments:  government 
intervention resulted in increased activity for Nationalist organizations.  Overall, the 
results support the conclusion that counter terrorism, especially when it involves the 
military, may actually increase the risk of additional terrorist strikes.  We discuss the 
implications for future research and policy.  

6.3   The Impact of Terrorism on Italian Employment and Business Activity 

In this research we use the GTD to assess the economic consequences of terrorism on 
changes in the number of firms and employment in Italian providences from 1985 to 
1997.  We use panel data methods and find that in the year following a terrorism 
attack, the number of firms in the providences is significantly reduced.  Similarly, 

                                                           
6  Recall that we supplemented the original PGIS data to create the new GTD.  The Northern 

Ireland data from GTD include sources other than PGIS, such as the Conflict Archive on the 
Internet (CAIN, http://cain.ulst.ac.uk/).   
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employment also drops in the year following a terrorist attack.  This decrease is 
mostly attributed to reductions in growth rates of births and expanding firms, 
significantly reducing the number of firms the following year.  

7   Conclusion 

We have introduced the newly developed Global Terrorism Database that was 
predominantly compiled from a private source and is the only terrorism database that 
includes both international and domestic incidents over an extended period of time.  
We presented a brief description of global terrorism and then described three analyses 
that relied heavily on the GTD data. Yet, this only begins to describe the analytical 
potential of the GTD. We have well over a dozen projects with new ideas 
exponentially forming. For example, we are currently geocoding the data to use 
geographic mapping techniques to display spatial and temporal patterns of terrorist 
activity.  Our major goal here is to create regional and world-wide maps depicting 
numbers and rates of terrorist events around the world.  Yet, we also are actively 
assessing the geographic distributions of localized activity.  One current project 
focuses on terrorism attacks in Spain to identify hot spots, temporal changes in the 
spatial distribution of incidents, and tests models of diffusion.  We have also merged 
the GTD data with other sources to estimate the effects of political, economic, and 
social indicators on terrorism outcomes. Because the data are longitudinal we can also 
examine how terrorism contributes to political, economic, and social changes for a 
country or region.   

And finally, additional future projects can further explore the likely non-linear 
patterns of terrorist events by considering concepts explaining the acceleration or 
deceleration of activity.  For instance, Schelling [17] shows “white flight” behaves as 
a tipping point phenomena such that when a given neighborhood reaches a particular 
concentration of African Americans, white flight increases inevitability and 
precipitously.  Applied here, tipping points could be described as that critical point in 
a region when periodic terrorist activity accelerates to high frequencies of heavily 
concentrated violence.  Other concepts worth exploring are threshold models [7], 
[22], contagion effects [3], [11], epidemic theories [3], diffusion models [2], and 
bandwagon effects [7] (for review, see [10]). 
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Abstract. Security of civil aviation has become a major concern in
recent years, leading to a variety of protective measures related to air-
port and aircraft security to be established by regional, national and
international authorities. We propose a novel computational approach
to checking consistency, coherence and completeness of procedural secu-
rity requirements defined by aviation security guidelines. To deal with
uncertainty, we use probabilistic modeling techniques, combining abstract
state machine modeling with symbolic model checking.

1 Introduction

Civil aviation security encompasses a variety of protective measures related to
airport and aircraft security which collectively aim at safeguarding airports,
aircrafts and air traffic control against unlawful events. Striving to eliminate
potential vulnerabilities as far as possible, a key concern is the question: Do
these measures ultimately provide adequate protection?

Critical checks of aviation security are one way of providing useful feedback
for enhancing and improving protective measures. However, empirical techniques
and real-world experiments have their limitations, making any exhaustive test-
ing virtually impossible to do. So what are more feasible alternatives? Arguably,
there is a lack of analytical means for reasoning about the effectiveness of critical
security measures, such as procedures and routines for airport passenger screen-
ing, checked baggage screening, and likewise of measures for air cargo security.
Hence, we propose here the use of computational methods and tools for ana-
lyzing and validating procedural security models as an effective means to cope
with the notorious problem of establishing the consistency and completeness of
aviation security guidelines. We restrict on security of civil aviation.

In principle, security measures for civil aviation are regulated by regional, na-
tional and international standards and recommended practices, e.g. [1, 2]. Such
documents specify requirements for procedures and routines, informally, in terms
of natural language—typically in the form of rules that have to be followed in
order to conform with established standards (see Sect. 3.1 for examples of such
rules). Due to the very nature of natural language, informal requirements make
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it difficult to identify and eliminate hidden deficiencies and weaknesses1, poten-
tially causing severe misinterpretations that can result in security holes with
fatal consequences. Additionally, validation and verification of resulting prop-
erties by computational means require a well defined computational framework
as a prerequisite for machine assisted inspection of models through computer
simulation (testing) and/or symbolic execution (verification).

We propose here a novel approach to computational modeling and experi-
mental validation of aviation security, building on a structured mathematical
framework for the construction of models derived from aviation security guide-
lines. Behavioral aspects of security procedures and routines are formalized in
abstract computational terms, making the resulting properties checkable by ma-
chine assisted validation techniques. We therefore combine abstract state machine
(ASM) specification techniques [3] with symbolic model checking (MC) [4]. More
specifically, we use a probabilistic variant of the asynchronous ASM computation
model in combination with probabilistic MC techniques [5] as a computational
framework for establishing the consistency, coherence, and completeness of pro-
cedural security requirements. The main purpose of this work is to provide a
practical instrument and a tool for experimental studies on the effectiveness of
security procedures and routines with the intention to improve existing standards
and practices by identifying potential deficiencies and weaknesses.

Security mechanisms rely to some non-negligible extend on assumptions that
involve uncertainty. For instance, screening measures for baggage, like x-ray or
hand search, can identify an unlawful object in a certain baggage item with
a relatively high probability, especially when the two measures are combined.
However, depending on a number of human and technical factors, an object
may escape the attention of the operator of the x-ray machine and also pass a
hand search performed afterward. In the presence of such real-world phenomena,
probabilistic modeling techniques provide a rational choice. We reflect this fact in
our models by including probabilistic aspects, as will be illustrated by examples.

Related to our work is a European project called EDEMOI [6]. The approach
presented in [6] is based on transforming UML graphical models into formal
notations such as B or Z. Unlike our approach, it does not consider probabilistic
aspects caused by the inherent uncertainty of security procedures.

The paper is structured as follows. Section 2 outlines our approach and de-
scribes the context of this work. Section 3 presents our probabilistic ASM model
of airport security procedures. Section 4 addresses probabilistic model checking
of the model and provides some results, and Section 5 concludes the paper.

2 Background

This section briefly outlines the technical background and motivates the chosen
formal framework, avoiding technical details that are well documented in the
standard literature on abstract state machines and model checking.

1 Frequent problems are accidental ambiguities, loose ends, and logical inconsistencies.
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2.1 Aviation Security Guidelines

International, regional and national authorities have devised a series of standards
that specify various procedures and security measures to be implemented to en-
sure the security of civil aviation. The International Civil Aviation Organization
(ICAO) provides guidelines at the international level which form Annex 17 to
the Convention on International Civil Aviation [1].

In order to synchronize the operations among the countries in a region, re-
gional authorities also introduce security standards and regulations. For instance,
recognizing the fact that Annex 17 provides minimum standards to ensure the
security of civil aviation, the European Parliament and the Council of the Eu-
ropean Union have approved a set of regulations for establishing common rules
in the field of aviation security.

The international and regional standards must be implemented by all con-
tracting states involved in civil aviation, and are usually refined to capture the
national laws of each country, forming national standards for civil aviation.

2.2 Abstract State Machines

Abstract state machines [3] are known for their versatility in computational and
semantic modeling of virtually all kinds of sequential, parallel and distributed
systems. Applications have been studied extensively by researchers in academia
and industry for more than 15 years with the intention to bridge the gap be-
tween formal and empirical approaches [7]. Building on extensive experience in
a variety of areas, spanning from modeling distributed embedded systems [8]
and industrial standards, e.g. the ITU-T standard for SDL [9], to applications
in computational criminology [10], there is a solid methodological foundation
for building ASM ground models [3]. Intuitively, a ground model is considered a
’blueprint’ of the key functional requirements that need to be established in a
precise and reliable form, genuinely reflecting an intuitive understanding of the
system under study [11]. The underlying abstraction principles directly support
concurrent and reactive behavior as well as timing aspects. We will illustrate the
ASM modeling paradigm by means of examples2.

2.3 Probabilistic Model Checking

Modeling airport security procedures requires to deal with the probabilistic be-
havior which many parts of an airport exhibit. For instance, the screening equip-
ment and the operators involved in the screening process introduce a degree of
uncertainty and unreliability to the system. In fact, there is no guarantee that
an operator of an x-ray machine will always identify every unlawful object in
the baggage being screened under all possible circumstances. To capture such
cases, we extend the original ASM definition by integrating probabilistic mod-
eling techniques. The resulting Probabilistic ASMs model stochastic properties
of a system and its constituent components in terms of probabilistic functions
embedded into the guards of ASM state transition rules.
2 See also the many references at the ASM Web site at www.eecs.umich.edu/gasm.
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We first build an abstract computational model of typical airport security
procedures described in terms of a probabilistic ASM. The construction of the
model itself can already reveal logical inconsistencies and potential weaknesses
in the security measures. In the next step, we apply a model checking (MC) tool
for analyzing model parameters and checking the consistency and completeness
of the model. Model checking [4] is a computational method to automatically
verify properties of a system given in the form of a formal specification. Specif-
ically, one can use MC to verify the conformance of security procedures to the
existing standards or to validate the consistency and completeness of standards
and guidelines. Some system properties can be analyzed by conventional model
checking techniques (e.g. ‘every passenger must pass a security checkpoint to
enter a security restricted area’). However, there are also properties that are
dependent on probabilistic procedures. For instance, one may be interested in
analyzing properties such as the following one: ‘the probability of any unautho-
rized unlawful object being on board an aircraft is negligible’.

Conventional MC techniques only enable the checking of properties like ‘never
ever there can be any unauthorized unlawful object on board an aircraft’, which
obviously does not hold for any given airport, due to the probabilistic nature of
security procedures. However, one can use existing probabilistic model checking
(PMC) [5] techniques to analyze these properties. PMC is a relatively recent de-
velopment which aims to apply automatic verification techniques to probabilistic
systems.3 In addition to constructing a finite-state model of the system, as per-
formed in conventional MC, PMC includes information about the likelihood of
making state transitions.

We use a probabilistic model checker called PRISM which has been already
applied to a wide range of real-life systems [12, 13]. To apply the probabilistic
model checker to our probabilistic ASM model, we transform the ASM model to
the input language of the model checker (PRISM) using the algorithm presented
in [14]. Using a probabilistic model checker one can analyze a set of quantitative
properties. One advantage of such a quantitative analysis is that the results can
be plotted as graphs that can be inspected for trends and anomalies related to
reliability, consistency, completeness, or even the performance of the model. This
approach is discussed in more detail in Sect. 4.

3 Airport Security Model

In this section, we present an ASM ground model of the screening procedure
for a hypothetical airport built upon the ICAO standard [1] and the European
civil aviation security standard [2]. First, a model is built at a high level of
abstraction capturing the general requirements provided by [1]. In the next step,
this model is then refined using the more specific European guidelines. Since the
standards and recommendations provided by ICAO have to be followed at the
international level by all the member countries, building a ground model based
3 PMC techniques combine traversal of the underlying state transition graph with

numerical solution methods.



424 U. Glässer, S. Rastkar, and M. Vajihollahi

on [1] provides the general framework for further refining the model according to
‘any’ more specific guidelines. In this paper, we have chosen to use the European
standard for further refinements, simply because it is publicly available.

3.1 Airport Security Guidelines

This section provides an overview of the principal rules/guidelines provided by
[1] and [2] to ensure civil aviation security.

Civil Aviation Security. Our work focuses on Preventive Security Measures
outlined in Chapter 4 of [1]. The objective is “to prevent weapons, explosives,
or any other dangerous devices which may be used to commit an act of unlawful
interference, the carriage or bearing of which is not authorized, from being intro-
duced, by any means whatsoever, on board an aircraft engaged in international
civil aviation.” [1, Sect. 4.1] In this paper, we mainly consider the guidelines for
measures relating to hold baggage4 to further exemplify our approach.

Each Contracting State shall establish measures to ensure that [1, Sect. 4.4]:

– Hold baggage is subjected to appropriate security controls prior to being loa-
ded into an aircraft engaged in international civil aviation operations. (4.4.1)

– Operators when providing service from that State do not transport the bag-
gage of passengers who are not on board the aircraft unless that baggage is
subjected to appropriate security control which may include screening. (4.4.3)

– Originating hold baggage intended to be carried in an aircraft engaged in
international civil aviation operation is screened prior to being loaded into
the aircraft. (4.4.8)

The guidelines and rules provided in [1] form the general framework for our
ground model of airport security procedures.

European Regulation. We regard the European standard as a source for clar-
ifying and refining the guidelines outlined in [1], providing a more detailed and
practical view of the security measures. As such, it proved to be an asset in
understanding the airport security process flow and, at the same time, showed
the complexity of such a process.

In this paper, we focus on the regulations regarding hold baggage [2, Sect. 5].
The European standard clearly defines “hold baggage” as “baggage intended
for carriage in the hold of an aircraft.” The security measures related to hold
baggage are classified into three groups: (1) Reconciliation of Hold Baggage; (2)
Screening of Hold Baggage; (3) Protection of Hold Baggage. Here, we use the
rules provided for screening of hold baggage to refine the ground model of [1]. For
instance, the following rule is defined for screening accompanied hold baggage5:

4 A precise definition of hold baggage is not provided in [1]. Here, we assume it is the
baggage intended for carriage in the hold of an aircraft, as defined in [2].

5 Accompanied hold baggage is defined as “baggage accepted for carriage in the hold
of an aircraft, on which the passenger who checked it in is on-board.”[2, Sect. 1]
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All items of accompanied hold baggage (both originating and transfer hold
baggage, unless previously screened to the standard detailed in this Annex) shall
be screened by one of the following methods before being loaded onto an aircraft:

– hand search; or
– conventional x-ray equipment with at least 10% of screened baggage also being

subjected to either: hand search; or EDS or EDDS or PEDS 6; or ...

3.2 Abstract State Machine Model

The ASM ground model presented here captures the process flow for ensuring
civil aviation security as outlined in [1, Sect. 4]. We define a domain ENTITY

that contains all the entities in the system security of which must be ensured.
This includes passengers, cabin baggage, and hold baggage.

ENTITIY ≡ PASSENGER ∪ BAGGAGE
BAGGAGE ≡ CABIN BAGGAGE ∪ HOLD BAGGAGE

Each entity has to follow the required security procedure before boarding the
aircraft. As discussed in Sect. 3.1, Annex 17 [1] only provides a set of rules de-
scribing the required security measures for each type of entities; no architectural
view or further description of the security procedures is provided in the docu-
ment. However, after close examination of the standard, and in the process of
requirement elicitation in order to build the model, we extracted an architectural
view to the security procedure that provides an abstract flow model for all the
entities in the system. In this view, the abstract security flow model is applied to
all the entities subjected to security controls. We define the flow model in terms
of a control-state abstract state machine7 as shown in Fig. 1.

From the time an entity enters the airport, to the time it leaves the airport
by plane, it goes through different modes as represented by control states. When
the entity enters the airport it starts with the checkIn mode, where it has to
go through the check-in procedure as modeled by the Check In Machine. When
completed, the mode switches to the secControl mode where the required se-
curity measures are invoked by the Sec Control Machine. If the security control
procedure is completed successfully, the mode switches to the protection mode,
where it is protected from any “unauthorized interference”. On the other hand,
if the security control fails, the mode switches to the special mode. The special
mode is designed to capture such exceptions and special cases where the rou-
tine security flow is interrupted. The entity stays in the protection mode, unless

6 EDS: Explosive Detection System, EDDS: Explosive Device Detection System,
PEDS: Primary Explosive Detection System [2, Sect. 1].

7 Control state ASMs represent “a normal form for UML activity diagrams and allow
the designer to define machines which below the main control structure of finite
state machines provide synchronous parallelism and the possibility to manipulate
data structures”.[3]
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boarding is started or the protection is violated; i.e. an unauthorized contact
occurs. The violation is captured in the special mode, whereas if the boarding
is started without any violation, the mode is changed to preBoarding. After ad-
ditional security checks are performed by the PreBoarding Machine, the mode is
changed to boarding. Once the entity is onBoard, final security checks are per-
formed in the OnBoard Machine. For instance, before the plane takes off, Rule
4.4.3 (see Sect. 3.1) states that if the passenger of a piece of baggage is not on
board of the aircraft, the baggage must not be transported unless it is subjected
to appropriate security controls. Once the plane is ready to take off, the mode is
changed to ready4TakeOff. At this point, the entity is removed from the system
and the mode is changed to finished.

In the following sections we focus on the security control procedure for hold
baggage and describe how it is refined using the European regulations of [2].

CheckIn 

secContrl 
Passed Special 

PreBoarding-
Machine 

Check-In-Machine SecControl 

False 
Protection protct-

Maintaind 
True 

PreBoarng 

True 

False 

BrdngChe
ckPassed Boarding 

False 

True 

Boarding-Machine OnBoard onBoard-Machine 
readyTo-
TakeOff 

True 

Ready4 
TakeOff 
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Ready4TakeOff-
Machine Finished 

boarding-
Started 

True 
False 

Sec-Control-
Machine 

Fig. 1. Control-State ASM for Airport Security Flow Model

Security Control Machine. The security control machine (highlighted in
Fig. 1) is refined to Sec Control MachinepassCabin and Sec Control MachineholdBag

to capture specific measures for each type of entity.
Annex 17 [1] clearly states that the contracting state must ensure that hold

baggage is subjected to appropriate security controls, regardless whether it is
transfer or originating baggage [1, Rules 4.4.1 and 4.4.6]. More specifically, orig-
inating hold baggage must be screened prior to being loaded into the aircraft
[1, Rule 4.4.8]. It also states that if hold baggage is not accompanied by the pas-
senger, it is subjected to appropriate security controls which may include screen-
ing [1, Rule 4.4.3]. However, Annex 17 does not clearly differentiate between
the screening of accompanied and unaccompanied hold baggage. The European



Computational Modeling and Experimental Validation 427

standard, on the other hand, provides two different procedures for screening ac-
companied and unaccompanied hold baggage [2, Sect. 5]. Therefore, we formalize
the security control procedure for the hold baggage as follows.

Sec Control MachineholdBag(h : HOLD BAGGAGE) ≡
if accompanied(h) then

Screenaccompanied(h)
else

Screenunaccompanied(h)

Screening. We further use the guidelines provided by the Council of European
Union to refine the screening procedure. The Screenaccompanied rule presented
above is refined to capture the requirements for screening accompanied hold
baggage (see Sect. 3.1). The baggage goes through a set of internal modes which
determine whether or not it passes the security controls. The control-state ASM
for screening of accompanied hold baggage is shown in Fig. 2.

It is important to note that the main objective of the screening process is to
determine the faith of the hold baggage in the flow model of Fig. 1; i.e. before
the screening operation is finished (and the machine enters the done mode), the
value of the secContrlPassed function (highlighted in Fig. 1) is determined. This
function is used in the airport security flow model to decide whether the entity
can enter the protection mode, or it should switch to the special mode. For a
complete specification of the ground model and its refinements we refer to [15].
As example, we provide here the definition of the function highlighted in Fig. 2.

The European standard requires 10% of the hold baggage that is screened
with a conventional x-ray machine to be subjected to re-screening (see Sect. 3.1
and [2, Sect. 5.2]); i.e., if the type of the equipment used for screening a piece of
hold baggage is conventional x-ray, with a probability of 0.1, additional screening
is required. Thus, the additnlScreenReq function is defined as follows.

additnlScreenReq(h) ≡
equipType(screenEquip(h)) = conXRay ∧ randomSearch(randomSearchProb)

where

randomSearchProb = 0.1
// h is a piece of hold baggage
// screenEquip identifies the equipment with which h has been screened
// equipType identifies the type of a screening equipment e

The probabilistic nature of the function is captured by a monitored function8,
called randomSearch, which follows the use of probabilistic ASMs as described
in Sect. 2.2. The function randomSearch(p) returns true with a probability of p.

8 Monitored functions are dynamic functions which are read but not updated by an
ASM and directly updatable only by the environment.
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Fig. 2. Control-State ASM for Screening of Accompanied Hold Baggage

4 Verification

In this section, we explain how probabilistic model checking, and in particular
PRISM, can be used to analyze the airport model presented in Sect. 3.2.

First, we have to decide on a probabilistic modeling formalism. PRISM di-
rectly supports three types of probabilistic models, which are all variants of
Markov chains with discrete states, namely: discrete-time Markov chains, Markov
decision processes, and continuous-time Markov chains. We use discrete-time
Markov chains (DTMCs) for modeling procedural security within the airport.
In DTMCs, time steps and the probabilities of transitions are both discrete. For
details on the underlying theory, we refer to [5].

The next step is to transform our ASM model to the input language of PRISM.
The transformation uses the mapping algorithm proposed in [14] to transform
ASM models to the input language of the SMV model checker.9 Here, we focus
on the hold baggage security flow model presented in Sect. 3.2. The resulting
DTMC models the flow of one piece of hold baggage in the airport from the
check-in point until the aircraft takes off.

The basic components of PRISM’s input language are modules and variables.
Each module contains a number of local variables. The values of these variables,
at any given time, constitute the state of the module. The behavior of each
module is described by a set of commands. Each machine defined in the ASM
model is mapped to a module in the PRISM input language. For example, in
the secControl module, one of the commands is as follows:

mode = secControl & accompanied & !originating & screeningEnsured
& isScreened = screeningType1 -> mode’ = protection;

This command states that accompanied (accompanied), transfer (!original)
hold baggage which has been screened (isScreened = screeningType1) ac-
cording to the standard (screeningEnsured) and is currently in the secControl
mode (mode = secControl) immediately enters the protection mode (mode’ =
protection) and does not need to undergo further screening.
9 As the PRISM/SMV languages are similar, the algorithm needs only minor changes.
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Another example is the following command which formalizes the fact that
conventional x-ray equipment can identify unlawful objects with a certain prob-
ability (conXRayProb). Consequently, hold baggage containing unlawful objects
may pass the screening (screeningStatus’ = passed) without being identified
with a probability of 1 − conXRayProb.

mode = secControl & screeningStatus = inProgress &
hasUnlawfulObj & screeningEquip = conXRay ->
conXRayProb:(screeningStatus’ = failed) +
(1-conXRayProb):(screeningStatus’ = passed);

Probabilistic Computational Tree Logic (PCTL) is used to specify properties
for DTMCs. Using PCTL, it is possible to either determine if a probability
satisfies a given bound or to obtain the actual probability value. In the latter case,
one can compute a range of values to identify trends. For instance, there are two
ways to analyze the probability of a piece of hold baggage containing unlawful
objects being on board an aircraft. One way is to check if this probability is
below some pre-specified threshold:

"init" => P<=threshold [ true U mode=onBoard & hasUnlawfulObj ],

where ‘init’ is a label to check the property in the initial state and [ true
U mode=onBoard & hasUnlawfulObj ] is a path formula stating ‘eventually a
piece of hold baggage containing unlawful objects ends up on board the aircraft.’

The other option is to compute the actual value of P :

P=? [ true U mode=onBoard & hasUnlawfulObj ] (prop1 )

We have applied the PRISM model checker to our hold baggage security
flow model (comprising 4529 states) to analyze some sample properties. Some of
the results are presented here to show how probabilistic model checking can be
used to investigate and explore the effect of different probabilistic parameters on
selected security properties and, hence, on the overall security of the system.

Based on the values of probabilistic parameters, a subset of which is presented
in Table 1, PRISM produced the following result when analyzing prop1 :

P[ true U mode=onBoard & hasUnlawfulObj ] = 0.029

Table 1. The values of some probabilistic parameters of the system in the experiment

Parameter Description Value
hasUnlawfulObjProb Probability of having unlawful objects 0.2

originatingProb Prob. of being originating (vs. transfer or transit) 0.5

accompaniedProb Probability of being accompanied 0.8

screeningEnsuredProb Prob. of having been screened according to standard 0.8

randomSearchProb Probability of being screened again randomly 0.1

conXRayProb The accuracy of conventional x-ray 0.6
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Fig. 3. Analysis of prop1 depending on randomSearchProb (rSP)

Fig. 4. Analysis of prop1 depending on conXRayProb for different fixed values of rSP

To inspect prop1 for trends, we assign different values to randomSearchProb
ranging between 0.0 and 1.0 and compute the probability of the property in
each case (see Fig. 3). On the other hand, by assigning different values to
randomSearchProb, we can illustrate how the probability that the property holds
changes with the value of conXRayProb. The diagram in Fig. 4 shows that when
the probability of re-screening accompanied hold baggage (randomSearchProb)
increases, the accuracy of conventional x-ray (conXRayProb) has less effect on
the probability of the security property prop1.

The results show how combining probabilistic ASMs with PMC can be used
as a practical tool for inspecting security properties and ensuring the quality of
security procedures within airports.

5 Conclusion

Formalization of informal requirements is a common approach to deal with the
inherent ambiguity and impreciseness of natural language and also a prerequisite
for validation and verification of system models by computational means. We
combine probabilistic variants of two well established formal techniques, abstract
state machines and model checking, for analyzing key properties of aviation
security models. The abstract computational framework allows to systematically
reason about the effectiveness and to check the logical consistency, coherence and
completeness of procedural security requirements.

This paper aims at presenting a novel approach to computational modeling
and experimental validation of airport security procedures and routines, exem-
plifying the basic concepts by means of simple yet meaningful examples. For
a comprehensive technical description of our aviation security model, specifi-
cally screening of hold baggage, we refer to our technical report [15]. Based on
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extensive experience with modeling real-life distributed systems as abstract ma-
chine models, we can say that our modeling approach is scalable to capture
complex procedural requirements defined by aviation security guidelines.

We intend to test our approach by further refining and extending the ground
model illustrated here, capturing relevant properties of more detailed security
plans in close collaboration with aviation security authorities. We will also
explore different ways of how to benefit from the probabilistic nature of modeling
and validation for dealing with uncertainty.
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7. Farahbod, R., Glässer, U.: Semantic Blueprints of Discrete Dynamic Systems:
Challenges and Needs in Computational Modeling of Complex Behavior. In: Proc.
6th International Heinz Nixdorf Symposium, Heinz Nixdorf Institute (2006)
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15. Glässer, U., Rastkar, S., Vajihollahi, M.: Computational Modeling and Experimen-
tal Validation of Aviation Security Procedures. Technical Report SFU-CMPT-TR-
2006-02, Simon Fraser University (2006)



S. Mehrotra et al. (Eds.): ISI 2006, LNCS 3975, pp. 432 – 439, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

Intelligent Face Recognition Using Feature Averaging 

Adnan Khashman and Akram A. Garad 

Electrical & Electronic Engineering Department, Near East University, North Cyprus 
amk@neu.edu.tr, akram_garad@yahoo.com 

Abstract. Over the past four years there has been a marginal increase in 
research on developing advanced information technologies that can be 
efficiently used for national and international security in our war against 
terrorism. The list of wanted persons who are still free is getting larger, 
however, in most cases there is a database containing their face images and this 
can be used in the development of face recognition systems. A human face is an 
extremely complex object with features that can vary over time, sometimes very 
rapidly. This paper presents a fast intelligent face recognition system that uses 
essential face features averaging and a neural network to identify multi-
expression faces. A real life application using this method is implemented on 
180 images of 30 persons. Experimental results suggest that this simple but 
efficient system performs well, thus providing a fast intelligent system for 
recognizing faces with different expressions. 

1   Introduction 

Biometrics technology is rapidly being adopted in a wide variety of security 
applications such as electronic and physical access control, homeland security, and 
defense. Face recognition is an important application in biometrics and has lately been 
thoroughly investigated [1]. There are many methods to solve the face recognition 
problem such as Geometric Approach and Template Matching [2], Principle 
Component Analysis (PCA) [3], Linear Discriminant Analysis (LDA) [4] and 
Independent Component Analysis (ICA) [5]. PCA and LDA are considered as linear 
subspace learning algorithms and focus on the global structure of the Euclidean space. 
ICA is a statistical method for transforming an observed multidimensional random 
vector into its components that are statistically as independent from each other as 
possible. 

An intelligent face recognition system which is feature-based must deal with three 
basic problems: detection of the human face in an image, extraction of the essential 
features of the facial image; and finally the classification. Classification can be 
implemented using back propagation neural networks which have been successfully 
used as classifiers for various pattern recognition applications [6]. 

The aim of the work that is presented in this paper is to develop a fast intelligent 
face recognition system that recognizes multi-expression faces. The suggested method 
uses a back propagation neural network and essential face features (eyes, nose and 
mouth) from different face expressions (natural, smiley, sad and surprised). The 
averages of these features are determined and presented to the neural network as 
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pattern vectors. The trained neural network identifies the persons regardless of their 
different face expressions by learning approximations (via averaging) of the essential 
face features. The features (eyes, nose and mouth) change according to the 
expressions. The use of four expressions (natural, smiley, sad and surprised) provides 
sufficient data for training the neural network to identify the persons. 

The developed system is implemented using 180 face images representing 30 
persons with 6 different expressions (4 training and 2 testing expressions) for each, 
and successful results have been achieved. The structure of the paper is as follows: 
Section 2 provides a brief explanation of the face image databases. Section 3 
describes the developed method in details showing face image preprocessing, feature 
averaging and neural network implementation. Section 4 presents the results of 
training and testing the neural network using the face image databases. Finally, 
section 5 concludes the work and provides suggestions for further work. 

2   Face Databases 

There are two databases which will be used for the implementation of the developed 
intelligent face recognition system. Firstly, our own face database which contains 90 
images of 15 persons. Each person has six different face expression images captured 
and resized to (100x100) pixels, thus resulting in 90 face images in the same 
resolution and lighting condition. Figure 1 shows the faces of the 15 persons from our 
database, and an example of a person’s six different expressions. 

a- Faces of 15 persons 

      
    Natural       Smiley         Sad          Surprised    Random Expressions 

b- Example of a person’s six different expressions  

Fig. 1. Faces and expressions from our face database 

Secondly, our proposed intelligent face recognition system will be implemented 
using the ORL face database [7]. For implementation and comparison purposes, 90 
images from the ORL face database of 15 persons with six different expressions for 
each will be used. Figure 2 shows the faces of the 15 persons from ORL database, and 
an example of a person’s six different expressions. 

A total number of 180 face images of 30 persons with different expressions will be 
used for the implementation of the proposed intelligent face recognition system. Four 
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out of the six expressions (natural, smiley, sad and surprised) are specifically used for 
training the neural network within system. The remaining two face expressions are 
random expressions and will be used together with the four training face expressions 
(without averaging) to test the trained neural network. 

Averaging is applied only during the neural network training phase where the four 
facial expressions (natural, smiley, sad and surprised) images are reduced to one face 
image per person by averaging the essential features (eyes, nose, and mouth) 
separately, thus providing 30 averaged face images for training the neural network. 
Generalizing or testing the neural network will be implemented using the six facial 
expressions without the averaging process, thus providing 180 face images for testing 
the trained neural network. 

a- Faces of 15 persons 

      
    Natural        Smiley         Sad         Surprised    Random Expressions 

b- Example of a person’s six different expressions 
 

Fig. 2. Faces  and expressions from ORL face database [7] 

3 Intelligent Face Recognition System 

The implementation of recognition system comprises two phases: firstly, training the 
neural network using an approximation of four specific facial expressions which is 
achieved by averaging the essential features, and secondly testing or generalizing the 
neural network using the six different expressions without averaging. The block 
diagram of the proposed intelligent face recognition system is shown in Figure 3. 
However, before presenting the training or testing images to the network, image 
preprocessing must be applied in order to reduce the amount of  data  thus providing a 
faster recognition system while presenting the neural network with sufficient data 
representation of each face to achieve meaningful learning. 

There are 180 face images of 30 persons with six expressions for each. Training 
the neural network uses 120 images (which will be averaged to 30 images) 
representing the 15 persons with four specific expressions. The remaining 60 images 
of the 15 persons with random different expressions are used together with the 120 
training images (prior to averaging) for generalizing the trained neural network, as 
can be seen in Figure 4, thus resulting in 180 face images for testing. 
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Fig. 4. Examples of training and testing face images 

3.1   Feature Extraction and Training Face Averaging 

Face images preprocessing, prior to training or testing, involves the following stages: 
Firstly, the main features of the face (eyes, nose and mouth) are manually extracted 
using Photoshop for each facial expression of each subject as shown in Figure 5 and 
Figure 6. Secondly, the dimensions of each feature are reduced by averaging. The 
right eye, left eye, nose and mouth dimensions will be reduced to (5 x 10) pixels, (5 x 
10) pixels, (7 x 10) pixels and (6 x 17) pixels respectively. Thus, the output matrices 
dimension after the averaging process will be 1/3 of the input matrices; for example, 
the 15x30 pixels input matrix will be after averaging 5x10 pixels. 

Thirdly, and this is applied only in the training phase, the 120 training images are 
reduced to 30 averaged images by taking the average for each feature in the four 
specific expressions (natural, smiley, sad and surprised) for each subject. 

Finally, the averaged extracted features are represented as (272x1) pixel vectors, 
which will be presented to the input layer of neural network. 
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Fig. 3. General architecture of the intelligent face recognition system 
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Fig. 5. Extracted features from different expressions 
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Fig. 6. Extracted features dimensions in pixels 

3.2   Neural Network 

The back propagation algorithm is used for the implementation of the proposed 
intelligent face recognition system, due to its simplicity and efficiency in solving 
pattern recognition problems [8]. 
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Input 
Layer 
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Layer 

Output
Layer 

 

Fig. 7. Classifying Neural Network Topology 
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The neural network comprises an input layer with 272 neurons that carry the values 
of the averaged extracted features, a hidden layer with 65 neurons and an output layer 
with 30 neurons which is the number of persons. Figure 7 shows the back propagation 
neural network design. 
The implementation of a neural network consists of training and testing. In this work 
a total of 180 face images are used and correspond to 30 persons with six different 
facial expressions for each. For training the neural network 120 face images with the 
specific expressions, shown in Figure 4, are averaged using the proposed method in 
section 3.1 and thus reduced to 30 averaged face images that represent approximation 
of different expressions of the 30 persons. 

Testing the trained neural network involves using the remaining 60 face images 
with random expressions in addition to the 120 training set without averaging. 

4   Results and Analysis 

The neural network learnt and converged after 3188 iterations and within 265 
seconds, whereas the running time for the generalized neural network after training 
and using one forward pass was 0.032 seconds. These results were obtained using a 
1.6 GHz PC with 256 MB of RAM, Windows XP OS and Matlab 6.5 software. Table 
1 lists the final parameters of the successfully trained neural network. A training time 
of 265 seconds is fast considering the number of training images and the technical 
specifications of the computer used. This short training time has been achieved by the 
novel method of reducing the face data via averaging selected essential face features 
for training, while maintaining meaningful learning of the neural network. The 
intelligent face recognition system correctly recognized all averaged face images in 
the training set as would be expected yielding a 100% recognition rate for all 30 
persons. 

The intelligent face recognition system was tested using 180 face images which 
contain different face expressions that were not exposed to the neural network before; 
90 images from our face database, and 90 images from the ORL database. All 90 face  
 

Table 1. Final Parameters of Trained Neural Network 

Number of Input Neurons 272 

Number of Hidden Neurons 65 

Number of Output Neurons 30 

Learning Coefficient 0.0495 

Momentum Coefficient 0.41 

Minimum Error 0.001 

Training Iterations 3188 

Training Time 265 Seconds
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images in our database were correctly identified yielding 100% recognition rate with 
91.8 % recognition accuracy, whereas, 84 out of the 90 images from the ORL 
database were correctly identified yielding 93.3 % recognition rate with 86.8 % 
recognition accuracy. In total the system recognized 174 out of the available 180 
faces achieving 96.7 % correct recognition rate with 89.3 % accuracy. 

The processing times were as follows: feature extraction and averaging (7.5 
seconds), training the neural network (265 seconds) and running the trained neural 
network (0.032 seconds). The recognition rates, recognition accuracy and running 
time of the trained system are shown in Table 2. The robustness, flexibility and speed 
of this novel intelligent face recognition system have been demonstrated through this 
application. 

Table 2. Recognition Rates, Accuracy and Run Time of Recognition System 

Database Own ORL Total 

Recognition Rate  (90/90) 100 % (84/90) 93.3 % (174/180) 96.7 % 

Recognition Accuracy 91.8 % 86.8 % 89.3 % 

Recognition Time 0.032 seconds 

5   Conclusion 

An intelligent face recognition system is proposed in this paper. The successfully 
implemented system can be used in a wide variety of security applications such as 
electronic and physical access control, and homeland security. The novel method uses 
essential face feature-averaging and neural network classification. The essential 
features in a face (eyes, nose and mouth) can be used for identifying faces with 
different expressions. Although the feature pattern values (pixel values) may change 
with the change of facial expression, the use of averaged-features of a face with four 
expressions provides the neural network with an approximated understanding of the 
identity and is found to be sufficient for training a neural network to recognize that 
face with any expression. The successful implementation of the proposed method was 
shown throughout a real life implementation using 30 face images showing six 
different expressions for each.  

The use of averaging to reduce the amount of training/testing image data prior to 
neural network implementation provided reduction in computational cost while 
maintaining sufficient data for meaningful neural network learning. The overall 
processing times that include image preprocessing and neural network implementation 
were 272.5 seconds for training and 0.032 seconds for neural recognition. 

Future work includes implementing the developed method using different and 
larger face databases and comparing the results with currently used face recognition 
methods. Additionally, partially obstructed faces will be used for testing a trained 
neural network. 
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Abstract. This paper presents a multi-perspective vision-based analysis
of people and vehicle activities for the enhancement of situational aware-
ness. Multiple perspectives provide a useful invariant feature of object in
image, i.e., the footage area on the ground. Moving objects are detected
in image domain, and tracking results of the objects are represented in
projection domain using planar homography. Spatio-temporal relation-
ships between human and vehicle tracks are categorized to safe or unsafe
situation depending on site context such as walkway and driveway lo-
cations. Semantic-level information of the situation is achieved with the
anticipation of possible directions of near-future tracks using piecewise
velocity history. Crowd density is estimated from the footage in homog-
raphy plane. Experimental data show promising results. Our framework
can be applied to broad range of situational awareness for emergency
response, disaster prevention, human interactions in structured environ-
ments, and crowd movement analysis in wide-view areas.

1 Introduction and Motivation

There has been a growing interest in the society and industry to make sensor-
based systems enhance the safety and efficiency of human inhabited environ-
ments. Enhanced situational awareness is one of the key issues in developing
intelligent infrastructures for safer environments. In order to develop automatic
situational awareness system, it is important to understand how people inter-
act with each other and with the environment itself. It will be useful to detect,
represent and estimate what kind of events are occurring or about to occur
in the monitored site. Pedestrian safety and crowd behavior analysis are good
examples.

In this paper, we present a methodology for multi-perspective vision-based
analysis of human interactivity with other persons and vehicles for enhanced
situational awareness. It belongs to more general research problems of analyz-
ing and recognizing human behavior in active environments. We present our
methodology in the context of pedestrian safety and crowd monitoring domain.

� This research was supported in part by the NSF RESCUE ITR-Project and US DoD
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Several research issues have been addressed in the context of behavior analysis
when visual modality is used as the main source of information. First of all, the
vision-based system is required to distinguish pedestrians versus vehicles and
their typical movement patterns, respectively. Detection of invariant features
from raw data is critical for the purpose. It is also desirable to locate each
moving objects (i.e., persons or vehicles) and to effectively map them on the
world coordinate system of the site of interest. Extraction and formation of
semantic information from raw video signal is at the heart of the situational
awareness of the system.

There has been active research effort for vision-based analysis of human ac-
tivity in computer vision including video surveillance, human-computer interac-
tion, virtual reality, choreography, and medicine. Reviews of general research on
vision-based understanding of human motion can be found in [1, 3].

Most of outdoor human monitoring systems have been developed under cer-
tain specific environmental contexts: i.e., specific time, place, and activity sce-
narios involved in the situation [4, 5, 9]. Examplar surveillance systems have been
either based on track analysis [6, 8, 10] or body analysis [4]. Track-level analy-
sis is usually applied to wide-area surveillance of multiple moving vehicles /
pedestrians in open space such as a parking lot or a pedestrian plaza. In some
wide-area surveillance situations, coarse representation of human body in terms
of a moving bounding box or an ellipse may be enough for tracking [6]. Other
researchers have applied more detailed representation of a human body such as
a moving region or a blob [8, 10]. Velastin et al. [10] estimated optical flow to
compute the motion direction of pedestrians in subway environments. Body-level
analysis usually focuses on more detailed activity analysis of individual persons.

Another important categorization of examplar systems is related to indoor vs.
outdoor setup. Comparing to indoor environments, outdoor environments have a
lot of environmental variations such as weather change, time shift from morning
to evening, moving backgrounds, etc. Outdoor surveillance systems have to deal
with those variations, and robustness is still an issue in outdoor surveillance.
Most of the outdoor survillance systems apply track analysis due to the limited
image resolution, because the wide field of view (FOV) for outdoor surveillance
usually limits the resolution of person appearance to relatively low-resolution
images. One of the recent developments in video surveillance is the usage of
distributed system to cover multiple monitored scenes with various FOV’s. Most
of the research mentioned above mainly focuses on recognition of human activity,
i.e., human-human interactions. Recognition of human-machine interaction in
outdoor environments such as human-vehicle interaction has not been actively
addressed. This paper presents a new framework to analyze human activity
and interaction with vehicles as well as other humans for the enhancement of
automatic situational awareness.

The rest of the paper is organized as follows: Section 2 summarizes our ap-
proach to the problem of vision-based transportation safety. Section 3 articu-
lates new concepts and methods for spatio-temporal analysis of tracks. Section 4
explains the site modeling and sensor distribution in a real-world environment.
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Section 5 describes the method to track multiple moving objects. Section 6 shows
the representation of tracked objects in a world coordinate systems. Experimen-
tal results and concluding remarks follow in Sections 7 and 8, respectively.

2 System Overview

Our system uses multiple cameras with different perspectives and analyzes the
visual information at multiple levels. At gross level, we represent each moving
object as a trajectory point of the center of gravity of the object. Track of the
moving object is formed along the video sequence. At detailed level, we represent
the object in terms of its footage area on the ground in order to estimate the
invariant size of the object. We observe that the approximate size of the object’s
footage area is invariant to translation and rotation, unless the object falls or flips
over. Planar homography is used to locate the object’s footage position on the
world coordinate system. At semantic level, the interaction among persons and
vehicles is analyzed. Contextual information including site model and activity
scenario is integrated at the semantic level. The concepts of spatio-temporal
interaction boundary and time to collide are introduced to represent and predict
various interaction patterns among moving objects.

Foreground moving objects are detected and segmented by background sub-
traction. Tracking of each object is performed by data association of foreground
object appearances between consecutive frames using a constrained expectation-
maximization (EM) learning method. Image appearance of the same object varies
significantly according to camera perspectives as shown in Fig. 1. Therefore, even
though the tracker keeps following the same object, it does not classify the ob-
ject category into vehicle or person. For the reliable classification of object types,
we need to estimate the invariant size of the object. We rectify the images and

Fig. 1. Perspective effect on image appearance. The same object appears very different
at different time frames.

map the objects to the world coordinate system using planar homography. We
estimate the footage area and location of an object in the world coordinate sys-
tem by using multiple-view geometry. Fig. 2 depicts the process of estimating
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Fig. 2. Schematic diagrams for footage area estimation using multiple planar homog-
raphy. Multiple views of the same object are projected by planar homography, and
the intersection of the projected images are used as the object’s footage region on the
ground.

the footage area. Multiple views of the same object are transformed by planar
homography and the intersection of the projected images are used as the footage
region of the object on the ground.

Planar homography assumes all the pixels lie on the same plane (i.e., the
ground plane in 3D world.) Pixels that violate this assumption result in mapping
to a skewed location on the projection plane. By intersecting multiple projection
maps of the same object, we can estimate the object’s common footage region
that observes the assumption. In order to reduce the false estimation of the
footage region possibly caused by other adjacent objects, we compare the color
histograms of the raw image regions in the multiple views using back-projection
of the homography. Bhattacharyya distance measure is used to compare the
histogram profiles.

Moving object’s true velocity (i.e., speed and direction) in 3D world coor-
dinate system is estimated at the projection plane. The velocity of a moving
object determines the object’s reaching boundary in a given time. This reach-
ing boundary defines the spatio-temporal interaction boundary of the object. If
there exists a foreign object at the vicinity of a moving object, the estimation of
time to collide becomes important; the time of arrival or the time to collide has
significant implication regarding safety in transportation systems. In the next
section, we discuss the spatio-temporal analysis of tracks.

3 Track Analysis in Spatio-temporal Domain

The spatio-temporal characteristics of the interaction boundary provides a useful
tool to analyze human-human interactions as well as human-vehicle interactions
in terms of time, velocity, and distance as described below.

It is observed that the distance x that can be reached within time t is propor-
tional to velocity v according to dynamics as formulated in Eqn. 1. This implies
that, with higher velocity, the range of impact of interaction can reach farther
within a given time period.

x = v × t (1)

where v has directional component.
Humans are subconsciously aware of this fact, and anticipate the consequence

of speed with respect to safety. In the case of human movement, the direction of



444 S. Park and M.M. Trivedi

motion is ambiguous due to the possibility of agile body motion. Therefore, we
make the directionality broader, resulting in a circular interaction boundary. It
means that we model the interaction boundary as a circular shape with radius
proportional to track velocity. In circular interaction boundary, the velocity v
is replaced by speed |v| and the reaching distance is represented in terms of
distance |x|. In the case of vehicle movement, the direction of motion would
be more deterministic depending on the driver’s intent. Therefore, it would be
more realistic to shape the interaction boundary of a vehicle more directional
depending on velocity. In the current paper, we assume the circular boundary
for both humans and vehicles for simplicity.

The spatio-temporal interaction boundary can be categorized into interac-
tion potential from interaction region. Both concepts are expressed in terms of
spatial boundary that surrounds a moving object, but the former is related to
anticipatory interaction, while the latter indicates actual interaction.

We derive the effective radius of interaction potential, rp, of a moving object:

rp ≈ |v| × t (2)

We model the radial shape of the interaction potential as a probability distri-
bution function (PDF) in terms of a 2D Gaussian distribution, R = N(µ, σ),
truncated by the circle of radius rp. The actual parameters of the PDF can be
learned with training data. A similar formulation of pedestrian’s moving direc-
tionality was proposed by Antonini and Bierlairein [2]. However, their method
using manual tracking is computed on image plane from a single perspective and
is perspective-dependent, whereas our approach is computed on projection plane
using planar homography and is view-independent.

As seen above, the spatial and temporal analysis of tracks are highly corre-
lated. We will present more details about the spatio-temporal analysis at track-
level modeling of human/vehicle activity in later sections in this paper. The
significance and connotation of a specific human track pattern depends on the
site context: driveway, walkway, crowded area, etc. The relation between human
track patterns and site context is mediated by policy, by which we mean which
activity needs to be regulated/monitored and which activity is allowed. In this
paper, we are interested in the combination of spatial and temporal relations
in the site context as summarized in Table 1. The table on the left shows the
spatial site context of human activity, while the table on the right shows the
temporal site context of interactivity between two objects. A person may stay,
walk, or run at different sites such as walkway, driveway, or specific region of
interest (ROI) at a bus-stop area or a building entrance zone. ©, �, and ×
denote normal, cautious, and abnormal track patterns, respectively. Cautious or
abnormal pattern at a specific ROI depends on the duration of stay and the site
context. Interaction region is the actual boundary in which interaction between
two objects occurs. We define the interaction region between two objects (i.e.,
person or vehicle) to be the intersection of the two interaction potentials.

Diagrams for the track-level analysis of human activity and interactivity are
shown in Fig. 3. The figures from the left to the right show a track in 3D spatio-
temporal space in xyt dimensions, the track’s interaction potential boundary in
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Table 1. Track vs. site context. ©, �, and × denote normal, cautious, and abnormal
track patterns, respectively. Cautious or abnormal pattern at a specific ROI depends
on duration of stay and site context.

person stay walk run
site

walkway © © ×

driveway × © ©

ROI ©, × © ×

object 1 stay slow fast
object 2

stay © © �

slow © � ×

fast � × ×

Fig. 3. Schematic diagrams for trajectory analysis in spatio-temporal space. Circles
represent interaction potential boundaries at a given space/time. Red curves represent
the envelopes of the interaction boundary along tracks.

velocity (v) vs. spatial (y) dimension, planar view of the track and interaction
potential in space (x vs. y axis), and the interaction duration between two tracks
depicted by the rectangle along a time line, respectively.

The main focus on moving-person interactions in this paper is regarding the
macro-level concepts such as approach, pass by, depart, etc. This kind of inter-
actions is characterized by short duration of the interaction period.

4 Distributed Sensor Placements and Site Model

Environmental context, especially spatial environment, can be represented by
site modeling. Various approaches are possible depending on the available site
information. If the 3D structural information is available, we can build a 3D CAD
model of the site, which is useful for representing important structures such as
buildings and roads. The merit of 3D CAD model is that it provides actual 3D
world coordinate systems for the site. But this modeling usually requires multiple
cameras and accurate camera calibration. If the site is mainly composed of a
flat ground plane, then we can build a planar homography. The advantage of
homography-based modeling is that it provides perspective-compensated plan
view of the site. It may require multiple cameras with overlapped field of view
(FOV). If the site is arbitrarily complex or spatial configuration is ambiguous
from camera view, we can still manually assign region of interest (ROI) for
specific interest regions. Most of the single camera-based 2D site modeling falls
in this category. The advantage of 2D site modeling is that it is flexible and
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A1

A2

A3
A4

C1

C2

C3

C4

(a) (b) (c) (d)

Fig. 4. The real testbed of the current system: Actual building (a),its 3D site model
(b), camera placements (C1-C4) with viewing directions to areas (A1-A4) (c), and
Area-1 (A1) in yellow in the satellite image (d), respectively

simple. Some ambiguity is inevitable due to occlusion, perspective distortion of
the view, etc.

We have built an intelligent infrastructure (called ‘smart space’) with the
combination of the above modeling options to generate a heterogeneous site
model of an actual building in Fig. 4 (a) which is located in the satellite image in
Fig. 4 (d). A 3D CAD model is made and texture-mapped based on architectural
data about the building structure and floor plans (Fig. 4 (a), (b).) Four cameras
are mounted on specific locations of the building to cover surrounding roads (Fig.
4 (c)). Camera placements are indicated by (C1-C4) with viewing directions and
the corresponding view areas (A1-A4). Cameras 1 and 2 view Area-1, Camera-3
views Area-3, and Camera-4 views Area-4, respectively. This paper focuses on
Area-1 viewed from Cameras 1 and 2. Area-1 viewed from C1 and C2 is shown
in yellow in Fig. 4 (d); straight lines depict the camera fields of view, and the
yellow rectangular region corresponds to the planar homography result in Fig. 5
(c). (See the upper right panel in Fig. 6 for another example of the homography
mapping.)

5 Tracking of Multiple Objects

Vision-based tracking of multiple objects starts from the processing of fore-
ground segmentation. We use the frame differencing technique with posterior
morphological operation for the segmented foreground.

At track-level, the multi-object tracking uses bounding boxes and 2D Gaussian
representations of foreground regions. As the objects translate, the Gaussian pa-
rameters are updated along the sequence in a frame-by-frame manner. Updating
these Gaussian parameters along the sequence amounts to tracking the objects
moving in the 2D image frames. The expectation maximization (EM) based up-
dating of the 2D Gaussian representation effectively keeps track of grouping and
splitting between objects. However, the usual EM-based update is not reliable
under severe occlusions or long time grouping and it can be caught in a local
minimum in the parameter space. We overcome this problem by constraining the
EM process according to each objects’ track history and velocity limitations. At
detaile level, the color distribution of the foreground regions are represented by
Gaussian mixture model and trained by Expectation-Maximization (EM) learn-
ing algorithm. Multiple coherent image patches (called blobs) are formed within
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the segmented foreground regions and are represented by the Gaussian mixture
model. The details of the tracking algorithm is explained in our previous paper
in [7].

6 Planar Homography Mapping

The geometric registration of a camera viewpoint is performed using a ho-
mography mapping H from a set of 4 matching points between image coor-
dinate system (i.e., [xi, yi], i ∈ {1, 4})) and the world coordinate system (i.e.,
[x

′
i, y

′
i], i ∈ {1, 4})). The perspective parameters correspond to a null space of

the matrix A (given in Eqn. 3 ) and are estimated using SVD of A.

AH =



x1 y1 1 0 0 0 −x
′
1x1 −x

′
1y1 −x

′
1

0 0 0 x1 y1 1 −y
′
1x1 −y

′
1y1 −y

′
1

x2 y2 1 0 0 0 −x
′
2x2 −x

′
2y2 −x

′
2

0 0 0 x2 y2 1 −y
′
2x2 −y

′
2y2 −y

′
2

x3 y3 1 0 0 0 −x
′
3x3 −x

′
3y3 −x

′
3

0 0 0 x3 y3 1 −y
′
3x3 −y

′
3y3 −y

′
3

x4 y4 1 0 0 0 −x
′
4x4 −x

′
4y4 −x

′
4

0 0 0 x4 y4 1 −y
′
4x4 −y

′
4y4 −y

′
4





h11
h12
h13
h21
h22
h23
h31
h32
h33


=



0
0
0
0
0
0
0
0
0


(3)

If we denote H1
2 as the homography from view 2 to 1, we can register multiple

cameras by series of concatenated homographies given in Eqn. 4.

Hn
m = Hn

n+1H
n+1
n+2 . . .Hm−2

m−1Hm−1
m (4)

In the current system, we map points in view 1, P1, and points in view 2, P2, to
a common corresponding point in the virtual view, Pv, by homography matrices
Hv

1 and Hv
2 , respectively. The coordinate system of the virtual view is specified

by the 3D CAD model in Fig. 4.

P v
1 = Hv

1 P1 (5)
P v

2 = Hv
2 H2 (6)

P v
1 and P v

2 are then averaged.

7 Experiments

We have tested our system with video data captured at area A1 in Fig. 4 during
different day times for several days. Two cameras C1 and C2 were used to capture
the views. Images in Fig. 5 (a)(b) are example views from camera C1 and C2 with
detected persons, respectively, and the homography-based registration result is
shown in (c). The green and red regions in (c) are user-defined walkway and
driveway for site contextualization. The ground truth for the image registration
is obtained from satellite imagery in Fig. 4 (d).
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(a) (b) (c)

Fig. 5. View registration of Area-1 (A1) in Fig. 4 using the planar homography

(a)

(b)

(c) (d)

Fig. 6. Estimation of interaction patterns of moving objects with different velocities
using the homography-mapped footage regions in the projection planes. Walking person
in green plot vs. skateboarding person in red plot (a)(c). Walking person in green plot
vs. driving car in red plot (b)(d).
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Fig. 7. Dynamic density estimation of crowds and moving vehicles captured at 0, 3,
14, and 15 seconds, respectively. PDFs correspond to the homography maps.

Fig. 6 shows the estimation of interaction patterns between different moving
objects captured on a cloudy day. The interaction patterns are analyzed using
the tracks of the homography-mapped footage regions in the projection plane
corresponding to the region of interest in Fig. 4 (d). In Fig. 6 (a), the images
starting clockwise from upper left panel show that multiple views of the site
with two detected persons in circle, homography projection plane map of the
two views, overlay of the two projections of foreground regions (not shadow!),
and the footage areas of each person obtained from the overlay, respectively. Fig.
6 (c) shows two simultaneous tracks of (a): a walking person’s track in green and
a skateboarding person’s track in red in different speeds. Piecewise velocities are
represented by arrows, and spatio-temporal interaction potentials are denoted by
gray circles at each moment. The absence of overlap between the two tracks’ in-
teraction potentials successfully indicates that the monitored scene is in safe sit-
uation. In Fig. 6 (b), the images on the upper and lower rows show the raw input
views and the detected footage regions in projection plane at different moments.
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Fig. 6 (d) shows two simultaneous tracks of (b): a walking person’s track in
green and a moving vehicle’s track in red. The person’s proximity to the big
interaction potentials (denoted by gray circles) of the vehicle properly indicates
the danger of a possible hit.

Our systems’ site context information also includes various statistics com-
puted on the fly for crowd density plot, pedestrian flow directions, vehicle traffic
histogram, etc. In wide-view open area, counting individuals may not be possi-
ble or robust especially when the site is crowded. Therefore, it would be more
useful to estimate the detected objects’ density, range, and moving velocity in
the world coordinate system using the footage areas for each group of objects.
Fig. 7 shows our estimation of dynamic density patterns of crowds and moving
vehicles observed on a sunny day. Each row in Fig. 7 shows multi-perspective
image frames, and the moving objects’ detected footage regions mapped on ho-
mography plane. The upper four rows show the scene change in terms of spatial
distribution of moving objects. The last row shows the probability density func-
tions (PDFs) of crowdiness of the upper four rows. The PDFs were estimated
by dividing the homography plane inherently into grid regions and computing
the density of the footage pixels in each grid cell. The density patterns and their
dynamic changes provide the information about how each region of the moni-
tored site is occupied by people or vehicles for how many frames and how they
interact. The information provides enhanced situational awareness.

From the tested experimental site, it is observed that the driveway is spo-
radically occupied by fast moving high-density large blobs classified to vehicles,
whereas the pedestrian walkways are frequently occupied by slow-moving sparse
blobs classified to moving crowds. This empirical observation supports our frame-
work for the spatio-temporal analysis of site context in Table 1.

8 Conclusion

In this paper we have presented a multi-perspective vision-based analysis frame-
work to estimate human and vehicle activities for enhanced situational aware-
ness. Planar homography using multiple perspectives provides invariant estima-
tion of footage area of viewed objects for object classification. Moving objects’
tracks are robustly estimated with the footage regions in the world coordinate
system. Spatio-temporal interrelationship between human and vehicle tracks is
capitalized in terms of different combinations of track vs. site context such as
walkway and driveway. The concepts of interaction boundary and time to collide
of each moving objects are introduced to build semanticcally meaningful situa-
tional awareness. We demonstrated experimental evaluation of our method using
pedestrian safety and disaster anticipation applications. Our multi-perspective
vision system and the multi-level analysis framework can be applied to broader
domains including emergency response, human interactions in structured envi-
ronments, and crowd movement analysis in wide-view sites.
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Abstract. Access control mechanisms are commonly used to provide control 
over who may access sensitive information. However, malicious users can ex-
ploit the correlation among the data and infer sensitive information from a se-
ries of seemingly innocuous data access. In this paper, we proposed a detection 
system that utilizes both the user’s current query and past query log to deter-
mine if the current query answer can infer sensitive information. This detection 
system is being extended to the cases of multiple collaborative users based on 
the query history of all the users and their collaborative levels for specific sensi-
tive information. 

1   Introduction 

Access control mechanisms are commonly used to protect users from the divulgence 
of sensitive information in data sources. However, such techniques are insufficient 
because malicious users may access a series of innocuous data, and from the received 
answers, the malicious users may employ inference techniques to derive sensitive 
information. 

Database inferences have previously been studied. Delugach and Hinke [DH96] 
and Garvey et al. [GLQ92] developed approaches that use schema level knowledge 
for inference detection at database design time. However, Yip et al. has pointed out 
the inadequacy of schema level inference detection, and he identifies six types of in-
ference rules from data level [YL98]. An inference controller prototype was devel-
oped to handle inferences during query processing. Rule-based inference strategies 
were applied in this prototype to protect the security [TFC93]. Furthermore, to pro-
vide scalable inference in large systems, feasible inference channels that are based on 
query and database schema are generated to guide the data inference [CCH94].  

In this paper, we propose to develop an inference detection system that resides at 
the central directory site. The system keeps track of users’ query history and when a 
new query is posed, all the channels where sensitive information can be inferred will 
be identified. If the probability to infer sensitive information exceeds a pre-specified 
threshold, the current query request will then be denied. Further, we analyze user so-
cial relations to detect collaborative inference attacks. 
                                                           
* This research is supported by NSF grant number IIS-03113283. 
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2   The Inference Framework 

As shown in Figure 1, the proposed inference detection system consists of three  
modules:  

The Knowledge Acquisition module extracts data dependency knowledge, data 
schema knowledge and domain semantic knowledge. Based on the database schema 
and the data sources, we can extract data dependency between attributes in entities. 
Domain semantic knowledge can be derived by specific constraints and rules.  

The Semantic Inference Model (SIM) is a data model that combines data schema, 
dependency and semantic knowledge. The model links related attributes and entities 
as well as semantic knowledge needed for data inference. Therefore SIM represents 
all the possible relationships among the attributes of the data sources. A Semantic 
Inference Graph (SIG) can be constructed by instantiating the entities and attributes in 
the SIM. For a given query, the SIG provides inference channels for inferring sensi-
tive information. 

Based on the inference channels 
derived from the SIG, the Violation 
Detection module combines the new 
query request with the request log, 
and it checks to see if the current 
request exceeds the pre-specified 
threshold of information leakage. If 
there is collaboration according to 
social relation analysis, the Violation 
Detection module will decide 
whether to answer the current query 
based on the acquired knowledge 
among the malicious group 
members and their social relation to 
the current user. 

3   Knowledge Acquisition for Data Inference 

Since users may pose queries and acquire knowledge from different sources, we need 
to construct a model for the detection system to track the users’ inference intention. 
The semantic inference model requires the system to acquire the following knowl-
edge. 

Data Dependency: Data dependency represents causal relationships and correlations 
between attribute values. Let Ei be entity i, ei be the instance of Ei, A and B be attrib-
utes of Ei. We use conditional probability pi|j=Pr(B=bi|A=aj) as a parameter to repre-
sent the data dependency from B to A. Data dependency can be divided into two 
types: dependency-within-entity and dependency-between-related-entities. Let A and 
B be two attributes in an entity E. If B depends on A, then for all the instances of E, 
the value of attribute B depends on the value of attribute A. In this case, we say A and 
B are dependent within entity. Let A be an attribute in entity E1, B be an attribute in 

Fig. 1. The framework for an Inference Detection 
System 



454 Y. Chen and W.W. Chu 

E2, and E1 and E2 are related by R, which is a relation that can derived from database 
schema. 

Database Schema: In relational databases, database designers use data definition lan-
guage to define data schema. The owners of the entities specify the primary key and 
foreign key pairs. Such pairing represents a relationship between two entities. If entity 
E1 has primary key pk, entity E2 has foreign key fk, and e1.pk=e2.fk, then dependency-
between-related-entities from attribute A (in e1) to attribute B (in e2) can be derived. 

Domain-Specific Semantic Knowledge: For a given database, there are certain seman-
tic relationships among attributes and/or entities which can be represented by the con-
straints for the attribute values. Since users often pose query with semantic con-
straints, domain-specific semantic knowledge is needed to transform these constraints 
into non-semantic terms for query processing [CYC96]. Therefore, such semantic 
knowledge needs to be acquired and should play a part in the data inference. Semantic 
knowledge among attributes is not defined in the database and may vary with context. 
We can acquire the corresponding set of semantic knowledge based on the set of se-
mantic queries posed by the users. Based on queries, we can extract semantic knowl-
edge and integrate it into the Semantic Inference Model. 

4   Semantic Inference Model 

The Semantic Inference Model 
(SIM) represents dependent and 
semantic relationships among 
attributes of all the entities in the 
information system. As shown in 
Figure 2, the related attributes 
(nodes) are connected by links 
that represent their relationships. 
There are three types of relation 
links:  

Dependency link connects 
dependent attributes within the 
same entity or related entities.  

Schema link connects an at-
tribute of the primary key to the 
corresponding attribute of the 
foreign key in the related entities. 

Semantic link connects attrib-
utes with a specific semantic rela-
tion. The specific semantic relation 
(e.g., “can land”) can be obtained 
from the domain knowledge or by 
mining the data sources. The set of 
candidate semantic relations can be 
derived from the set of semantic 
queries. 

Fig. 2. A Semantic Inference Model. Entities are inter-
connected by schema relations and semantic relations. 
The related attributes (nodes) are connected by their 
data dependency, schema and semantic links. 

Fig. 3. A Semantic Inference Model example for Air-
ports, Runways and Aircraft
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4.1   Semantic Inference Model Reduction 

It is desirable for us to simplify the SIM model by reducing the number of redundant 
links. A SIM consists of linking related attributes (structure) and their corresponding 
conditional probabilities (parameters). To reduce the model complexity, we generate a 
set of candidate structures with their corresponding parameters, and select the one that 
best matches the data sources [FGK96, GTK01, GFK01]. 

4.2   Semantic Inference Graph 

To perform inference at the instance level, we instantiate the SIM with specific entity 
instances and generate a semantic inference graph (SIG). Each node in the SIG repre-
sents an attribute for a specific instance. Related attributes are then connected via  
instance-level dependency links, instance-level schema links and instance-level se-
mantic links. As a result, the SIG represents all the instance-level inference channels 
in the SIM. 

Instance-level dependency link: When a SIM is instantiated, the dependency-within-
entity is transformed to dependency-within-instance in the SIG. Similarly, the de-
pendency-between-related-entities in the SIM is transformed to dependency between 
two attributes in the related instances. This type of dependency is preserved only if 
two instances are related by the instantiated schema link.  

Instance-level schema link: The schema links between entities in SIM represent “key, 
foreign-key” pairs. At instance level, if the value of the primary key of an instance e1 

is equal to the value of the corresponding foreign key in the other instance e2, which 
can be represented as R(e1, e2), then connecting these two attributes will represent the 
schema link at the instance level. Otherwise, these two attributes are not connected.  

Instance-level semantic link evaluation: The semantic inference from a source node to 
a target node can be evaluated as follows. If the semantic relation between the source 
and the target node is unknown or if the value of the source node is unknown, then the 
source and target node are independent. When the semantic relationship is known, the 
conditional probability table of the target node is updated with the known semantic 
relationship.  

4.3   Evaluating Inference in Semantic Inference Graph 

For a given SIG, there are many feasible inference channels that can be formed via 
linking the set of dependent attributes. Therefore, we propose to map the SIG to a 
Bayesian network to reduce the computational complexity in evaluating users’ infer-
ence probability for the sensitive attributes. 

For any given node in a Bayesian network, if the value of its parent node(s) is 
known, then the node is independent of all its non-descending nodes in the network 
[Pea88]. This independence condition greatly reduces the complexity in computing 
the joint probability of nodes in the network. More specifically, let xi be the value  
of the node Xi, pai be the values of the parent nodes of Xi, then P(xi|pai) 
denotes the conditional probability of xi given pai where i=1,2,…,n. Thus, the  
joint probability of the variables xi is reduced to the product of P (xi | pai): 
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)(),,( 1 ii
i

n paxPxxP ∏= (Equation (1)). The probability for users to infer 

the sensitive node S=s given known evidences Di=di, i=1, 2,…, n is: 
),,(),,,(),,|( 212121 nnn dddPdddsPdddsP = (Equation (2)), which can 

be further computed using Equation (1). Thus, the probability of inferring a sensitive 
node can be computed from the conditional probabilities in the Bayesian network. 
Many algorithms have been developed to efficiently perform such calculations 
[Dec96, JLO90].  

Probabilistic Relational Model (PRM) is an extension of Bayesian network that in-
tegrates schema knowledge from relational data sources [FGK99, GTK01, GFK01]. 
Specifically, in PRM an attribute can have two distinct types of parent-child depend-
encies: dependency-within-entity and dependency-between-related-entities, which 
matches the two types of dependency links in the SIM.  Since the semantic links in 
SIM are similar to dependency links, we can convert each SIM to a PRM-based 
model. The corresponding Bayesian network can be generated after instantiating the 
model to instance level. Thus, for a given network, the probability of inferring a spe-
cific sensitive attribute can be evaluated via efficient Bayesian inference algorithms. 
In our test bed, we use SamIam [Sam], a comprehensive Bayesian network tool de-
veloped by the Automated Reasoning Group at UCLA, to carry out the inference cal-
culation. 

5   Inference Violation Detection 

Semantic inference graphs provide an integrated view of the relationships among data 
attributes, which can be used to detect inference violation for sensitive nodes. In such 
a graph, the values of the attributes are set according to the answers of the previous 
posted queries. Based on the list of queries and the user who posted these queries, the 
value of the inference will be modified accordingly. If the current query answer can 
infer the sensitive information greater than the pre-specified threshold, then the re-
quest for accessing the query answer will be denied. 

Consider our previous example, let the TAKEOFF_LANDING_CAPACITY of any 
airport be the sensitive attribute, and it should not be inferred with probability greater 
than 70%. If the user has known that: 

1. Aircraft C-5 can land in airport LAX runway r1.  
2. C-5 has “aircraft_min_ land_dist = long”and “aircraft_min_runway_width = 
wide.” Then this user is able to infer the sensitive attribute LAX’s “TAKE-
OFF_LANDING_ CAPACITY=large” via Equation (2) and (1) with probability 58.30%. 
Now if the same user poses another query about the “Parking_sq_ft of LAX”, and if 
this query is answered (“LAX_Parking_Sq_Ft=large”), then the probability of infer-
ring “LAX_TAKEOFF_ LANDING_CAPACITY=large” will increase to 71.50%, which 
is higher than the pre-specified threshold. Thus, this query request should be denied. 

We are currently extending our inference violation detection system from a single 
user to multiple user cases, where users may collaborate with each other to jointly 
infer sensitive data. We propose to employ a user social network to model the rela-
tionships among cell members for deriving their collaborative inference. A social 
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network is a graph structure that represents the relationship among the user popula-
tion. The edges of the network represent the influence level of one user to another. 
Such a network can be constructed from the answers of questionnaires such as those 
used in security clearances, personal profiles and interviews. For a given specific task, 
the amount of information that flows from one user to another depends on how close 
their relationships are. Thus, the collaborative inference for a specific task can be de-
rived by tracking and combining each user’s query history together with their collabo-
rative levels from the user social network. 

6   Conclusion 

We proposed a technique to prevent users to infer sensitive information from a series 
of seemingly innocuous queries. Based on the data dependency, the database schema 
and the semantic knowledge, we constructed a semantic inference model (SIM) that 
links all the related attributes and thus, represent all possible inference channels from 
any attributes to the set of pre-assigned sensitive attributes. The SIM is then instanti-
ated by specific instances and reduced to a semantic inference graph (SIG) for infer-
ence violation detection to control query access. To reduce computation complexity 
for inference, the SIG can be mapped into a Bayesian network. Available Bayesian 
network tool can then be used for evaluating the inference probability along the infer-
ence channels. When a user poses a query, the detection system will examine his/her 
past query log and calculate the probability of inferring sensitive information from 
answering this posed query. The query request will be denied if it can infer sensitive 
information with probability exceeding the pre-specified threshold. We are currently 
extending the detection system to multiple collaborative users based on query history 
of all the users as well as their social relations. 
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Abstract. In the paper we combine a  Bayesian Network  model for encoding 
forensic evidence during a given time interval with a Hidden Markov Model 
(EBN-HMM)  for  tracking and predicting the degree of criminal activity as it 
evolves over time. The model is evaluated with 500 randomly produced digital 
forensic scenarios and two specific forensic cases. The experimental results in-
dicate that the model fits well with expert classification of forensic data. Such 
initial results point out the potential of such Dynamical Bayesian Network 
methods for the analysis of digital forensic data. 

1   Forensics Evidence and Its Temporal Metadata Structure 

Digital forensic evidence corresponds to the dataset used to decide whether a crime 
has been committed and can provide a link between a crime and its victim or a crime 
and its perpetrator [1]. The evidence can be sourced from storage devices (disks, discs 
etc.), networks (e.g., packet data, routing tables, logs), embedded digital systems 
(mobile phones, PDAs), telecommunications traffic, and so on. Evidence not only 
includes the content of a forensic entity but also meta-data associated with the entity 
such as, the document tracking history, timestamps, users, authors etc. Of particular 
interest to digital forensic investigations are conditions where the evidence is avail-
able in the form of forensic entities (eg., a MS Word document, an email message, a 
web page that was browsed etc.) that are generally time-stamped (eg., time-stamps for 
document files, cached web pages etc.) and attributed (eg., name of the document 
author). Some of these entities may be related to one or more other forensic entities 
(eg., the topic of the contents of a web page and of an email may be the same). In 
such cases forensic evidence is rich in content, meta-data and relations in which evi-
dence instances are linked together in a complex temporal directed multi-graph.  

Many research groups are working in inducing graphs from text documents – some 
of which are working in the temporal domain [2] but  few of them induce the graphs 
from a combination of text data (sourced from documents, emails etc.) and the rich set 
of meta-data (time-stamps, sender/receivers, etc.) that we obtain in digital forensics. 
However, to accomplish this we need to develop a taxonomy that encompasses both 
the text data and meta-data in a temporal context.  
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The major objective of digital forensic investigations is to extract unusual and in-
teresting events and their causal relationships. Our paper focuses on the analysis of 
the metadata, the extraction of forensic evidence along a time sequence or timeline, 
building up a Bayesian network to model interactions between different forensic evi-
dence and then applying the proposed EBN-HMM model — Embedding Bayesian 
Network Hidden Markov Model for summarizing, learning, inference and interpreting 
possible criminal activities. The fundamental tasks are to estimate typical digital 
crime scenario models from data and to infer the most likely criminal acts given cur-
rent observations and past criminal activities.  

2   Evidence Extraction Along a Time Sequence and Classification 

The example forensic case we deal with in this paper is a synthetic industrial IP leak-
age scenario. There are two principal suspects (“Tricia”, a manager, and “Arthur”, a 
system admistrator and software engineer) involved in this case. There are three com-
puters (two PCs, one each belonging to Tricia and Arthur, and one server named 
“womboyn”) in two different locations. Multiple parallel threads of activities are 
happening in this case including, a) an unanticipated company restructure (with a 
document being emailed anonymously prior to the fact), b) non work-related activi-
ties, and c) submarine code (the IP) being leaked to a rival company. The end-game is 
to identify the innocent or criminal party and then identify the sequence of events that 
lead to identifying the perpetrator of the IP leakage. This is summarized as a graph of 
observation objects (with time attributes) from which one has to induce the causal 
graph of events/activities.  The forensic data come from three sources. The first con-
sists of email messages including all of the suspects’ emails: sending, receiving, delet-
ing, and draft, etc., during a specific period. The second source of data is the web 
browsing dataset having attributes such as directories, file type, file name, time-
stamps, etc, which are extracted from the internet cache folder.  The third data set is 
related to file systems, event logs, document files, etc. 

Forensic data and their relations are quite complex, even if these data are encoun-
tered on a single computer host system where the data could be sourced from web-
page cache, emails, event logs,  file systems, chat room records and registries. For 
examples, web pages have URL addresses, images, topic(s), time-stamps, etc. We 
summarize and simplify the forensic actions being eight nodes and their interactions 
as shown in Figure 2. “User” is the first Node (labelled N1), the “LogServer” node 
(N2) includes who logged into the server, the “Browseweb” node (N3) describes 
when and what web page is being browsed etc. The nodes of “ReadEmail”(N4)  
and “SendEmail” (N8) correspond to when, who and what topics are transmitted 
through emails. The nodes for “DownloadSoftware”(N5), “InstallApp”(N6) and 
“ExecuteApp” (N7) programs indicate when and which programs are being 
downloaded and executed. 

According to the eight nodes of forensic actions, all of the forensic data extracted 
and stored were summarised in the temporal domain. The temporal domain is parti-
tioned into ten convenient time intervals (T1 to T10), where each time interval corre-
sponds to one or more days of case activities. Table 1 is a sample analysis of one 
suspect’s (Tricia) email messages, showing activities in her emails sent.  
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Table 1.  An example of a suspect’s (Tricia) email outbox analysis over ten time intervals 

Time Date Quantity Event brief descriptions 
T1 8-10/01/2003 5 Contacts Marvin in the rival company. 
T2 11/01/2003 1 Tries to have a dinner with Marvin and other 

staff of the rival company. 
T3 14/01/2003 0  
T4 15/01/2003 3 Work-related activities. 
T5 16/01/2003 2 Tricia is thinking about Marvin’s suggestion 

and would like to continue the conversation. 
T6 17/01/2003 3 Push Arthur to finish the report, tense relation 

exists with Arthur. 
T7 18-20/01/2003 0  
T8 21/01/2003 0  
T9 22/01/2003 2 Email to Marvin saying “Got it”, got what? 

Once again, pushes Arthur to finish the report, 
which again shows the tense relation with her 
colleague Arthur. 

T10 23/01/2003 1 Work-related activities 

Table 2. Ten degrees of suspiciousness event probabilities (T(p), F(p): see text for details) 

Suspiciousness 
Degree 

T T 
- 

T 
-- 

T 
--- 

T 
---- 

F 
---- 

F 
--- 

F 
-- 

F 
- 

F 

Probability 0 0.1 0.25 0.35 0.5 0.6 0.7 0.8 0.9 1 

Table 3. Suspiciousness event probabilities for a sample of Tricia’s actions 

 N1 N2 N3 N4 N5 N6 N7 N8 
T1 T  T T  T  T--- 
T2 T  T--- T    T---- 
T3 T  T T   T  
T4 T  T F--   T T 
T5 F--   T---  F--  F   F-- 
T6 T       T- 
T7         
T8 T   F---- F  F  
T9   T F--   F F-  F-  
T10 T   T---  T     T  

Actions are labelled to a suspiciousness probability according to a table of suspi-
ciousness degree varying from normal to abnormal (see Table 2). 

Using Table 2, we map the forensic events of suspects to suspiciousness probabili-
ties. Table 3 shows this for Tricia’s action set over the ten time intervals. 

3   EBN-HMM Model for Forensic Evidence 

The EBN-HMM model — Embedded Bayesian Network Hidden Markov Model, is 
examined here since it has the advantages of coping with incomplete observation  
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data and reduced uncertainty. The EBN-HMM model applies one of the popular  
Dynamical Bayesian Networks, Hidden Markov Models [3], for modelling temporal 
relations in the Bayesian Net (BNet) [4]. That is, the BNet defines the structure of the 
observations that occur in given intervals and the HMM defines the evolution of the 
criminal activity over time by the association of specific observation variable values 
with different degree of criminal activity. That is, the hidden nodes correspond to the 
“degree of criminality” which is conditioned on both its present (t) observation and 
the state at the previous time (t-1) as shown in Fig. 1. 

 

Fig. 1. EBN-HMM: Hidden Markov Model embedded Bayesian Network observation model 

In this specific EBN-HMM model, observations are modelled by a Bayesian Net. 
We refer to this BNet as the Bayesian Forensic Evidence Network Model (BFENM) 
in Figure 2 to represent the users’ forensic evidence and relations. The Conditional 
Probability Tables (CPT) was empirically obtained observations.  Fig. 2 also presents 
 

 

Fig. 2. The proposed BFENM model for modelling forensic evidence 
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a sample of the probability distribution during a specific time interval. There are three 
observable nodes (shaded) and five hidden ones in the net. Node logServer’s probabil-
ity is 0.0 (0%), which means unauthorised logging on. A zero probability for the Node 
DownloadSoftware represents downloading unauthorised software, files,etc. The 
same representation applies to Node installApp as well. After inference, the probabili-
ties of the other five nodes are obtained. The node “User”’s probability is 0.174 
(17.4%), which means the user is more likely to be an unauthorised user. 

Training and testing data were obtained from a large number of forensic cases pro-
duced by Monte Carlo sampling of an expert-provided observation BNet (BFENM) 
to produce 5,000 samples for training and testing with the addition random selection 
of observations occurring at any given node so that we could simulate missing obser-
vations. At each interval, the data consisted of a vector of eight dimensions, resulting 
in 5,000 eight-dimensional vectors, and therefore, 500 scenarios over 10 time inter-
vals. K-means vector quantization [5] was applied to clustering discrete resulting in 
16 clusters (symbols). The Baum-Welch [3] and supervised training algorithms were 
used for training the HMMs from annotated (interpreted for degree of suspiciousness) 
datasets over time. 

4   A Specific Forensic Case Study  

After extracting and labelling the forensic evidence along the timeline when events 
happened, Table 4 shows the observables and inferred probabilities obtained in the 
temporal domain for suspect Tricia. A table for Arthur table was also computed.  

Table 4.  Suspect Tricia’s probabilities (in percentages) for observed and inferred actions 

 N1 N2 N3 N4 N5 N6 N7 N8 
T1 100 88 100 100 89 100 93 0 
T2 100 80 100 100 78 79 84 0 
T3 100 86 100 100 85 89 100 80 
T4 100 85 100 0 83 86 100 100 
T5 0 26 0 0 0 10 5 0 
T6 100 80 86 83 73 77 77 100 
T7 50 60 40 37 45 47 40 35 
T8 100 53 20 0 0 35 0 24 
T9 15 28 100 0 28 0 0 0 
T10 100 80 0 100 40 60 62 100 

We then applied the complete EBN-HMM model to process the Tricia and Arthur 
datasets and, in particular, the Viterbi (Dynamic Programming) algorithm [6] to de-
termine the most likely type of suspicious activity associated with observations. Im-
portant decision-based results are shown in Figures 3a and 3b for Tricia and Arthur. 
Here, the grey bars correspond to high degrees of suspicion with Tricia having four 
grey bars and Arthur only one. Arthur’s one occured at T9 where, in fact, there were 
no suspicious observations at that time, a grey bar only represents warning that the 
evidence had accumulated to infer that state. One conclusion from this is that Tricia is  
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possibly the criminal party and Arthur is more likely innocent (although he was doing 
non-work related, but not criminal, activities). Fig. 3a is an example of a sequence of 
events that could lead to identifying the perpetrator of the IP leakage. 

y-axis: 
suspiciousness 

degree 

 
 x-axis:Temporal domain by

                 T1 to T10  

y-axis: 
suspiciousness 

degree 
 

 x-axis:Temporal domain by 
                 T1 to T10  

Fig. 3. (a) Tricia’s evolution of criminal 
activity over time (T1-T10) 

Fig. 3. (b) Arthur’s evolution of criminal   
activity over time (T1-T10) 

Upon further analysis of a graph of observation objects (with time attributes), we 
found that there were a few important events  relating to Tricia’s activities during 
time intervals T5, T8, and T9 that may point to Tricia’s culpability. During T5, Tricia 
had been undertaking unauthorised log-ins into the womboyn server (perhaps she 
discovered the restructure document) and had browsed non work-related websites. 
She had been downloading, installing and executing unauthorised software (the 
anonymous emailer). During interval T8, she downloaded files from the company 
server (eg, the restructure document) and transferred the IP code from her PC onto 
removable media (floppy disk), as well as browsed non work-related websites. During 
T9, Tricia emailed Marvin (in the rival company) “Got it” (presumably the IP which 
she would eventually pass onto him) and proceeded to anonymously email the re-
structure document to all staff. These events would need to be investigated to confirm 
(or refute) her culpability (eg, how did she get access to the IP?). 

5   Conclusions 

The proposed approach allows us to model both the dependencies between different 
digital forensic evidence and how evidence evolves over time to infer specific levels 
of suspiciousness or criminal activity. Experimental results on the sampling data with 
5,00 scenarios and with two specific synthetic forensic cases strongly suggest the 
model performs well and is comparable to expert decision making. It remains to be 
seen how it performs with additional real field-data in known criminal cases and how 
it could be deployed as a decision-support technology. Certainly such dynamical 
Bayesian Network models all assume that decision making is made in accord to in-
ferred probabilities of dependent events and underlying hidden variables and this, as 
such, needs further exploration. 
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Abstract. An intelligence analyst often needs to keep track of more facts than 
can be held in human memory. As a result, analysts use a notebook or evidence 
file to record facts learned so far. In practice, the evidence file is often an elec-
tronic document into which text snippets and hand-typed notes are placed. 
While this kind of evidence file is easy to read and edit, it provides little help 
for making sense of the captured information. We describe Entity Workspace, a 
tool designed to be used in place of a traditional evidence file. Entity Work-
space combines user interface and entity extraction technologies to build up an 
explicit model of important entities (people, places, organizations, phone num-
bers, etc.) and their relationships. Using this model, it helps the analyst find and 
re-find facts rapidly, notice connections between entities, and identify good 
documents and entities to explore next. 

1   The Need for a Better Evidence File 

An intelligence analyst working on a case may encounter hundreds of documents, 
each containing any number of facts relevant to the case. The number of facts can 
quickly become too large to be held in human memory alone. For this reason, analysts 
record the facts in a notebook or evidence file, which is often an electronic document 
into which the analyst places text snippets and hand-typed notes about the case. 

Electronic documents are suitable for use as evidence files because they are easy to 
edit and read, hold both text and pictures, support full text search, and are easy to re-
purpose for the final report.  However, as used today, electronic documents offer little 
help in making sense of the facts captured in them. Although the system knows that 
the analyst has selected certain pieces of text, it does not know which entities 
mentioned in this text are important, nor how they relate to each other. 

We describe a software evidence file called Entity Workspace that helps the analyst 
explicitly represent information about relevant entities and their relationships. Entities 
of interest to intelligence analysts include people, places, organizations, telephone 
numbers, addresses, weapons, bank accounts, and so on. With this information, Entity 
Workspace offers several kinds of assistance. In particular, Entity Workspace helps 
the analyst: (1) re-find important facts quickly, usually without the need for explicit 



 Entity Workspace: An Evidence File That Aids Memory, Inference, and Reading 467 

searching or querying; (2) “connect the dots,” by visualizing relationships between 
entities, supporting inference tasks; (3) discover new information, by recommending 
entities and documents to study next based on previously investigated entities; and (4) 
read quickly through new documents, by highlighting key terms automatically. 

Entity Workspace can provide this kind of assistance to analysts because it builds 
up a model of documents, entities, and relationships that we call the Document-and-
Entity Graph. The analyst does not directly view or edit this graph. It is constructed 
automatically as a side effect of organizing information in the workspace. 

We will describe the Entity Workspace tool, how it supports and accelerates the 
analytical process, and present some concluding remarks and related work. 

2   Snap-Together Knowledge 

The tool that we describe here, Entity Workspace, consists of four panels that display 
different kinds of information relevant to intelligence analysis.  These panels, shown 
in Fig. 1, are called Workspace, System Suggestions, Entity Inspector, and Trails.  
The Workspace Panel is the focus of this paper. It allows the analyst to edit representa-
tions of entities, documents, and their relationships. The System Suggestions Panel 
shows all entities represented in the workspace, ordered according to how closely 
related each is to high-interest objects. The top of this panel displays a document page 
object (“CIA Report 04 p.1”) representing the page that is currently open for read-
ing.The Entity Inspector Panel displays information about the currently selected entity, 
including its name, aliases, documents that mention it, and other entities that appear in 
 

 

Fig. 1. The four panels of the Entity Workspace tool 
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the same statements, groups or documents with it. Finally, the Trails Panel displays 
icons representing documents in which the entity appears; icons appear in different 
colors and patterns to distinguish documents that have already been read or have been 
marked as high interest.  Entity Workspace works together with the CorpusView 
document corpus browser [2], which provides an overview of the analyst’s document 
collection and displays documents with important information highlighted. 

Entity Workspace enables analysts to rapidly capture the names of important enti-
ties and their relationships. This is done using the Workspace Panel (or simply “the 
workspace”), as follows: Upon finding a relevant fact in a document, the analyst may 
capture that fact by copying entities from the document into the workspace using 
traditional copy-and-paste or other methods described below. Consider the (fictitious) 
report in Fig. 2, a report drawn from “The Sign of the Crescent,” an intelligence 
analysis tutorial by Frank Hughes, a professor at the Joint Military Intelligence 
College. Important entities in this report, such as dates, people, account numbers, 
businesses, and phone numbers, are highlighted. If relevant, the analyst records them. 

Each entity recorded in the workspace becomes a separate visual object, an entity 
object, which can be dragged and positioned. A small icon at the left end of each 
entity indicates its type, if known. A circle icon indicates a person, a house icon 
indicates a place, a calendar icon indicates a date, and so on. 

The analyst can also add an unrestricted text string, called a comment object, to act 
as a label, relationship name, category, or general comment. A comment object is 
created by copying text from a document or typing. The upper right of Fig. 1 shows 
six comment objects, including those labeled “company”, “account”, and “deposited”. 
Comments look like entities, but have no icon and have gray text and a gray border. 

Finally, an analyst can add a document page object, representing a page in the 
document collection.  Examples of these in Fig. 1 have labels beginning with “FBI 
Report”, “CIA Report”, or “SANCTIONED”. They can be dragged into the work-
space from the Entity Inspector or System Suggestions Panels. They are also added 
automatically by some functions to record where a given fact was discovered. 
Clicking on a document page object causes its corresponding page to be displayed. 

When an object is placed in close vertical proximity to another object, a new com-
posite object is created, called an entity group, containing both original objects. A 
group can contain any number of objects and is displayed as a rounded rectangle large 
enough to fit them all. Each group displays a collapse button in the upper left corner 
(to request a condensed view). Placing objects together in a group indicates that they 
are related to each other in some way. For example, the orange right middle group in 
Fig. 1 indicates that Faysal Goba is connected to explosives and other entities. 

The analyst indicates a stronger relationship between two objects by dragging one 
object in close horizontal proximity to another. Our system then creates a new 
composite object, called an entity statement containing both objects. A statement can 
contain any number of objects and is shown visually by placing the objects side-by-
side with “book end” shapes to the left and right of them and an underline below 
them. Statements can be placed in groups as shown in several groups in Fig. 1.  

An object can appear in the workspace any number of times. An object can appear 
in multiple groups, in multiple statements, both in and out of groups, and in and out of 
statements. Each appearance is called an instance. Multiple instances of an object are 
used to express its relationships to any number of other objects in multiple contexts. 
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Fig. 2. A fictitious FBI report that mentions a person, a company, and several other entities 

Some objects are so closely related that the analyst may wish to ensure they are 
always displayed together. This can be done with a “coupling command”.  For 
example, the analyst may couple a phone number to its owner’s name. Thereafter, 
every current and future instance of this phone number will appear followed by a link 
icon and the name, like the phone number linked to “Faysal Goba” in Fig. 1. 

Each entity in the workspace is associated with a number, from 1 to 4, that indi-
cates the degree to which that entity is of interest to the analyst. The display proper-
ties of an entity, such as color and typeface, are varied based on this degree of 
interest. Clicking on the icon in each entity cycles through the interest values. 

To capture the number of entities needed in analysis, we supply faster ways to 
record entities than copy-and-paste.  One of our techniques, entity quick click, is 
described elsewhere [3]. We summarize it here, and describe its modification for 
intelligence analysis. With this technique, the system runs an information extraction 
algorithm over each document to be displayed to find entities such as person names, 
company names, telephone numbers, and so on. When the document is displayed to 
the analyst, these entity phrases are highlighted, as in Fig. 2.  Next, the analyst presses 
a modifier key (e.g., Shift) to initiate entity quick click mode. Then, the analyst clicks 
on a desired phrase. A new entity group is created containing a new entity with that 
phrase and a document page object corresponding to the page in which the analyst 
just clicked. By holding down modifier keys (e.g., Shift and Control), the analyst can 
add the selected phrase as a comment instead of an entity.  At one click per entity or 
comment, analysts can build up an entity workspace quickly. 

As the workspace grows from the addition of entities, statements, and groups, the 
system creates a data structure, called the Document-and-Entity Graph or DE Graph, 
to represent the relationships indicated by the arrangement of objects. The DE Graph 
is an undirected graph whose nodes are entity objects and document page objects. A 
weighted edge is placed in the DE Graph between any two related objects if they (1) 
are coupled, (2) belong in the same statement, (3) belong to the same group, or (4) are 
mentioned near each other in one or more documents. The edge weights are assigned 
according to the closeness of the relationship; the previous sentence lists these 
relationships in decreasing order of closeness. For example, edges joining objects that 
share a statement are weighted more heavily than edges joining objects that share a 
group. 

Given this weighted graph, we compute closeness scores that describe how related 
entities are to each other.  This method is based on computational models of Spread-
ing Activation [1] used in the study of relevancy in human memory. The system uses 
this computation over the DE Graph to provide the analyst with memory aids, 
recommendations, inference aids, and support for reading, as described below. 
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3   Improving Memory, Inference, and Reading 

As soon as an analyst has recorded some information into the workspace, the system 
can help the analyst in remembering facts, making inferences, and finding new 
information more rapidly. These capabilities are described next. 

Entity Workspace uses the DE Graph and the panels described above to help the 
analyst remember what has already been learned. In particular, each visible entity 
serves as a reminder of what has already been encountered. Each statement and group 
represents one or more relationships between the entities. When the analyst selects an 
entity, all instances of that entity in the Workspace Panel highlight in orange, as do all 
groups containing an instance of that entity.  Fig. 1 shows an example, where “Faysal 
Goba” is the selected entity. By examining the other entities in the highlighted groups, 
the analyst is quickly reminded of direct links to the selected entity.  Also, the Entity 
Inspector Panel summarizes all of the directly linked information about the selected 
entity, and the Trails Panel lists all document pages that mention the entity. 

Our system helps the analyst discover direct and indirect connections between 
entities. For example, when two entities are coupled using the coupling operation, the 
analyst can see connections between entities that require synthesizing information 
from multiple sources. For example, say that the analyst is recording information 
from a document describing a phone call from number X to number Y.  If the analyst 
has previously coupled the phone numbers to persons A and B respectively, the 
resulting entity group will immediately display the names of both people, allowing the 
analyst to infer that A has called B. 

A second tool helps find any known connections between persons C and D when 
the analyst selects both entities. The system then displays the two selected entities 
with distinctive colors, say orange and magenta. Each group that contains only one 
entity is highlighted in its corresponding color. Groups mentioning both entities are 
highlighted in a third color, green, such that the analyst can rapidly find those groups 
that contain information that relates the two selected entities to each other. 

A third tool helps the analyst view all entities connected to a given entity by paths 
of length two. In this case, the analyst activates the Highlight Linked Entities opera-
tion. This highlights the selected entity and all entities that are directly linked to it, 
while dimming all other entities. By looking at dimmed entities that are in the same 
group with any highlighted entity, the analyst can see immediately the entities that are 
at most two links away from the selected entity. 

Entity Workspace supports an analyst’s reading processes in three ways by provid-
ing: (1) recommendations on entities to examine, (2) reading recommendation trails 
that enable rapid reading through all of the documents on a topic, and (3) keyword 
highlighting within each document to aid skimming. 

The System Suggestions Panel rank orders all entities as a way of recommending 
entities that are worth further attention. Each entity’s rating is determined using a 
spreading activation algorithm over the DE Graph. The initial activation of each node 
is based on the degree-of-interest score set on the corresponding entity by the analyst. 

Whenever the analyst selects one or more entities, the system constructs a query 
and runs it against every document in the analyst’s document collection. The resulting 
rank ordered document list is then displayed in the Trails Panel next to the query text. 



 Entity Workspace: An Evidence File That Aids Memory, Inference, and Reading 471 

The analyst can then visit all of the document pages in the trail, in turn, much as one 
would flip through a stack of paper documents to skim for important facts. 

As each document is displayed, words and phrases in the document are highlighted 
automatically: entities found by the entity extractor in yellow, and phrases with a high 
degree of interest in a more salient red. Finally, the system gives a distinctive 
appearance to phrases that match the current search query. 

4   Conclusions and Related Work 

Entity Workspace is a compromise. It is designed to elicit more information from 
analysts, so it can provide more assistance, while requiring little additional effort. 
Thus, while we might have it ask the analyst to specify more details about entity 
relationships, we resist this temptation to keep effort low. This tradeoff appears to 
work well. With little extra effort, the analyst provides enough information to allow 
our user interface tools to support memory, inference, and reading. 

The design of Entity Workspace has been influenced by interactions with four 
intelligence analysts. While results have been informal, these sessions have given us 
confidence in an approach based on recognized entities and in snap-together knowl-
edge, quick click copying of entities, and entity coupling to aid inference. We are 
currently hardening this technology for use on real analytical tasks. 

Our work on Entity Workspace builds on recent work related to recording evi-
dence, spatial hypertext, automatic highlighting, and automating inference.  Like the 
Sandbox component of Oculus nSpace [7] our tool gathers evidence into a work area.  
Like Good’s spatial hypertext system, Niagara [6], our tool uses spatial proximity to 
automatically group evidence.  Like ScentHighlights [4], our system automatically 
highlights words to aid skimming and reading.  Our system builds up a graph of 
linked evidence like that used in the subgraph isomorphism approach described by 
Coffman et. al [5].  Our system differs from the previous interactive tools by provid-
ing snap-together knowledge, a rapid method for capturing and structuring entity 
information.  It differs from other graph-based approaches by using the graph both to 
support automated inference and to support interactive techniques that help guide the 
analyst while leaving the analyst in control. 

This research was funded in part by the Advanced Research and Development 
Activity NIMD and ARIVA programs (MDA904-03-C-0404). 
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Abstract. Strategic intelligence involves the efforts to understand the "Big 
Picture" emerging from data sources. Concerning textual data, this process 
involves the extraction of meaning from textual information. In this paper we 
present a new methodology for meaning extraction from news articles. This 
methodology is based on the gradual construction of visual maps from 
processed textual information. The methodology is not a substitute for meaning-
making by human agents but combines computational power with human 
evaluation and provides a tool for identifying emerging patterns of meaning.  

1   Introduction 

Information science and information technology have been shown to be indispensable 
for national security and intelligence analysis. However, one should realize that there 
are two different and complementary axes of information: "The syntactic axis 
concerns the formal representation of information in a digital code. The semiotic axis 
concerns the meaning of information for interpreting agents as this information 
appears in the analogical mode" ([6]). While the first axis has been intensively studied 
and formalized in information sciences, the second axis has been almost exclusively 
studied by other fields such as Semiotics ([10]), the study of signs and signification, 
and Pragmatics ([5]), the branch of linguistics dealing with language use in context. 
The need for a meaning-based information analysis is evident in strategic intelligence 
that aims to provide officials with the "big picture". Our aim is to present a novel 
methodology for meaning-based analysis of texts for strategic intelligence. The 
methodology leans on insights gained from studying meaning-making in various 
domains such as political rhetoric ([4], [7], [9]), and computational linguistics ([6]), 
and from the interdisciplinary background of the authors. Due to space limits, we 
present only the general outlines of the methodology without dwelling on technical 
details. 

When trying to understand a text, whether a political speech or a newspaper article 
the reader faces a cognitive problem: The text is linearly organized as a string of 
linguistic signs. However, in order to understand the text he has to map it into an 
associative network in his mind. If we adopt the theoretical position that meaning 
emerges as a global property from an interconnected network of signs/concepts ([10], 
[11]), then the analyzer of a given text should cope with the cognitive burden of 
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extracting an associative network from a linear text. This task is cognitively 
demanding and the logic governing the process is not self-evident. It was argued by 
Neuman and Muchnick ([8]) that this problem is to a certain extent solvable if the 
linear text is mapped into a network of signs characterized by scale-free topology ([1], 
[2]) in which few signs have the highest connectivity to other signs. By analyzing 
political speeches and news articles Neuman and Muchnick ([8]) exposed a scale-free 
topology of the texts. A text organized as a scale-free network of signs has 3 main 
benefits that may guide its representation in the human mind. These benefits will be 
exploited in the suggested methodology. First, the text is organized around just a few 
hubs (i.e., its organizing concepts) that function as coordinates for understanding the 
whole text. Second, scale-free networks are constructed through the dynamics of 
preferential attachment ([2]). The dynamics of preferential attachment is such that a 
new concept/sign/node entering the text/network is more likely to attach to one of the 
hubs/organizing concepts. Therefore, it is the topology that directs the linkage of new 
entering concepts. These dynamics load the new entering concepts with meaning by 
associating them with few existing hubs. This is an important characteristic in the 
cognitive economy of mapping a linear text into an associative semiotic network. 
Third, the hubs do not only get their meaning from the context of their associated 
nodes. By playing the role of a "magnet" for other concepts, through the dynamics of 
preferential attachment, they also create the context for their own interpretation. In 
other words, the hubs are interpreted by their surrounding context and recursively 
provide the context for the interpretation of their associative nodes.  

2   Extracting Meaning from Texts 

2.1   The Data  

As data we used all the news articles (N = 800) of the online monthly English-language 
Palestinian newspaper: Palestine Times. The newspaper appears in 104 volumes from 
1997 to 2006. The newspaper is targeted to a Western and educated English speaking 
audience. As any communicative text, this political newspaper aims to provide its 
readers with a certain representation of the world. In this context, uncovering hidden 
patterns of meaning in the newspaper's articles may be of great relevance for 
intelligence analysis seeking to understand the way Palestinians appeal to the Western 
audience with regard to key issues such as the American involvement in Iraq.  

2.2   The Methodology 

The suggested methodology is built around several phases. At the first step a news 
article is segmented to sentences. The components of a sentence are classified with 
Part-of-Speech tagging. Only nouns, corresponding to concepts, were included in this 
phase. The nouns were cleaned for singular/plural and for noun-compounds. For each 
article we created a network. The nouns were represented as nodes and co-occurrence 
of nouns in a given sentence was used to establish a link/edge between the nodes. We 
found that the networks have a scale-free topology with only a few nouns having the 
greatest degree of connection. For each news article we ranked the nouns according to 
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their connectivity and the 5 highest ranking nouns were identified as hubs. The 
criterion of 5 hubs is arbitrary, but justified by the lower limit of the working 
memory. We considered these hubs as the basic organizing concepts of the text. It 
was found that at least one of the hubs appeared in the title of the article or in the 
opening paragraph. This finding is not surprising because it is known that in news 
articles most newsworthy information comes first. In the next step, we used a 
heuristic we call "hubs first." For each article we identified the first sentence in which 
one (or more) of the hubs appeared, removed this hub/s from our list, and continued 
searching for the next sentence in which one (or more) of the remaining hubs 
appeared. This process was repeated until the list was exhausted. The sentences we 
extracted are context sentences for the interpretation of a hub and were stored in a 
data bank for queries with the hub's name as an index. The "hubs first" heuristic is at 
the core of our methodology and produces valuable information for diagnosis and 
prediction that cannot be discussed here. We will illustrate the methodology with 
regard to the hub "IRAQ". Let's assume that we would like to understand the way in 
which the issue of Iraq is represented by the Palestinian newspaper to its audience. As 
we will show, an interesting pattern emerges from the analysis. Iraq appears as a hub 
in 8 news articles dated from March 2000 to October 2004. We organized these 
articles chronologically and for each article extracted (1) the hubs and (2) the context-
sentences. For example, consider the first news article in which the hub "IRAQ" 
appears. The hubs are: Iraq, Palestinians, Government, Land and Plan. According to 
the "hubs first" heuristics the context-sentences are (the hubs are underlined):   

S1: America presses for resettling refugees in Iraq 
S2: An Iraqi opposition leader has disclosed that the Iraqi government, under 

pressure from the United States, was considering a plan whereby a million Palestinian 
refugees would be settled in Western Iraq. 

S3: According to an article written by Sa’ad Farage, President of “The Iraqi 
Activists,” a Washington based organization, the government of Saddam Hussein was 
giving out signals suggesting that it was receptive and open to the idea of settling 
Palestinians in Iraq. 

S4: Among the signals, he wrote, was a recent Iraqi decree allowing Palestinians 
living in Iraq—around 62,000—to own land and property in Iraq.  

Next we represent each sentence as a list that includes the hub(s) that appears in 
that sentence. In addition, drawing on Hoey's theory of lexical cohesion ([3]), if in a 
sentence there is a lexical item that establishes a link to a lexical item from the 
previous sentence (as a repetition, synonym etc.) then it is added to the list and 
semantically condensed. For example, the first sentence includes the noun "America" 
and the second includes "United States". Therefore, "America" is added to the list. 
The nouns are organized in the list in the order of presentation in the sentence as 
follows: L1: America, Palestinians, Iraq; L2: government, America, Plan, 
Palestinians, Iraq; L3: government, Palestinians, Iraq; L4: signals, Palestinians, Iraq, 
land, Iraq. By Using a Graphical User Interface, the next step is to map the lists onto a 
single network in which each noun is mapped to a node. A relation between two 
nodes is established if the nouns co-occur in a sentence. The relations are labeled  
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Fig. 1. The network of the first article 

according to well-defined instructions. The direction of the link is determined by the 
question whether the second or the first nouns are the subject of the relation. The 
network of the first article is as follows: 

 

 

Fig. 2. The third network  
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The same process is applied to the next articles in the chronological order of their 
appearance and maps are added to the original map. For example, the third news 
article was published in April 2002 and it includes the following hubs: Iraq, Sharon, 
Cheney, Palestinians, and Sources. From this article we extracted the following 
context sentences: S1: Cheney tells Sharon U.S. wants to attack Iraq for Israel’s sake. 
S2: According to Israeli sources quoted by the Israeli state-run radio on 20 March, 
Cheney asked Sharon to “tone down” the confrontation with the Palestinians so as not 
to disrupt or disturb American plans vis-à-vis Iraq. We created the lists and mapped 
them onto the network as follows, where the bold/dashed lines indicate the new 
important paths: 

What is interesting to notice is that in this phase of the evolving network we can 
observe an emerging pattern of meaning: America not only plans to settle Palestinian 
refugees in Iraq (as we noticed in network 1) or to attack Iraq for "Israel's sake." An 
interesting link is established between Cheney's request from Sharon to "tone down 
the confrontation with the Palestinians" and the US plan. Cheney asks Sharon not to 
disturb the US from actualizing its plan. What is the plan? The plan, as indicated in 
the first network, is to resettle Palestinian refugees in Iraq. This interpretation makes 
sense in the context of the first sentence saying that "U.S. wants to attack Iraq for 
Israel's sake." The attack is for "Israel's sake" because it will solve the Palestinian 
problem through transfer of Palestinians to Iraq! This emerging conspiracy theory is 
further supported by the analysis of the other articles. 

3   Conclusions and Further Work 

The methodology we present is preliminary, and we are working to maximize its 
computational power. These efforts take into account the difficulty of accommodating 
noise as the analysis unfolds and some other inevitable difficulties. The system is 
currently being refined and tested on other corpuses. Nevertheless, one should 
remember that the difficulty of extracting the "Big Picture" is not a technical one. The 
flood of information facing the analyzer is the major barrier to seeing the "forest." In 
this context, the extraction of meaning from information involves a process of 
abstraction in which information is necessarily lost ([12]) in favor of the big picture. 
We may conclude that a computational tool for meaning extraction should be guided 
by an "oblivion algorithm" that will filter the irrelevant information in the system. 
Such an algorithm is currently not at hand and computational theories of abstraction 
and meaning-making are currently far from being applicable to strategic intelligence 
analysis. We may conclude by suggesting that the great challenge of intelligence 
analysis and informatics is exactly in developing tools that support meaning-based 
information analysis by scaffolding a movement from the micro level of data to the 
macro level of meaning. 
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Abstract. Identity management is critical to various governmental practices 
ranging from providing citizens services to enforcing homeland security. The 
task of searching for a specific identity is difficult because multiple identity 
representations may exist due to issues related to unintentional errors and 
intentional deception. We propose a Naïve Bayes identity matching model that 
improves existing techniques in terms of effectiveness. Experiments show that 
our proposed model performs significantly better than the exact-match based 
technique and achieves higher precision than the record comparison technique. 
In addition, our model greatly reduces the efforts of manually labeling training 
instances by employing a semi-supervised learning approach. This training 
method outperforms both fully supervised and unsupervised learning. With a 
training dataset that only contains 30% labeled instances, our model achieves a 
performance comparable to that of a fully supervised learning.   

1   Introduction 

Many governmental agencies manage identity information for various purposes 
ranging from providing citizens services to enforcing homeland security. Identity 
verification is a common practice for them and is used to verify whether a person is 
who he/she claims to be. As digital government purportedly leads to increased 
integration and interoperability among agencies, identity verification becomes a key 
to tying together customers from different agency systems and achieving integration. 
In the wake of 9/11 terrorist attacks, this issue became one of the critical issues related 
to national security. The ability to validate identity is expected to help post-event 
investigation as well as to prevent future tragedies.  

Identity verification, however, is a surprisingly complex problem [1]. First, the lack 
of a reliable unique identifier across different agencies makes the task non trivial. 
Moreover, identity information is not always reliable and is subject to unintentional 
errors and intentional fraud [2]. Existing identity verification techniques are not 
adequate in solving the problems mentioned above.  

In this research we intend to propose an advanced identity matching technique that 
requires less or no human intervention. In section 2 we discuss possible identity 
problems and review existing identity matching techniques. We propose a Naïve-
Bayes model for approximate identity matching in section 3. We describe our 
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experimental design and report the results and discussions in section 4. We 
summarize our findings and provide future directions in the last section.  

2   Literature Review 

An identity is a set of characteristic features that distinguish a person from others. 
Identity information, however, is unreliable due to various reasons. First, 
unintentional errors often occur in data management processes such as data entry, 
storage and transformation. A study showed that the data error rate in typical 
enterprises could be as high as 30% [3]. Second, identity information sometimes is 
subject to intentional deception, especially the identities of criminals or terrorists who 
are known to use false identities to mislead police investigations [4].  

2.1   Identity Matching Techniques 

To the best of our knowledge, there are few solutions proposed for the problem of 
identity matching. Marshall et al. [5] provided an exact-value matching technique for 
law enforcement applications. Two identities are considered matching only if their 
first names, last names, and DOB values are identical. However, as identity 
information is unreliable, it is possible that identities referring to the same person 
have disagreeing values. Wang et al. [4] proposed a record comparison algorithm to 
detect deceptive identities. Given two identities, the algorithm first computes a 
similarity rating for the value-pair of each individual identity feature. Assuming 
features are equally important in making a matching decision, all similarity ratings are 
combined into an overall similarity rating. The two identities being compared are 
considered matching when the overall similarity rating is greater than a threshold. A 
supervised training process is required to determine the threshold. However, 
supervised training requires experts to manually generate a training dataset. This 
manual process can be very time-consuming and inefficient.  

General entity matching techniques have been studied in the area of database. 
Ravikumar and Cohen [6] proposed a three-layer hierarchical graphical model, in 
which a layer of latent variables was added between the binary matching decision 
variable and feature similarity ratings (Figure 1). The model structure captures the 
intuition that a match decision made for a record pair is often dependent on matching 
decisions on features rather than similarity ratings of features. Experiments showed 
that this approach with unsupervised learning achieved performance comparable to 
that of fully supervised learning methods. Although effective, this approach has the 
following disadvantages. First, unsupervised learning is not always preferable because 
unlabeled data alone often are not sufficient for training because there is no 
information about class labels [7]. The model is also subject to overfitting the noisy 
training data [6]. Second, the computational complexity of this approach is high 
because it allows dependencies between latent variables [8]. Moreover, the three-layer 
architecture may limit the ability to capture more complex matching heuristics. For 
example, a matching decision made for a pair of names may depend on the matching 
decisions of first name and surname. An extra layer of latent variable would be 
necessary in this case.  
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Fig. 1. A three-layer hierarchical graphical model 

3   A Multi-layer Naïve Bayes Model 

Based on the three-layer hierarchical graphical model, we propose a multi-layer Naïve 
Bayes model (Figure 2) by removing the dependencies between latent variables and 
allowing the capture of complex matching heuristics.  

M

x1 x2 xm

x11 ...x12 x1n

f11 f12 f1n

...

...

f2 fm

...

 

Fig. 2. A multi-layer Naïve Bayes model 
 
Let I be an identity record represented as a vector of m feature values. Given a pair 

of identities Ia and Ib, a comparison vector F consists of similarity ratings computed 
for the value-pairs of m features: F={f1, f2, …, fm}. A binary-valued node xi is defined 
as a latent matching variable for the feature fi )1( mi ≤≤ . The value of the match-

class variable M is dependent on xi. The removal of the dependencies between latent 
variables makes this model a Naïve Bayes model, the computational complexity of 
which should be greatly reduced. In addition, our proposed model allows more than 
three layers in order to determine matching decisions for complex features (e.g., 
name). In these cases, a latent matching variable xi may have its own latent matching 
variables xi1 , xi2 , …, xin for the n sub components (e.g., first name, surname).  

According to a previous case study on identity problems [2], matching values in 
name, DOB, ID numbers, and address indicate matching decisions in most cases. We 
propose a multi-layer Naïve Bayes model for identity matching by incorporating the 
four features.  

The overall framework we propose consists of a training process and a testing 
process. Given a training dataset, the training process estimates the parameters of the 
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proposed model. Given a pair of identities with an unknown matching decision, the 
testing process infers the probability that the identity pair is matched using the trained 
model. Figure 3 illustrates both training and testing processes.  
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Fig. 3. A framework for identity matching 

4   Experiments 

In this section we report an evaluation of our proposed model using real law 
enforcement data. We first describe our experimental dataset and performance 
measures used in our study. We then summarize our experimental findings.  

4.1   Dataset and Performance Metrics 

We randomly drew 200 unique identity records out of the 2.4 million records stored in 
the Tucson Police Department (TPD) database. We considered them to be “suspects” 
for whom we were trying to find matching identities in the database. Given the huge 
amount of identity records in the TPD, it is nearly impossible to manually find 
matching identity records. We used the identity matching approach developed by 
Wang et al. [4] to compute a similarity score when comparing each “suspect” against 
every identity record in the database. For each suspect, we chose the top ten most 
possible matches that had the highest similarity scores. The training dataset was 
generated by comparing each suspect’s primary identity against each of its possible 
matches. A police veteran manually verified each comparison and labeled it with 
either “match” or “not a match.”  

We consider identity matching as a classification problem. We measured the 
performance of our proposed model using the following three measures: recall, 
precision, and F-measure. Those measures are widely used in information retrieval.  

Negative FalsePositive True

Positive True
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+
=  (1) 

PositiveFalsePositiveTrue

Positive True
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=  (2) 
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+
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4.2   Experimental Results 

In our experiments we compared the performance of our proposed model to that of 
other existing identity matching techniques, namely the exact-match based technique 
[5] and the record comparison algorithm [4]. We also evaluated the performance 
differences of our model in three different learning modes: supervised, semi-
supervised, and unsupervised learning. The following four hypotheses were tested in 
our experiments. 

H1. The Naïve Bayes model can achieve a higher F-measure than the exact-
match based technique. 

H2. The Naïve Bayes model can achieve a higher F-measure than the 
record comparison algorithm. 

H3. The Naïve Bayes model with semi-supervised learning can achieve an 
F-measure comparable to that with supervised learning. 

H4. The Naïve Bayes model with semi-supervised learning can achieve a 
higher F-measure than that with unsupervised learning. 

H1 was supported. The proposed Naïve Bayes model with either supervised, semi-
supervised, or unsupervised learning, performed significantly better than the exact-
match technique (p-values<0.001 in paired t-tests). The exact-match technique 
suffered from a low recall caused by those matching identities with disagreed name or 
DOB values. 

H2 was not supported. The Naïve Bayes model with supervised or semi-supervised 
learning did not perform significantly better than the record comparison algorithm (p-
value>0.3). However, the Naïve Bayes model achieved statistically higher precision 
than the weighted-sum technique. The semi-supervised Naïve Bayes model is superior 
because it can achieve comparable performance overall with only 10% training 
instances labeled. 

H3 was supported. With varied percentages of unlabeled training instances, the 
multi-layer Naïve Bayes model with semi-supervised learning achieved F-measures 
ranging from 0.7017 to 0.7983 (Figure 6). When the percentage was less than or equal 
to 70%, the F-measure performance of the semi-supervised learning was not 
statistically different from that of the supervised learning (p-value>0.05). 

H4 was supported. The Naïve Bayes model with unsupervised learning achieved 
low F-measures (0.5528) for identity matching. Statistical t-tests showed that 
unsupervised learning significantly underperformed semi-supervised learning at all 
levels (p-values < 0.001).  

5   Conclusions 

Identity information is critical to various organizational practices ranging from 
customer relationship management to crime investigation. The task of searching for a 
specific identity is difficult because multiple identity representations may exist due to 
issues such as errors and deception. In this paper we proposed a probabilistic Naïve 
Bayes model that improved existing identity matching techniques in terms of 
effectiveness.  
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In the future we intend to develop an identity matching tool that supports various 
decision making processes involving identity information. Such a system can be used 
in identity management systems in various domains. 
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Abstract. It is quite consensual that police patrolling can be regarded as one of 
the best well-known practices for implementing public-safety preventive poli-
cies towards the combat of an assortment of urban crimes. However, the speci-
fication of successful police patrol routes is by no means a trivial task to pursue, 
mainly when one considers large demographic areas. In this work, we present 
the first results achieved with GAPatrol, a novel evolutionary multiagent-based 
simulation tool devised to assist police managers in the design of effective po-
lice patrol route strategies. One particular aspect investigated here relates to the 
GAPatrol’s facility to automatically discover crime hotspots, that is, high-
crime-density regions (or targets) that deserve to be better covered by routine 
patrol surveillance. In order to testify the potentialities of the novel approach in 
such regard, simulation results related to two scenarios of study over the same 
artificial urban territory are presented and discussed here. 

1   Introduction 

Police patrolling is an important instrument for implementing preventive strategies 
towards the combat of criminal activities in urban centers, mainly those involving vio-
lence aspects (such as bank robbery, theft, armed robbery, gang fighting, drug dealing, 
environmental degradation, and kidnapping). An underlying hypothesis of such preven-
tive work is that, by knowing where the occurrences of crime are currently happening 
and the reasons associated with such, it is possible to make a more optimized distribu-
tion of the police resources available to control the overall crime rates. 

In fact, place-oriented crime prevention strategies have been the focus of much re-
search study in the last decades, centering, in a way or another, on the concept of “crime 
hotspots” [3][6]. The main point argued in this theory is that crime is not spread evenly 
across urban landscapes; rather, it clumps in some relatively small places (that usually 
generate more than half of all criminal events) and is totally absent in others. Hotspots 
refer to those high-crime-density areas (targets) that deserve to be better controlled by 
routine patrol surveillance or other more specific police actions. 

Usually, the discovery and analysis of such hotspots are done iteratively by the 
construction of visual maps, which allow the association of the types of hotspots with 
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their crime patterns and possible police actions. Moreover, simple-to-apply statistical 
tests can reveal a prior understanding of what should be expected to be found in a 
hotspot map, even before the map has been created. Tests for clustering are particu-
larly important. However, analysts may waste valuable time in their attempts to create 
a crime hotspot map if a test fails to reveal that some clusters (hotspots) exist in the 
analyzed data. Indeed, different mapping and statistical techniques have revealed the 
different applications to which they are suited and demonstrated that they have pros 
and cons with respect to the mapping outputs/results they generate. One consensus 
that has emerged in this sense is that identifying hotspots requires multiple comple-
mentary techniques, since no single method is good enough for all circumstances. 

With this in mind, in this paper, we present GAPatrol, a novel evolutionary  
multiagent-based simulation tool devised to assist police managers in the design of 
effective police patrol route strategies. As the specification of these patrol routing 
strategies is intimately associated with the discovery of hotspots, our claim is that 
such decision-support tool provides an alternative, automatic means for the delimita-
tion and characterization of important crime hotspots that may exist or appear over a 
real demographic region of interest. The conceptualization of GAPatrol was directly 
inspired by the increasing trend of hybridizing multiagent systems (MAS) [7] with 
evolutionary algorithms (EAs) [1], in such a way as to combine their positive and 
complementary properties [5]. Moreover, it correlates with other prominent research 
studies that have recently been conducted in the public-safety domain by making use 
of the theoretical/empirical resources made available by multiagent-based simulation 
systems [2][4]. 

In order to testify the potentialities of the GAPatrol approach in uncovering crime 
hotspots, simulation experiments related to alternative scenarios of study over the 
same artificial urban territory have been conducted, and some preliminary results are 
presented and discussed in the following. This is done after characterizing the entities 
comprising the simulated urban society in focus and some configuration issues related 
to the adopted multiagent simulation environment, as well as briefly conveying some 
important details about the evolutionary engine behind GAPatrol. 

2   GAPatrol 

The entities that take part in our simulated multiagent society are described as follows. 
There is a set of NP = 6 police teams available, each one associated with a patrol route 
passing through some special locations of the urban territory considered. There is no 
distinction, in terms of skills, between the police officers allotted to the different police 
teams. We also assume that the teams patrol intermittently and the speed of their patrol 
cars are the same, meaning that the time spent by a given team in a given location will 
depend solely on the size of its route. However, routes can overlap and/or share com-
mon points of surveillance. The special locations to be patrolled are referred to here as 
targets, which can be differentiated with respect to the type of commercial/entertainment 
establishment they represent (like drugstores, banks, gas stations, lottery houses, 
squares, and malls). In all, there are NT = 41 targets in the territory. 

Besides, there is a set of NC = 15 criminals representing the actors that frequently 
try to commit the crimes. Each criminal is endowed with a limited sight of the  
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environment, measured in terms of grid cells. For instance, with a vision of 1,000 
meters, if each cell has 100-meter sides, the radius of the criminal’s sight will be 10 
square cells around him/herself. We assume that there is no chance of having a crimi-
nal being arrested and jailed, meaning that the number of criminals is always constant. 
Each criminal offender has a personality, which, in turn, determines the types of 
places he/she more frequently selects as targets for committing crimes. Moreover, the 
personality can vary over time, passing from novice to intermediate to dangerous, 
according to the success of the criminal in committing crimes. For each pair (type of 
personality, type of target), there is a certain probability for committing a crime, as 
showed in Table 1. The underlying logic is that a dangerous criminal has a higher 
probability to seek out banks than a novice, for instance, aiming at obtaining higher 
returns in money and due to his/her higher level of expertise. 

 

Table 1. Probability of approaching a target for different types of criminal personalities 

 

 

Having probabilistically selected the next type of target, it is assumed that the 
criminal has the knowledge necessary to localize the closest exemplar target on the 
map, moving straight towards such point. The time expended to reach the target is 
calculated based on the speed of the criminal and the distance to the target. The short-
est period of motion, considering all NC criminals, is taken as a reference, so that the 
criminals are allowed to move only during this time period. Finally, the decision 
whether or not to commit a crime is made based on the existence of one or more po-
lice teams within the radius of the criminal’s sight. If the offender decides to not 
commit a crime, then he/she will select a new target to approach, leaving the current 
location. Otherwise, we assume that a crime will be simply committed. 

GAPatrol’s multiagent engine runs atop the Repast simulation environment [2]. 
Each set of routes designed by a GAPatrol chromosome (see below) gives rise to a 
series of simulation executions in order to evaluate the crime prevention performance 
of such set of routes. Each simulation instance runs 3,000 ticks, which would roughly 
correspond to one month of real-life events. 

The evolutionary engine of GAPatrol is based on Genetic Algorithms (GAs) [1], a 
metaheuristics that complies with the Darwinian theory of evolution by natural selec-
tion to efficiently design (quasi-)optimal solutions to complicated search problems. 
Such metaheuristics maintain a population of individuals, which represent plausible 
solutions to the target problem and evolve over time through a process of competition 
and controlled variation. The more adapted an individual is to its environment (i.e., 
the solution is to the problem), the more likely will such individual be exploited for 
generating novel individuals. In order to distinguish between adapted and non-adapted 
individuals, a score function (known as fitness function) should be properly specified 
beforehand in a manner as to reflect the main restrictions imposed by the problem. 
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In this paper, a customized GA model is employed for the design of effective po-
lice patrol routing strategies, making direct use, for this purpose, of the multiagent 
engine described earlier. Due to the dynamism implied by the criminals’ non-
deterministic behavior, this may be viewed as a challenging problem to be coped with 
by GAs. In what follows, we describe the main components of the GAPatrol evolu-
tionary engine. 

Each individual in the evolutionary process represents a set of patrol routes, each 
route associated with a given patrol team. By this way, the number of routes is pre-
fixed. However, the length of each route and the targets it may include are defined 
adaptively, therefore allowing the overlapping of routes through the crossing of their 
sub-routes or through the sharing of targets. There is no need that a target be covered 
by at least one route, which means that the evolutionary process is free to concentrate 
on those targets that seem to deserve better police patrolling attention (hotspots), if 
this might be the case. Each individual should be interpreted as a sequence of pairs of 
indices, the first one representing a police team and the other referencing a target. A 
binary codification of the chromosomes is employed for such purpose. 

As the main objective of this study is to find a set of patrol routes that minimizes 
the number of crime occurrences in a given area, a straightforward fitness function 
that was adopted for the evaluation of the individuals is the inverse of the number of 
crimes. This fitness function is further modified by a fitness scaling mapping opera-
tor, so as to better discriminate between the individuals’ capabilities and to prevent 
the premature convergence problem [1]. In each execution of GAPatrol, the initial 
population of route sets is randomly created according to a uniform distribution over 
the values of all genes (i.e., bits of the individuals). The fitness value of each individ-
ual is calculated taking as basis the average number of crimes achieved in NS = 10 
executions of the multiagent engine. After that, according to the roulette wheel selec-
tion operator [1], some individuals are recruited for mating (via the crossover opera-
tor) and producing offspring. The latter may serve as targets for the simple mutation 
operator. Finally, the current best individuals (from both parents and offspring) are 
selected deterministically for comprising the next GAPatrol’s generation. This proc-
ess is repeated until a stopping criterion is satisfied, namely that a certain number of 
generations are reached. Then, the best individuals (sets of patrol routes) produced 
across all generations are presented to the police managers as the (quasi-) optimal 
solution to the considered simulation scenario, allowing them to provide visual analy-
sis of the characteristics underlying these most effective sets of patrol routes and the 
hotspots they have discovered. 

3   Results and Discussion 

In order to evaluate the performance of the GAPatrol approach while tackling the 
problem of hotspots localization, some simulation experiments were carried out and 
their results are briefly presented here having as basis two distinct scenarios defined 
over a simulated urban environment that mimics a well-known neighborhood of For-
taleza, Brazil. In such study, the GA metaparameters were set arbitrarily as follows 
[1]: 95% as crossover rate, 5% as mutation rate, population size of 30 individuals, and 
100 as the maximum number of iterations. Since the criminals begin the simulations 
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as novices, the points that should be targeted more frequently by them are drugstores, 
squares, and lotteries. Figure 1 presents the physical disposition of all 41 targets over 
the environment as well as the points of departure of the criminals in the two scenar-
ios. The first scenario was devised as a controlled scenario where the points of  
departure were localized strategically in the middle of the four quadrants of the envi-
ronment, facilitating in the recognition of the hotspots. Conversely, in the second 
scenario, the criminals start out from a unique source, forcing them to initially roam 
out around the area, which leads to a more dispersed distribution of the hotspots. 

 

Fig. 1. Physical location of the targets (in terms of grid squares) and points of departure of the 
criminals in both scenarios of study 

 

Table 2. GAPatrol’s best sets of routes for both scenarios, and the types of targets ranked ac-
cording to the frequency of visitation by the routesthe higher the frequency of a type, the 
higher the chance that its associated points are hotspots. Targets with higher probabilities to be 
hotspots are highlighted. 
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Table 2 brings the configuration of the best sets of routes achieved for both scenar-
ios, indicating the types of targets they concentrate on mostly. It was easy to notice 
that GAPatrol could identify well, in both scenarios, the targets that are best candi-
dates for being considered as hotspots: either GAPatrol has allocated a patrol team 
permanently at those points or they appear twice or more times in any route of the set. 
Moreover, as in both scenarios fifty percent of the patrolled targets are drugstores, 
squares or lotteries, it is easy to perceive that GAPatrol could somehow “learn” the 
behavior of the non-expert criminals by allocating more police resources for monitor-
ing those types of places and then not allowing that the criminals become experts. 

Finally, by analyzing the behavior of the best individuals of each generation of all 
GAPatrol executions, we could notice that this sort of hotspot elicitation was indeed 
very important for giving rise to effective sets of patrol routes at the end of the evolu-
tionary process. Indeed, in the first generations, most of the hotspots were not yet 
localized by most of the competing sets of routes (GA individuals), which, in turn, 
tended to be rich in length (i.e. trying to encompass as much points as possible and 
not focusing on those that were indeed most important). Fig. 2 provides a pictorial 
illustration of one execution of GAPatrol, ratifying our arguments. 

 

Fig. 2. GAPatrol evolutionary process: decreasing in fitness due to hotspots discovery 

As future work, we plan to provide a more thorough account on the properties and 
characteristics underlying the best sets of routes achieved with GAPatrol. A spatial 
analysis of the routes is also in course, and soon the criminals shall be endowed with 
capabilities to learn how to better spot their points of attack. 
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Abstract. In this paper we describe SemanticSpy, a tool for tracking suspects 
and their activities around the globe. Using an RDF data store and a three-
dimensional multimedia environment, SemanticSpy is able to bring semantic 
information to life.  SemanticSpy utilizes a blend of semantic information and a 
media-rich environment that can display images, 3D models, and documents, 
and can play audio clips to give the user the ability to analyze information using 
the different types of media. We believe that this will help law enforcement of-
ficials gain insight into a suspect’s behavior and give them the power to avert 
the next major crime or terrorist attack. Finally, we describe SemanticSpy’s ar-
chitecture and explain its advantages over other information environments. 

1   Introduction 

In this age of international terrorism and global drug smuggling rings, it is apparent 
that there is a need for law enforcement and counter-terrorism agencies to track the 
movement and activities of suspects around the world. The Semantic Web [1] can aid 
in this effort because it allows relationships among entities to be represented in a 
manner that is both human- and machine-processible. Relationships are a vital aspect 
of criminal and terrorist organization analysis because such organizations are com-
posed of relationships among members, relationships among events, and so on. Fur-
thermore, Semantic Web technologies, like RDF (Resource Description Framework) 
[7], provide a suitable format for metadata. Metadata is important whenever details 
matter: we don’t just want to know that a meeting occurred, we also want to know 
who was involved, where it happened, and how it took place. 

The number of relationships and amount of metadata generated from tracking a 
suspect can easily overwhelm security officials. SemanticSpy offers a way to harness 
this abundance of data and visualize it in a variety of ways. Phone conversations can 
be played, photographs of a suspect’s meeting can be viewed, and a 3D model of the 
car a suspect is driving can be shown. With the help of semantic-enhanced data and 
interactivity, SemanticSpy can potentially allow an analyst to piece together seem-
ingly trivial details to help forestall an act of terrorism. 

2   Motivations 

The two major features of SemanticSpy that differentiate it from existing tools are its 
use of semantic data and its rich multimedia environment. The value of these two fea-
tures and how they benefit the user are discussed next. 
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2.1   Advantages of Semantic Data 

Semantic data has many advantages over data stored in a traditional database, but the 
two key aspects are its emphasis on relationships among entities and its use of meta-
data.  Relationships are important in many aspects [9].  One is the idea of human net-
works and its relationship to organized crime, terrorism, and other illicit activities. 
Suspects participating in illegal activities often are part of social networks that need to 
be analyzed to determine leadership and level of involvement. Furthermore, relation-
ships are important when trying to anticipate a suspect’s actions. For example, a  
suspect may have a relationship to a chemical plant which may be legitimate (if the 
suspect is a chemical engineer) or not (if the suspect is investigating using hazardous 
materials for malevolent purposes). Explicit semantics afforded by named relation-
ships in Semantic Web representations provide better quality of analysis and insight 
than what is possible by simple graphs with unnamed edges as used in many earlier 
approaches that study such networks. 

The second important aspect of the Semantic Web is the utilization of metadata. 
Metadata is often treated as a side effect or unnecessary detail in traditional settings, 
but for intelligence agencies, metadata can make the difference in catching a criminal. 
Metadata allows a user to detect relationships that would otherwise go unnoticed. For 
example, the fact that two seemingly unrelated people are traveling in a car may be 
innocuous. However, the fact they are traveling in the two cars with registrations be-
longing to the same person or persons in the same group may be important. 

Use of such tools presupposes extensive capability for metadata extraction from 
heterogeneous data of the type discussed in [10].  

2.2   Advantages of a Multimedia Environment 

The main advantage that a multimedia environment offers over a traditional single 
media environment is that it allows the user to benefit from the strengths of each me-
dia type. Text allows the system to convey precise data to the user. In SemanticSpy, 
text is used mainly to show metadata about suspects and activities. Some types of in-
formation naturally occur in an audio format, such as phone calls or other recorded 
conversations. Although conversations can be transcribed to text, audio provides addi-
tional information through voice intonation and volume.  Images are useful for show-
ing photographs and frames from video (which may come from surveillance videos) 
and are a form of media where humans perform better than computers in comparing 
between two samples.  Three-dimensional models are useful for conveying spatial in-
formation, such as the plan for the interior of a plane, and give security professionals 
more actionable information.  For example, a 3D model of the car that suspected ter-
rorists are driving may reveal a hidden compartment where a bomb may be placed. 

3   Functionality 

SemanticSpy offers several different predefined views that aid in the tracking of sus-
pects.  These include the suspect view, the activity view, and the global view.  The 
suspect view, shown in the upper right corner of Figure 1, shows a list of suspects that 
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can be selected for tracking.  In this figure, the suspects are taken from the list of the 
FBI’s ten most wanted criminals [3].  Notice that the suspects’ names are accompa-
nied by their photographs, which allows security officials to see a suspect and possi-
bly recognize the suspect in another picture. The suspect view also shows additional 
information about the suspect, like their physical features. The list of suspects can be 
scrolled through, with the currently tracked suspect shown on the top. Once a suspect 
is selected, the user can choose a date and see the suspect’s activities on that date.  In 
this figure, March 5, 2005, is chosen. When a day on which a suspect has been in-
volved in some activity is selected, information for that day is shown in the activity 
view on the left side.   

The activity view shows the type of activity that occurred and its associated meta-
data. Currently, SemanticSpy supports three types of activities: travel, meetings, and 
phone calls; more activities are under development. The different types of activities 
can have different types of metadata. For example, a travel activity can detail the type 
of travel used, whether it be by air, sea, or land. If the suspect traveled by air, the air-
line’s flight number, and an image or model of the airplane they traveled in can be 
shown. In Figure 1, a 3D model of a plane is shown with the flight the suspect took on 
that day. If the suspect traveled by a rental car, information about the rental car com-
pany can be shown. Each travel activity is associated with two geographic points, the 
point of departure and point of arrival. These points are shown in the global view, 
shown in the center of Figure 1.   

 

 

Fig. 1. A screenshot of SemanticSpy 

 
The global view is made of a three-dimensional sphere, textured with an image of 

the earth displayed with terrain. The global view is helpful in several ways. It allows 
users to absorb information “at a glance.” For example, in Figure 1, a user can find 
the details of each of the suspect’s trips, but from the image in the global view it is 
immediately clear that a suspect traveled first from somewhere in North America to 
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somewhere in South America, and later back to North America.  This easy access to 
general information prevents the user from being overloaded by information, and al-
lows them to more likely notice the information that can stop an international crimi-
nal.  The currently active points are highlighted in red, while points of previous travel 
are highlighted in yellow. The point-plotting feature is not restricted to travel. It can 
be used to communicate any relationship between two points, such as a phone call be-
tween parties in two different locations. Another helpful feature of the map is that it 
shows the topographical information of the Earth. This is helpful because a user may 
notice a suspect traveling to suspicious terrain, such as a desert. 

The other types of activities supported by SemanticSpy are meetings and phone 
calls. Meetings are displayed with a single geographic point, an optional photograph 
of the meeting area if one is available, and relevant metadata, like who was present at 
a particular meeting. The other type of supported activity is phone conversations. 
Phone calls can be accompanied by an audio recording of the conversation and infor-
mation about the phone call, like who was called and from what number. All these 
elements can be used to gain insight into the motivations of a suspect’s actions.  

A typical use case starts with a user selecting a suspect that may be involved in 
planning a terrorist attack. The user may then choose a date from a month ago to see 
the suspect’s previous travels and activities. The user may choose to drill down on 
one of those activities, like playing a recorded phone conversation between the cur-
rent suspect of interest and another unknown person, or viewing the people involved 
in a meeting with the suspect of interest. 

4   Architecture 

SemanticSpy’s architecture, as seen in Fig. 2, is separated into two major compo-
nents: the front-end visualization system and the back-end RDF data store. The visu-
alization system is powered by MAGE [8], a high-performance game and virtual  
reality engine that supports simulation and visualization tasks. MAGE supports the 
viewing of 3D models, 2D images, and audio, while still maintaining interactive 
framerates. MAGE also has a scripted material system, making it easy to update sus-
pects’ photographs or 3D models on-the-fly. 
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Fig. 2. A diagram of SemanticSpy’s architecture 



496 A. Mathew, A. Sheth, and L. Deligiannidis 

BRAHMS [5], developed in the LSDIS lab, is used as SemanticSpy’s RDF data 
store. BRAHMS is a main-memory system that is very fast, making it an appropriate 
choice for a real-time visualization system. The points on the globe that mark the 
suspects’ travel are determined by GPS coordinates in the RDF input file. The GPS 
coordinates are converted to Cartesian coordinates and plotted on the globe. The lines 
connecting the points show the different legs of a suspect’s journey. 

5   Related Work 

Much of the work done in Semantic Web visualization today is in the area of graph 
visualizations, especially of large ontologies. However, there exists some work deal-
ing with Semantic information in a spatial context. Themescape [11] provides topog-
raphical maps that show the relations among different types of documents. Ghinea  
et al [4] use spatial data in the context of the human body to study back pain. Seman-
ticSpy builds upon these research works by combining geospatial visualization and  
Semantic Web technologies to support suspect tracking. GIS-type visualization appli-
cations that predate the Semantic Web have also been developed. For example, Eick 
[2] developed a method for visualizing communication networks using a three-
dimensional globe that contains nodes connected with lines. Eick’s work interestingly 
gives meaning to the thickness and color of the lines that connect the nodes. 

6   Future Work and Conclusions 

The development of SemanticSpy has opened up the possibility for productive future re-
search.  SemanticSpy can be extended with more types of multimedia (e.g., video), and 
more types of activities, such as job interviews, emails and other documents, and social 
gatherings. Also, the global visualization system can be extended to support zooming 
and satellite views. Another direction we wish to explore is to move SemanticSpy to a 
virtual environment to see if an immersive environment improves the user’s ability to 
process information. Finally, we wish to harness Semantic Web technologies to intelli-
gently extract related suspects from a large dataset for viewing in SemanticSpy, using 
connections based on financial transactions and social networks [6]. 

SemanticSpy allows law enforcement officials to view information about suspects 
in new and powerful ways by using a multimedia-rich environment to capitalize on 
humans’ powerful senses and pattern recognition abilities. Furthermore, SemanticSpy 
is an experimental tool for visualizing semantic information in new ways, by creating 
domain-specific visualizations that empower analysts to detect important relation-
ships, which facilitate their investigative tasks. 
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Abstract. This paper examines the “Gray Web Forums” in Taiwan. We study 
their characteristics and develop an analysis framework for assisting investiga-
tions on forum communities. Based on the statistical data collected from online 
forums, we found that the relationship between a posting and its responses is 
highly correlated to the forum nature. In addition, hot threads extracted based 
on the proposed metric can be used to assist analysts in identifying illegal or in-
appropriate contents. Furthermore, members’ roles and activities in a virtual 
community can be identified by member level analysis. 

1   Introduction 

Nowadays, computers and computer networks are not only used as tools for process-
ing information, but also have become a new medium to share and access information 
online. For example, bulletin board systems, internet relay chat systems, and I-phone 
systems, are all integrated with the WWW and provide various communication chan-
nels for individuals to exchange information beyond the limits of time and space. 
Consequently, our society is in a state of transformation toward a “virtual society,” 
where people’s daily activities, such as shopping, getting services, and sharing infor-
mation, can be accomplished without face-to-face contact with others.  

Although the internet has enabled global businesses to flourish, it also allows 
criminals to make acquaintance of victims, acquiring them and eventually committing 
crimes. For example, just a few years ago, a National Taipei University student was 
found dead and wrapped in a luggage box dumped on a street corner by his “net 
friend,” whom he met on a homosexual online forum. Today, many teenagers con-
tinue making friends through online activities, such as exchanging e-mails and  
playing internet video games, without having any physical interaction. The lack of 
physical interactions leaves few observable trails for parents and makes them less 
informed on their children’s social activities. Just recently, two teenagers in Taiwan 
who got acquainted through an internet chat room committed suicide together. The 
breaking news astonished both the two families as well as the Taiwan society. 

The advance of computer forensics has shown that online activities often create 
electronic trails [1]. For examples, bulletin board messages are stored in system  
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archives, and e-mail messages are stored in mail servers or clients. Although archives 
in private storage can be acquired for analysis only under proper authorization, the 
information stored in public archives can be retrieved for analysis when necessary. 
After the 911 disaster, the FBI has shifted the reactive or post crime investigation 
paradigm to proactive investigation [2]. Thus, precrime investigation and data analy-
sis are of critical importance to mitigate the negative effects of online activities.  
Although the collection and analysis of “dark web” sites have been under intensive 
investigations ([3], [4], [5], [6], [7]), only few researches addressed the issue of deriv-
ing crime leads or detecting symptoms of crimes from online archives. Wang, et al, 
conducted a study to gather illegal web sites using special search mechanisms [8]. 
Dringus, et al., used data mining to discover and build alternative representations for 
asynchronous education forums [9]. However, no research has been done on gathering 
crime leads from forum archives. This paper examines the “Gray Web Forums” in 
Taiwan and develops an analysis framework for assisting investigation on “gray” 
forums. The organization of this paper is as follows: Section 2 introduces the Gray 
Web Forum and its implication and challenges on crime investigation. Section 3 de-
scribes the framework for exploring Gray Web Forums. Section 4 gives conclusions 
and the future work. 

2   Gray Web Forum-Based Communities 

A forum is defined as the computer-mediated medium for the open discussion of sub-
jects of public interest [10]. Forum members basically have three types of operations:  

1. View existing postings. 
2. Reply to an existing posting.  
3. Start a new topic (also called a thread) of discussion. 

“Postings” are messages that are sent to a forum for public viewing. Forum members 
may respond to existing postings or create a new topic. A group of postings related to 
the same topic are called a “thread.” Detailed forum descriptions can be found in [10]. 

Communities are characterized by common interests, frequent interaction, and identi-
fication [11]. Internet forum members discuss on a certain topic, seek support from 
members, exchange information by postings, and are identified by e-mail addresses. 
Thus internet forums are perfect platforms for the formation of virtual communities. 
However, due to the anonymity and lack of observability, unscrupulous individuals may 
exploit internet forums for illegal activities. The Gray Web Forum-based Virtual Com-
munity is defined as: the community formed through internet forums, which focused on 
topics that might potentially encourage biased, offensive, or disruptive behaviors and 
may disturb the society or threaten the public safety. Such forums may cover topics 
such as pirated CDs, gambling, spiritualism, and so on. For examples, members of pi-
rated CD forums may share music CDs without proper licensing; gambling forum 
members may provide hyperlinks to online gambling web sites; spiritualism forums 
may misguide teenagers and encourage disruptive behaviors. 

Investigations on Gray Web Forums are difficult. Firstly, most forum postings are 
not indexed and thus can not be detected by search engines. Secondly, internet forums 
are highly distributed and their huge quantity prohibits effective coverage by manual 
investigations. Thirdly, a thread of discussion may cause numerous postings or  
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sub-threads and the duration of each thread can be very long, which make manual 
investigations time consuming and highly inefficient. Finally, access control mecha-
nisms adopted by forums may introduce obstacles for effective/efficient investigation. 

3   A Framework for Gray Web Forum Analysis 

3.1   Research Design 

The framework for Gray Web forum analysis mainly consists of four components, as 
shown in Figure 1 below: 

 

Fig. 1. The Gray Web Forum Analysis Framework 

Forum identification is to identify Gray Web Forums based on the knowledge of do-
main experts. Forum collection is to spider the web pages in forums or boards that have 
been identified. Forum parsing is to extract useful content, such as the number of 
threads, the number of members, the duration and distribution of threads, and the fre-
quency as well as the volume of postings. Forum analysis can be divided into three 
levels: forum, thread, and member levels. Forum level analysis is to provide a broad 
overview for the forums; thread level analysis is to identify hot or influential threads; 
and member level analysis is to segment members into different categories and identify 
their roles. Furthermore, forum members can be classified as initiators, active members, 
and followers. Initiators are those who create threads of discussion. Active members 
have both high frequency of participation and a large volume of postings. Finally, fol-
lowers have high frequency of participation but a small volume of postings.  

3.2   Forum Level Analysis 

Several representatives of Taiwan Gray Web forums are shown in Table 1. 

Table 1. Selected Gray Web Forums in Taiwan 

FID* URLs Type 
1 http://bbs.a35.info/thread.php?fid=486 Pirated CD 
2 http://oie.idv.tw/cgi-bin/bbs/forums.cgi?forum=1 Gambling 
3 http://www.525.idv.tw/bbs/cg-ibin/forums.cgi?forum=9 Sentimentalism 
4 http://www.helzone.com/vbb/forumdisplay.php?f=38 Spiritualism 

*Forum Identification Number. 

Forum Identification

Forum Collection

Forum Parsing 

Forum Analysis 

Forum Level

Thread Level

Member level



 A Framework for Exploring Gray Web Forums 501 

Forum 1 provides its members with illegal software and pirated CDs. Forum 2 re-
leases gambling information. Forum 3 allows its members to share and discuss senti-
mental essays. Forum 4 consists of threads discussing superstitious subjects. The 
results of forum level analysis are shown in Table 2. 

Table 2. Overview of the Gray Web Forum Collection 

FID Type Threads Postings Size(Mb) Members 
1 Pirated CDs 252 7749 32.2 3013 
2 Gambling 515 31128 292 539 
3 Sentimentalism 1396 4452 62.8 463 
4 Spiritualism 434 2415 41.4 228 

 

Both Forums 1 and 2 adopt similar access control mechanisms, which only allow 
members to view the contents of a posting after they have replied a message to the 
posting. The first postings of many threads in these two forums often contain URL 
links to pirated CDs or important gambling information, which cannot be viewed 
unless a viewer replies to them. Therefore, members have to post short/simple mes-
sage, such as “I want to see it,” in order to view the posting. Both Forums 1 and 2 
have a high post-per-thread value. However, the average number of postings per 
member in Forum 1 is 2.6, which is much less than 56.5 in Forum 2. It is because 
gamblers often reply to as many threads as possible, while people who search for 
pirated CDs only reply to threads of interest. Forum 3 has 1396 threads but each 
thread only contains 3.2 postings on average. However, the average number of thread 
postings in Forum 2 is 60.4. Again, this is because gamblers tend to reply to more 
threads to gather gambling information. 

3.3   Thread Level Analysis 

Hot or influential threads are threads which statistically have longer duration, more 
members, more active members, and more postings in numbers and volumes. The 
following metric is used to calculate scores for every thread in each forum. 

Thread Score = Fnorm(Np)  Fnorm (Vt)  Fnorm (Dt)  Fnorm (Nam)  Fnorm (Nm) 

Where Np is the number of postings, Vt is the volume of postings, Dt is the duration, 
Nam is number of active members, and Nm is the number of members in a thread. The 
function Fnorm() is used to normalize each variable to a range of [0,1]. Note that we 
classify members who have more than one posting as active members. The hottest 
threads in each forum and their statistics and topics are shown in Table 3. 

Among these threads, Thread 4 has the potential to attract depressed teenagers, 
who are contemplating suicide. Some robbery cases have also been reported among 
people who were involved in the hottest thread of Forum 3. We believe such analysis 
can be used to assist analysts in identifying biased activities. 
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Table 3. The Hottest Threads from Each of the Four Forums 

TID
* 

Type Postings 
Volume 
(char) 

Dura-
tion 
(day) 

Mem-
bers 

Active 
Mem-
bers 

1 Pirated CDs 469 7219 69 462 7 
2 Gambling 211 4132 4** 186 25 
3 Sentimentalism 91 9628 118 16 6 
4 Spiritualism 88 5295 962 67 8 

TID Topics 
1 Pornography websites recommendation (reply needed to view the content 

) 
2 Lottery recommendation (made by an experienced member) 
3 A true story about “network love” 
4 What will you do if you know you will die tomorrow? 

* Thread Identification Number. 
**4 days is in fact a long time for a typical thread in the gambling forum. 

3.4   Member Level Analysis 

Table 4 provides the percentage of members who have initiated new threads. The 
percentages of members who have never created a thread in Forum 1 (99.3%) and 
Forum 2 (88.5%) are higher than those of the other two forums. This is because that 
only a small portion of members in Forum1 and Forum 2 have the valuable informa-
tion, such as pirated CDs or lottery analysis results. Therefore, most members in 
gambling forums and pirated CD forums are followers. However, members in senti-
mentalism and spiritualism forums tend to publish their own thoughts. Consequently 
the percentages of posting initiators are higher. The table also shows that most mem-
bers in Forum 3 are willing to share their feelings online. Besides the fact that senti-
mentalism is a more common topic, internet forums are also becoming popular venues 
for people to share their feelings with strangers. Forum 4 is similar to Forums 1 and 2; 
however, the percentages of members who have created 1 thread (11.4%) and who 
have created 2-9 threads in Forum 4 (7.9%) are much higher. 

Table 4. Percentage of Members Who Have Created New Threads 

Number of threads members created 
FID Type 

0 1 2-9 10-29 30-49 50-99 >=100 
1 Pirated CDs 99.3% 0.3% 0.2% 0.1% 0.1% 0% 0% 

2 Gambling 88.5% 4.5% 3.9% 2.6% 0.4% 0.2% 0% 

3 Sentimentalism 10.6% 40.6% 44.1% 3.2% 0.9% 0.6% 0% 

4 Spiritualism 77.6% 11.4% 7.9% 2.2% 0.4% 0% 0.4% 

4   Conclusions and Future Work 

This paper introduced the concept of Gray Web Forums. We developed a framework 
and analyzed four Gray Web Forums in Taiwan. Gambling forum members reply to 
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as many threads as possible to gather gambling information; while people searching 
for pirated CDs or illegal software reply only to related threads of interest. Hot thread 
analysis can be used to assist in manual analysis to identify inappropriate contents. In 
addition, member level analysis can be used to identify members’ roles in virtual 
communities. Although we were able to find some interesting results, we are far from 
pinpointing to specific threads or postings with offensive contents. Furthermore, bar-
riers introduced by forum access control also need to be addressed in the future.  
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Abstract. Most humans cannot detect lies at a rate better than chance. Alternative 
methods of deception detection may increase accuracy, but are intrusive, do not 
offer immediate feedback, or may not be useful in all situations. Automated 
classification methods have been suggested as an alternative to address these 
issues, but few studies have tested their utility with real-world, high-stakes 
statements. The current paper reports preliminary results from classification of 
actual security police investigations collected under high stakes and proposes 
stages for conducting future analyses. 

1   Introduction 

Deception has previously been defined as “a message knowingly transmitted by a 
sender to foster a false belief or conclusion by the receiver” [1]. Despite thousands of 
years of attempting to detect deception [2], humans have not proven to be very 
capable lie detectors, as most are not able to detect lies at a rate better than chance [3]. 
Only a few groups of professionals, such as secret service agents, exceed chance 
levels, reaching accuracy levels as high as 73% [4].  

Several alternate methods exist for deception detection including the polygraph, 
Statement Validity Analysis, and Reality Monitoring [3]. However, these methods are 
intrusive or fail to provide immediate feedback. Accurate, non-invasive methods are 
needed to address the shortcomings of existing deception detection methods. 
Automated classification methods have been introduced into deception research as a 
possible alternative [5, 6]. The focus of the current research is to develop a classifier 
for analysis of written statements. The classifier is trained and tested on a corpus of 
actual statements concerning transgressions. 

2   Background 

A number of deception theories can be used to guide a systematic analysis of 
linguistic information as it relates to deception [6]. Interpersonal deception theory 
(IDT) [1] focuses on the interaction between participants in a communicative act. 
Although it was intended to be more applicable to oral deception than written 
statements, its emphasis on the strategic nature of communication underscores the 
importance of considering how and why people manage the information in the 
messages they produce.  
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A component of IDT, information management [7], proposes dimensions of 
message manipulation similar to information manipulation theory (IMT) [8]. Relevant 
features of these perspectives that lend themselves to automated analysis include 
quantity of message units such as words or sentences; qualitative content features 
such as amount of details; clarity, including specificity of language or presence of 
uncertainty terms; and personalization, such as use of personal pronouns.  

IDT has been applied in multiple, text-based studies. For example,  Zhou, 
Burgoon, Twitchell, Qin and Nunamaker [5] argued that IDT can be used in leaner 
mediated channels and utilized IDT in the analysis of four classification methods of 
deception in written statements. They organized linguistic indicators into the 
following categories: quantity, specificity, affect, expressivity, diversity, complexity, 
uncertainty,  informality,  and nonimmediacy. In [9], IDT was used as the framework 
to guide an examination of dynamic changes in text-based deception. Based on these 
previous investigations, potential deception indicators from the Zhou et al. 
categorization scheme were selected to classify written statements from criminal 
investigations as truthful or deceptive.      

3   Method 

An important issue in text-based message analysis is the extent to which results 
generated from laboratory data and collected under low stakes conditions are 
generalizable to actual deceptive messages collected under high stakes conditions. 
The current investigation addressed this issue by analyzing person-of-interest 
statements related to criminal incidents.  

3.1   Message Feature Mining 

Message feature mining, [10] was used to classify the documents as truthful or 
deceptive. This process has two main steps: extracting features and classification. Key 
aspects of the feature extraction phase are choosing appropriate features, or cues, and 
calculating those features over desired text portions.  Key components of the 
classification phase are data preparation, choosing an appropriate classifier, and 
training and testing the model.  

General Architecture for Text Engineering (GATE) [11] is the primary tool that 
was used for the feature extraction step. Two main features of GATE are language 
resources, such as corpora and ontologies, and processing resources, such as 
tokenizers and part-of-speech taggers. Waikato Environment for Knowledge Analysis 
(WEKA) [12] was utilized for the classification step. GATE and WEKA are both 
open-source Java-based programs. While GATE already includes processing 
resources to accommodate some of the cues to deception, it can be modified to 
incorporate additional cues.  Further, GATE includes the WEKA wrapper class. This 
facilitates the use of the two programs in combination to conduct message feature 
mining. We combined WEKA and GATE into a program called the Agent99 
Analyzer (A99A).   
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3.2   Data Collection 

A pilot study was accomplished on a set of 18 criminal incident statements provided 
by an Air Force investigative service. Statements were taken from cases that occurred 
within the last few years and were determined to be truthful or deceptive by the 
polygraph division of the investigative service. The subject wrote the statement due to 
a criminal investigation. For deceptive statements, the investigators found additional 
evidence to suggest the subject was lying and ordered a polygraph. Under polygraph 
the deceivers recanted their statements, thus confirming that the original accountings 
of the incidents were lies. The polygraph also confirmed the veracity of the truthful 
statements.   

A classification model using those criminal incident statements achieved accuracy 
of 72% [13]. A99A was deemed feasible and effective. Some minor adjustments were 
made to the processes before the multi-phased main experiment to be reported here 
commenced. 

Currently, this study is in Phase One of three planned phases. In Phase One, 307 
known truthful and deceptive statements have been collected and codified to train 
A99A. The data for this study include criminal incident statements from 2002 to the 
present, collected in cooperation with Security Forces Squadron personnel from two 
military bases. Criminal incident statements are official reports written by a subject or 
witness in an investigation. In some cases, individuals involved in incidents have lied 
on their incidents in an attempt to avoid prosecution for an incident.  The attempted 
deception is discovered by security forces personnel during their investigation of the 
incident.  They are known as “false official statements”. 

False official statements provide invaluable data for this study. Unlike mock lies, 
they are confirmed deceptive statements where the deceiver attempted to avoid 
prosecution in a criminal incident (or the deceiver was aiding and abetting another’s 
attempt to avoid prosecution). Ground truth for truthful statements is established 
where the evidence or eventual outcome of the case supports the person’s statement. 
Standardized procedures were used to transcribe the statements in preparation for 
automatic classification.   

Text-based modeling needs a large sample size relative to number of indicators; 
therefore, it is prudent to prune the possible set of predictors to a smaller “best’ set. A 
series of t-tests identified the 17 discriminating variables noted in Table 1 below. 
Though the data set currently has many more truthful than deceptive statements, these 
results show that the predictors are largely consistent for both the full sample (N = 
307) of statements and a reduced sample (N = 82) consisting of equal numbers of 
truthful and deceptive statements.  

To analyze the balanced set of 41 truthful and 41 deceptive statements with A99A, 
a neural network model was implemented using WEKA for classifying the statements 
as truthful or deceptive. Preliminary results produced a 72 percent overall accuracy on 
the balanced data set of 82 statements. A99A had a 68.3% success rate at identifying 
deceptive statements and a 75.6 % success rate at identifying truthful statements, for 
an overall accuracy of 71.95%.   
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Table 1. Significant Discriminating Variables 

CATEGORY VARIABLE SIGNICANT IN 
FULL SAMPLE 
(N=307) 

SIGNIFICANT 
IN 
BALANCED 
SAMPLE  
( N = 82) 

Deceptive 
> Truthful 

Truthful > 

 
Deceptive 

Quantity Word count * * *   

  Verb count * * *   

  Sentence count * * *   

Specificity Modifier count * * *   

  Affect ratio * * *   

  Sensory ratio * *   * 

Diversity Lexical 
diversity 

* *   * 

  Redundancy *   *   

  Content word 
diversity 

* *   * 

Personalization Non-self 
references 

* * *   

  2nd person 
pronouns 

 * *   

  Other 
References 

* * *   

  Group 
pronouns 

* * *   

Nonimmediacy Immediacy 
terms 

* * *   

  Spatial far 
terms 

* *   * 

  Temporal 
nonimmediacy 

* * *   

  Passive voice *     * 

Phase One, the calibration phase, will continue until a balanced data set of 200 
statements has been assessed by A99A. This sample size is based on neural network 
heuristics for achieving generalizable results [14]. Five to ten statements will be 
needed per weight in the neural network. Based on estimated network size, a balanced 
sample size of 200 statements has been deemed sufficient.  

Once complete, Phase Two, the testing phase, will begin.  In this phase A99A will 
run parallel to the security force incident investigations.  A99A will review statements 
and make predictions of their veracity, but this will be accomplished in a blind study.  
The security forces will not receive the A99A predictions nor will A99A know the 
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outcome of the security force investigations. At the end of this period, the two 
methods will be compared.    

Phase Three, the final phase, will see A99A used in a predictive mode.  Incident 
statements will be processed through A99A before security forces personnel 
investigate the incident.  It is hoped that the analyzer will decrease the amount of time 
the SF personnel must spend on each incident. 

4   Expected Results and Implications of Study 

Previous studies in automated detection of ‘mock lies’ have achieved accuracy levels 
of approximately 80% [5]. A pilot study using criminal incident statements achieved 
accuracy of 72% [13]. However, the sample size for the pilot study was only 18 
statements. The current study has matched this accuracy rate. As sample size 
increases and the set of cues included is refined, it is anticipated that accuracy will 
improve. The cues found to be significant in this study are drawn from a larger set 
that has been developed in previous research. These cues may not be significant in all 
contexts. However, if significance of these cues can be replicated and verified within 
the domain of criminal interrogations, this could be an important finding [8]. 

It is anticipated that the classifier developed by this study may eventually be used 
by military personnel to augment current investigative tools, such as the polygraph. 
This tool might be useful in a situation when an investigator would like to quickly 
determine from a group of statements which statement might be deceptive. Another 
suggested use of this is for secondary screening interviews within transportation 
systems [15].  Given the cost, intrusiveness, and lengthy process associated with other 
forms of deception detection, we believe our approach will provide military and 
civilian law enforcement entities a useful tool to facilitate their investigations. 
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Abstract. The concept of Personal Information Management (PIM) is
currently a hot topic of research. Some of the ideas being discussed under
this topic have a long history, and they are relevant to the work of intel-
ligence analysts. Hence, the intelligence community should pay attention
to the developments in this area. In this position paper we examine the
concept of PIM, point out some issues that are relevant to intelligence
work, and discuss some areas of research that PIMs should address in
order to be even more relevant to the Intelligence Community.

1 Introduction

The concept of Personal Information Management (PIM) is currently a hot topic
of research ([17]). While there is no universal definition of PIM, several research
groups are working under that umbrella on related projects ([11, 12]). Many
ideas considered under this label have a long history; for instance, search tools
rely heavily on Information Retrieval techniques and show similarities with Web
search engines. As another example, the need for information integration has a
deep tradition and is a complex issue that has been investigated in the past in
other contexts ([8]). While not a completely new idea, PIMs are the point of
encounter in the evolution of several trends: tools (appointment managers, to-do
lists, calendars,...); hardware (new digital gadgets: PDA, smart phones); ideas
(“record everything”/ “digital memories”, “compute anywhere”); and, most im-
portantly, needs: in a data-intensive, information-rich world, we sometimes fail
to find what we’re looking for, even though we know it’s in there, somewhere.

The idea of PIM is not directed to a specific set of users, and may be bene-
ficial to a large segment of the population, since it emphasizes simple, intuitive
access to information. In fact, many projects clearly have in mind non-expert
users. However, professionals that deal with information processing tasks stand
to benefit the most of the ideas proposed. In this sense, Intelligence Analysis
can benefit considerably from some of the proposals currently being developed.
In this position paper, we argue that indeed PIM ideas and tools can carry
valuable support for Intelligence Analysis tasks and therefore the Intelligence
Community should pay close attention to developments in the area, as PIMs
may become useful tools for Intelligence analysts (the benefit may be mutual,
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as Intelligence analysts may provide PIM researchers with ideas and challenges
based on their experience). At the same time, we argue that some special char-
acteristics of Intelligence Analysis are not well covered by current research, and
therefore specific topics need to be addressed in order to make valuable contri-
butions to Intelligence tasks. We propose a list of such topics and discuss their
impact. Finally, we close with some conclusions.

2 Personal Information Management (PIM)

We cannot give a good description of PIM in such a short space, especially
since there is no uniform, universal notion of PIM. However, most research in
the area can be seen as focusing on the study of information-related activities:
gathering (through search or other means), organizing (in directories or other-
wise), maintaining and retrieving information ([13]). There is an emphasis on
activities that are related to everyday tasks, that is, the information-related ac-
tivities are performed with a particular goal in mind, and is done in the context
of day-to-day processes. For instance, organization and retrieval of e-mail mes-
sages is an important activity. Another important aspect is the integration of
heterogeneous data. Current window-based interfaces depend on the binding of
documents to applications, causing different pieces of information (say, those in
a spreadsheet, versus those in a document, or those in a database) to be accessed
through different applications. Relating data across applications, although sup-
ported on a primitive level by current tools, is cumbersome and does not allow
for cross-document analysis. The overall goal of PIM is to “always have the right
information in the right place, in the right form, and of sufficient completeness
and quality to meet our current needs” ([13]).

Some of the key concepts in PIM are ([11]):

– The system should be able to manipulate any kind of data, no matter what
application created it or how it was acquired (cross-application scope).

– The system should be able to deal with data that evolves over time, either
in content or structure (“life-long data management”). This implies a need
to deal with cumulative collections that may grow considerably in size. This
in turn generates a need to store efficiently and flexibly.

– Data items do not exist in isolation, they should be associated (linked, corre-
lated) with others. Ideally, the system creates associations of different types
for the user. At least some of these associations support data integration,
that is, identifying identical or overlapping data items as such.

– Because the system wants to connect items for the user, and the data changes
and evolves, the system should ideally adapt to and learn about the user,
perhaps using machine learning and statistical techniques.

– Keeping everything is not enough (may in fact make things worse); making
everything visible is what matters ([7]). The ultimate goal is to find it, no
matter what we remember about it, when and how we stored it (even if we
forgot about it!) This generates the need for powerful and flexible search
(by recollection, by correlation, by detail, by metadata). As an example,
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when trying to locate an old picture or email, we may search by content (we
remember that the photo contains a sunset, or that the email is about lunch
today), metadata (the photo was taken in town, the email is from 2 days ago),
context (the photo was taken in Bermudas, the email was a communication in
the context of a project), association (the photo was taken while in vacation,
the email is from the same person who called yesterday). The most advanced
research deals with Proactive Information Gathering (also called Finding
Without Searching) ([7]): the idea is to analyze the current user context,
identify her information needs, and automatically generate queries. Note
that this approach may help find information that the user forgot about.

While not all systems deal with all these characteristics, most researchers seem
to agree that these are all desirable characteristics for a PIM ([10]).

3 PIM for Intelligence Analysis

We argue that work on PIM is relevant to the Intelligence analyst. The task of
such a person can be described as the gathering, analysis and evaluation of data
([1, 2, 16]). The amount of data available has been growing considerably in the
last few years; more refined sensor architectures, the availability and relevance
of large volumes of open source data, and other factors have contributed to this
increase in quantity. The gathering step has been greatly facilitated by advances
in networking and tools like Web search engines. Together with this, the degree
of heterogeneity has also increased markedly. Heterogeneity in this context refers
to the differences in structure or meaning of the data: the same information may
be structured in several ways (for instance, in natural language in a document
and as an entry in a database); even if structured in the same ways, it may be
presented in different ways: two different documents may refer to the same event
using different vocabulary, or describe two (perhaps overlapping) aspects of the
same event. This fact greatly complicates the second and third steps in the an-
alyst work, analysis and evaluation. In intelligence work, it is often necessary to
check facts, determine their source and judge their relevance, completeness and
trustworthiness. Having evidence for the same event scattered across multiple
sources adds to the challenge. Finally, when evaluating (which includes sum-
marizing the distilled information, interpreting it and assigning it a degree of
credibility), one should be able to integrate all bits and pieces of information
necessary, regardless of format or origin, to make an overall assessment (that
takes into account the number and quality of sources).

The concept of PIM is especially well suited to intelligence analysis, for sev-
eral reasons. First, the tasks that PIM seeks to support (gathering, organizing,
maintaining information in support of everyday activities) is a perfect fit to the
everyday activity of an intelligence analyst. Second, PIM aims at providing sup-
port to the above tasks through various ideas: the emphasis of data integration
helps in dealing with heterogeneity, as does the idea of cross-application scope;
flexible search helps in the analysis phase, both in finding the right bits and
in making connections (the famous “connect the dots” phase). Thus, one can
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conclude that a PIM system (or a suite of PIM tools) would be highly valuable
for the Intelligence analyst. The goal of having the right information in the right
place at the right time should be very appealing to the Intelligence analyst.

4 What PIM Is Missing: A Wish List

While we have argued that PIM is very relevant for Intelligence Analysis, current
state of the art still does not provide functionality that we consider necessary to
support Intelligence work. In particular, we put forth the following needs:

Support for Querying as an Iterative, Interactive Process: most PIM
concentrate on providing search capabilities, leaving aside traditional querying
of data sources, i.e. using SQL against a database. However, it is clear that
both actions are part of a continuum: both are tools that support data analysis.
Thus, both activities should be fully integrated. In doing so, lessons from early
research must be applied -and the most important lesson, probably, is the fact
that search/querying is an iterative, interactive process. It is rare that users
start with a clear and crisply defined goal in mind, or that they know exactly
how to search for what they want (i.e. they know the exact keywords, or they
know the exact directory or data source that contains all relevant data). Thus,
as searching is expanded to mix with querying, we must make sure that we
respect the characteristics of this process. While one may argue that this is an
important but generic capability, we argue that it is especially important in
Intelligence work, since many times data analysis implies an exploration of the
data. During this process, hypothesis may be developed, tested, discarded or
changed; the analyst may pursue several possible scenarios (what-if analysis),
and explore alternative explanations for some situations. This is not to say that
this not a useful capability in other fields -but it is central to Intelligence work.

Support for Ongoing Monitoring: a large part of warning intelligence rests
on keeping track of an ongoing situation, finding clues that will set the alarm
before the crisis occurs ([16]). Thus, as new data and information are acquired,
one would like the new to be connected to the old and any changes to be reflected
in events under scrutiny. PIMs do aim at linking data, and seamlessly incorpo-
rating new data into a general repository ([11, 12]). However, what is missing is
the ability to define arbitrary events that the system should keep an eye on, as
well the ability of having the system, on its own, determine that some events
are of interest. Current research on stream analysis and mining ([5, 6]) is very
relevant here, but it is still in a state of fast change and has not been integrated
into PIMs yet.

Support for Groupwork: analysts rarely work on total isolation. Groups must
be formed, many times dynamically, for complex tasks. Some initial research in
reported in [9], where the concept of PIM is extended to GIM (Group Infor-
mation Management). This is a step in the right direction; however, much work
remains to be done. In particular, in the context of Intelligence analysis one must
support several ways to collaborate, from selective sharing of information (i.e.
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the analyst decides what can be shared) to total search (i.e. search engines are
allowed full access to all the information from all the participants in a group).
Moreover, support for information integration, already mentioned above as a key
component of PIMs, must be leveraged to the group level. This adds another
degree of difficulty to this already complex task.

Support for Workflow: Intelligence analysts try to follow processes in their
work. This is due to several facts: it is not necessary only to come up with some
conclusions, but also be able to show how such conclusions were reached, what
evidence supports them, and what other alternatives there may be; and given
that data may be incomplete, unreliable and even contradictory, it is necessary
to examine available evidence in a methodical manner. As steps are taken, it is
necessary to keep the links between data, hypothesis, supporting evidence, and
conclusions. Drilling down to detail, backward and forward analysis through the
chain of evidence, structuring of arguments, all should be supported. Note that
we are talking at the individual level; however, as pointed out in the previous
point, many times the analyst is working as part of the team. In such a situation,
there usually is a division of concerns, each participant working on a certain role
that is related to others; this must also be supported by workflow tools, in order
to facilitate teamwork and collaboration. Thus, workflow tools are needed at two
levels, team and individual.

Support for Security: security is used here to refer to the overall need to
protect sensitive and classified material while at the same time making sure that
the right people has access to the right information. This is a delicate and difficult
balancing act, with which the Intelligence Community is constantly struggling.
Even though there has been research in this area ([14]), more remains to be done
before a system can be deployed in real intelligence work.

A crucial point to be understood is the possibilities of the concept. While PIMs
may not have all the characteristics needed by a good Intelligence analysis tool,
what makes the concept so promising is that PIMs are in a very good position
to become such a tool. Their emphasis on across-application capabilities, data
linking, and flexible organization and search provide the right foundation for a
highly useful system. While some current tools may do some things well (some
special-purpose software for Intelligence analysis, for instance, has support for
Intelligence workflow), they are proprietary and usually cannot talk to each
other. Hence, most of what they lack may be very hard to integrate into the
system. PIMs, on the other hand, make minimal commitments to a particular
data model and minimal assumptions about the data itself, and therefore are
more open to expansion and customization.

5 Conclusion

We have examined the concept of PIM and argued that many of the ideas
involved are relevant to Intelligence tasks. We have then proposed some fur-
ther research directions that could make this concept even more relevant to the
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Intelligence Community. By examining points of contact between PIM and In-
telligence analysis, we hope to stimulate research in the area that will be useful
to the Intelligence Community, as well as involve the Intelligence Community in
the research and development of the concept.

Acknowledgment. The author wants to thank the anonymous reviewers for
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Abstract. Information dissemination is of vital importance in today’s
information-centric world. However, controlling the flow of information
across multiple security domains is a problem. Most of the current solu-
tions rely on prior knowledge of the users for authorization, which does
not scale well. Also, many information sources have dynamic access con-
trol policies, which are hard to satisfy under existing schemes. In this
paper, we present Synergy, a general purpose information sharing frame-
work that uses trust negotiation to implement scalable authorization in
an open environment. Synergy provides an abstraction for the informa-
tion sources and consumers to accommodate new trust-aware systems as
well as legacy systems. We also present a practical disaster management
application that uses this framework.

1 Introduction

Information is the key to today’s world. Sharing information across security
domains has become necessary, as the need for inter-operability increases. This
brings forward inter-domain authorization issues. Traditional authorization tech-
niques are not applicable in the large-scale open nature of the Internet. Another
issue is trust: how the resource owners in open systems can trust the clients
trying to access those resources. Authorization in such situations needs to be
dynamic and content-triggered. It is simply not possible to predict who may
need to access the system, and therefore arrange user accounts for those clients.
This calls for a policy-based authorization infrastructure that allows negotiated
access to resources.

Recently, attribute-based authorization schemes like trust negotiation have
emerged as a solution to the scalable authorization problem. Trust negotiation
uses unforgeable digital credentials that can be automatically verified. Resource
owners set up policies regarding resource access, and negotiate with clients to
establish trust gradually in a monotonic and bilateral manner. This brings the
advantage and scalability of real life into the realm of computing. However, it is
difficult to change existing protocols to enable legacy applications to use trust
� This research was sponsored by NSF Award number 0331707 and 0331690 to the

RESCUE project.
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negotiation. To solve this, we present Synergy, a policy-driven trust-aware frame-
work that enables negotiated dissemination of information across multiple secu-
rity domains. Synergy decouples the information producers and consumers by
acting as a medium for transfer of information. The information producers and
information consumers are abstracted to allow usage of legacy applications. The
producers and consumers do not require any knowledge of the authorization or
trust establishment details. Information is exchanged in a platform/application-
independent manner, allowing the information producers and consumers to agree
on any format. Synergy’s approach improves on the traditional authorization ap-
proach in several aspects: first, it is highly scalable; the servers do not have to
store per-client information, or any pre-existing relationship with the clients. Sec-
ond, authorization and access control are dynamic, and fine-grained. Third, trust
is bilateral; both the client and the server need to satisfy each other’s policies.
And finally, it can be integrated into existing information sharing infrastructures
with minimal or no changes to legacy applications.

The rest of this paper is organized as follows: in Sect. 2, we discuss briefly the
related work. Sect. 3 presents the overview of the Synergy infrastructure. We
highlight VisiRescue, an application prototype information sharing, in Sect. 4.
Finally, we conclude and discuss future directions in Sect. 5.

2 Related Work

In this section, we examine the related work on authorization in open systems.
In attribute-based authorization, user attributes, rather than identity, are used
for authorization. Trust negotiation is an iterative process that can establish
trust among strangers through the gradual discovery of credentials [17]. Enti-
ties possess attributes, represented by unforgeable digital credentials, such as
X.509 attribute certificates, Kerberos tickets, etc. [3]. Several systems have been
built using TrustBuilder [17] as the agent for trust negotiation. For example,
Traust [12] is a generic authorization service built using TrustBuilder. It uses
trust negotiation for providing access to both legacy and newer services. While
Synergy shares many of the mechanisms used in Traust, it builds on Traust’s au-
thorization services to provide an infrastructure for sharing information through
decoupling of the information sources and consumers.

PolicyMaker [5] and Keynote [4] are two early trust management systems
that are based on capabilities, but are restricted to a closed system. Trust-X
[2] is a peer-to-peer framework. which uses an XML-based policy language, X-
TNL. Cassandra [1] is a trust management system that uses Datalog. The RT
family of role-based trust languages [13] use an extension of SPKI/SDSI. In [6], a
formal framework for policy-based access regulation and information disclosure is
presented. Interactive access control strategies for trust negotiation are discussed
in [11]. In principle, any of these can be used as the trust agent of Synergy.

Shibboleth [15] is an attribute-based authorization system for quasi-open sys-
tems. It uses SAML assertions [10], and requires federations among organiza-
tional security domains. While it also uses attributes, it is different from trust
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negotiation in several aspects. Trust negotiation does not require a federated
structure, but Shibboleth is heavily dependent on the notion of pre-established
organizational relationships. Shibboleth also has a very limited access control
decision-making capability [7], while trust negotiation can enable fine-grained,
dynamic authorization. Synergy takes advantage of trust negotiation and hence
does not require the federated relationship that Shibboleth has to establish.

3 System Overview

In this section, we present an overview of the Synergy framework, the resource
access protocol, and the interaction between this framework and the trust nego-
tiation agents from TrustBuilder [17]. Fig. 1 shows the components of Synergy.

3.1 Components

Synergy uses a client-server framework consisting of the following components:
information producers, servers, clients, consumers, and trust agents. The infor-
mation producer component is an abstraction of the resources, e.g. a wind sensor.
The framework does not specify the content or the nature of the resource. The
information servers act as front-ends for the resources. Each security domain
needs to have one or more servers handling its resources. Rather than keeping
per-client states, the servers maintain time-stamped access tokens, issued to a
client when it satisfies the access policy. The information clients interact with the
servers. After getting the information, the clients transfer it to the information
consumer, which is an abstraction of the end-application. We ensure modularity
by separating the trust and policy-awareness from the clients and servers. The
trust agents negotiate trust between a server and a client. The server instructs
the client to invoke its trust agent to obtain an authorization token.

3.2 Mode of Operation

The client operates in three main phases: initiation, resource discovery, and re-
source access. During initiation, it establishes contact with the server, and sends
initiation messages. During resource discovery, the client discovers the list of
resources served by the server. Finally, in resource access phase, it retrieves the
resources from the server. Any resource requiring an establishment of trust trig-
gers a trust negotiation session, using the trust agents. The server’s operation
consists of two phases: initiation, and resource access control. During initiation,
the server listens for client requests. During resource access control, the server
responds to the client requests or commands. If the client’s request does not have
the authorization token, the token has expired, or the token is incorrect for the
type of access requested, the server instructs the client to obtain a token using
the trust agents. The Resource Access Protocol [8] is used for client-server com-
munication. Each resource is represented by a resource type, a resource name,
and an XML definition of the resource contents.
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3.3 Implementation

Synergy is implemented using about 1100 lines of commented Java code. We
used TrustBuilder as the trust agent. For specification of access policies, we
use the IBM Trust Policy Language (TPL) [9] which is currently supported
by TrustBuilder [17]. This has the advantage of being monotonic, sufficiently
expressive, and simple enough for automated processing [16]. Synergy currently
supports digital credentials in the form of X.509 Certificates. More details of the
implementation can be found in [8].

Fig. 1. Components of Synergy Fig. 2. Screenshot of VisiRescue front-end

4 VisiRescue Application Prototype

In this section, we present an application prototype built on top of Synergy.
This prototype, named VisiRescue, is a situational awareness system. We built
it for possible use in an Emergency Operations Center (EOC), as part of the
Responding to Crises and Unexpected Events (RESCUE) initiative[14].

4.1 Overview

Situational awareness is important in disaster management. To get information
for, say, a wind storm, sensors and cameras can be deployed around the city.
However, outside access to these resources may be restricted due to privacy
concerns. For example, the mall owners are not likely to allow police to monitor
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the mall’s security cameras all the time, except for emergencies. Traditional
authorization schemes would require scaling to a large number of heterogeneous
organizations and setting up a priori relationships with them. Also, schemes like
Shibboleth [15], would require coalitions. We argue that the Synergy framework
is appropriate here, because each of the resource owners can set access policies
to allow attribute-based authorization. Also, Synergy is lightweight, and can be
retro-fitted to almost any legacy system.

The information produced by the sensors of VisiRescue map to information
producer module of Synergy. A server collecting information from sensors map
to the Synergy servers. The aggregator client that runs at the EOC and updates
the geo-databases maps to the Synergy client. Finally, ArcGIS display or the
Google map interface correspond to the information consumer component. A
daemon periodically invokes the Synergy client, which negotiates access to the
sensors. The daemon updates the retrieved information in the geo-database used
by ArcGIS. We use a loosely defined XML based scheme for resource information.
A screenshot of the front-end is shown in Fig. 2. Next, we discuss a usage scenario.

4.2 Usage Scenario

Here, a shopping mall provides access to surveillance cameras via the Synergy
servers. For brevity, we present the policies informally here. Sample policies
written in TPL can be found in [8]. The mall has the following policy: Access to
video feeds from the surveillance cameras is given only when the requester has
the following characteristics: a) The requester is affiliated with either the police
department or the fire department, b) The requester is a certified first responder,
and c) The fire department provides proof of a fire alarm at the mall. During
an emergency, first responders at the EOC can request a feed from the cameras
by clicking the camera icon in the VisiRescue GIS display. The Synergy client
will try to access the feed, and may need to perform a trust negotiation session
to satisfy the mall’s policies. To do so, it will have to provide proof of having
the three attributes specified in the policy. On success, the server provides a
temporary, limited usage URL for the video feed, which the end-application can
use to access the video.

5 Conclusions and Future Work

In this paper, we have presented an information sharing architecture for large
scale open systems. The decoupling of the information sources and consumers
from the dissemination framework and the authorization mechanism enables
Synergy to adapt to different scenarios with the minimal management overhead.
The application prototype, VisiRescue, shows the advantage of this approach in
practical situations. Our ultimate goal is to have a distributed set of servers and
trust agents with increased fault tolerance and robustness. We plan to build a
full-fledged prototype application, such as VisiRescue, for possible deployment in
real-life. The robustness of Synergy against different types of attacks also needs
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to be explored. A detailed security analysis using formal security models may
also be done in order to analyze and protect against vulnerabilities.
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Abstract. In this paper, we propose a new heuristic algorithm called
the QIBC algorithm that improves the privacy of sensitive knowledge
(as itemsets) by blocking more inference channels. We show that the
existing sanitizing algorithms for such task have fundamental drawbacks.
We show that previous methods remove more knowledge than necessary
for unjustified reasons or heuristically attempt to remove the minimum
frequent non-sensitive knowledge but leave open inference channels that
lead to discovery of hidden sensitive knowledge. We formalize the refined
problem and prove it is NP-hard. Finally, experimental results show the
practicality of the new QIBC algorithm.

1 Introduction

Data mining promises to discover unknown information. Whether the data is
personal or corporate data, data mining offers the potential to reveal what oth-
ers regard as private. Thus, there is a need to protect private knowledge during
the data mining process. This challenge is called privacy preserving data min-
ing [5, 8]. Privacy preserving data mining allows individuals or parties to share
knowledge without disclosing what is considered private. This paper works on
sanitizing the database in order to hide a set of sensitive itemsets specified by
the database owners. It will offer an improved sanitizing algorithm. We lack
the space here to prove the corresponding problem is NP-hard, which justifies
the heuristic nature of our algorithm. Typically sanitizing involves processing a
database to produce another one so that sensitive itemsets are now hidden.

The task of mining association rules over market basket data [2] is considered
a core knowledge discovery activity. Association rule mining provides a use-
ful mechanism for discovering correlations among items belonging to customer
transactions in a market basket database. Let D be the database of transactions
and J = {J1, ..., Jn} be the set of items. A transaction T includes one or more
items in J . An association rule has the form X → Y , where X and Y are non-
empty sets of items such that X ∩ Y = ∅. A set of items is called an itemset,
while X is called the antecedent. The support sprtD(x) of an item (or itemset)
x is the percentage of transactions from D in which that item or itemset occurs
in the database. The confidence or strength c for an association rule X → Y is
the ratio of the number of transactions that contain X ∪ Y to the number of
transactions that contain X . An itemset X ⊆ J is frequent if at least a fraction
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s of the transaction in a database contains X . Frequent itemsets are important
because they are the building block to obtain association rules.

Parties would release data at different levels because they aim at keeping some
patterns private. Patterns represent different forms of correlation between items
in a database. In our paper the focus is on patterns as itemsets. Sensitive item-
sets are all the itemsets that are not to be disclosed to others. While no sensitive
itemset is to become public, the non-sensitive itemsets are to be released. One
could keep all itemsets private, but this would not share any knowledge. The
aim is to release as many non-sensitive itemsets while keeping sensitive itemsets
private. This is an effort to balance privacy with knowledge discovery. It seems
that discovery of itemsets is in conflict with hiding sensitive data. Sanitizing
algorithms take (as input) a database D and modify it to produce (as output) a
database D′ where mining for rules will not show sensitive itemsets. The alterna-
tive scenario is to remove the sensitive itemsets from the set of frequent itemsets
and publish the rest. This scenario implies that a database D does not need to
be published. The problem (in both scenarios) is that sensitive knowledge can
be inferred from non-sensitive knowledge through direct or indirect inference
channels. This paper focuses on the problem in the first scenario where
a database D′ is to be published.

2 Drawbacks of Previous Methods

Both, data-sharing techniques and pattern-sharing techniques face another chal-
lenge. That is, blocking as much inference channels to sensitive patterns as pos-
sible. Inference is defined as “the reasoning involved in drawing a conclusion or
making a logical judgement on the basis of circumstantial evidence and prior
conclusions rather than on the basis of direct observation” [1]. Farkas et al. [6]
offers a good inference survey paper for more information. Frequent itemsets
have an anti-monotonicity property; that is, if X is frequent, all its subsets are
frequent, and if X is not frequent, none of its supersets are frequent. Therefore,
it is sound inference to conclude that XZ is frequent because XY Z is frequent.
This has been called the “backward inference attack” [9].

But the “forward inference attack” [9] consists of concluding that XY Z is fre-
quent from knowledge like “XY, Y Z, and XZ are frequent”. This is not sound in-
ference. It has been suggested one must [9] hide one of XY, Y Z, or XZ in order to
hide XY Z ; however, this is unnecessary (it is usually possible to hide XY Z while
all of XY, Y Z, and XZ remain frequent). In huge databases, forcing to hide at
least one subset among the k−1 subsets of a k-itemset results in hiding many non-
sensitive itemsets unnecessarily. This demonstrates that the method by Oliveira
et al. [9] removes more itemsets than necessary for unjustified reasons.

An adversary that uses systematically the “forward inference attack” in huge
databases will find unlimited possibilities and reach many wrongful conclu-
sions. Nevertheless, we argue that an adversary with knowledge that (in a san-
itized database) XY, Y Z and XZ are frequent may use the “forward inference
attack” with much better success if XY Z is just below the privacy support
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threshold. This is the drawback of the method by Atallah et al. [3] that heuris-
tically attempts to remove the minimum non-sensitive itemsets but leaves open
this inference channel. Atallah et al. proposed an (item restriction)-based algo-
rithm to sanitize data in order to hide sensitive itemsets. The algorithm works
on a set of sensitive itemsets in a one-by-one fashion. The algorithm lowers the
support of these sensitive itemsets just below a given privacy support threshold,
and therefore, is open to a “forward inference attack” if the adversary knows the
security threshold (which will usually be the case).

3 Statement of the Problem

Formally, the problem receives as inputs a database D and a privacy support
threshold σ. Let F (D, σ) be the set of frequent itemsets with support σ in D. We
are also given B ⊆ F as the set of sensitive itemsets that must be hidden based
on some privacy/security policy. The set Sup(B) = B ∪ {X |∃b ∈ B and b ⊂ X}
is considered also sensitive because sensitive itemsets cannot be subsets of non-
sensitive itemsets. The task is to lower the support of the itemsets in B below
σ and keep the impact on the non-sensitive itemsets A = F (D, σ) \ Sup(B) at
a minimum. The question then is how far below σ should we lower the support
of itemsets in B? We discussed in the previous section why it is not enough to
lower the support of the itemsets in B just below σ.

In addition, the security level is different from one user to another. That is
why the best one to answer the question “how far below?” are users themselves.
The lower the support of sensitive itemsets below σ, the higher the possibility of
lowering the support of other itemsets that are not sensitive. Naturally, we would
not be addressing this problem if it was not in the context of knowledge sharing.
Thus, it is necessary that as many as possible of these non-sensitive itemsets
appear as frequent itemsets above σ. In other words, the more changes that hide
non-sensitive itemsets, the less beneficial for knowledge sharing the database
becomes. How many database changes can the user trade off for privacy (blocking
inference channels)? This question summarizes the problem. Even though, a
variant of the problem have been explored before by Atallah et al. [3], such
variant did not allow the user to specify security levels and control this trade
off. The task is to come up with algorithms that interact with users and allow
them to customize security levels.

To lower the confidence of success from a forward inference attack, we specify
within the problem that the user must be able to specify, for each sensitive
itemset, how many other non-sensitive itemsets with support below σ shall be
among those candidates that may be confused as frequent. Our statement of
the problem quantifies this using a confusion value lb supplied by the user (one
value lb for each sensitive itemset b ∈ B). Not only sensitive itemsets will have
support less than σ but the value lb ∈ N ∪ 0 specifies that for each sensitive
itemset b ∈ B, the new database D′ will have at least lb or more non-sensitive
itemsets with equal or higher support that B and with support less than σ.
Because we will later discuss the theoretical complexity of the problem, it is
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important to understand the inputs as well as what constitutes a solution. We
now provide the formal description of the problem.

The Deep Hide Itemsets Problem:
Input: A set of transactions T in a database D, a privacy support threshold
σ and a set of sensitive itemsets B with a value lb assigned to each itemset
b ∈ B (each b ∈ B is frequent with at least threshold σ in D, i.e. sprtD(b) ≥
σ, ∀b ∈ B).
Solution: A sanitized database D′ where
Condition 1 for each b ∈ B, there are lb or more non-sensitive itemsets

y ∈ A = F (D, σ) \ Sup(B) such that sprtD′(b) ≤ sprtD′(y) < σ, and
Condition 2 the number of itemsets in y ∈ A so that sprtD′(y) ≤ σ is

minimum (i.e. the impact on non-sensitive itemsets is minimum).

It is quite delicate to prove this problem is NP-Hard.

4 Heuristic Algorithm to Solve the Deeply Hide Itemsets

Our process to solve this problem has two phases. In Phase 1, the input to the
privacy process is defined. In particular, the user provides a privacy threshold
σ. The targeted database D is mined and the set F (D, σ) of frequent itemsets is
extracted. Then the user specifies sensitive itemsets B. The algorithm removes
all supersets of a set in B because if we want to hide an itemset, then the
supersets of that itemset must be also hidden (in a sense we find the smallest
B so that Sup(B) = Sup(B′) if B′ was the original list of sensitive itemsets).
In Phase 1, we also compute the size (cardinality) ‖b‖ and set TD(b) ⊂ T of
transactions in D that support b, for each frequent itemset b ∈ B. Then, we sort
the sensitive itemsets in ascending order by cardinality first then by support
(size-k contains the frequent itemsets of size k where k is the number of items in
the itemset). One by one, the user specifies lb for each sensitive itemset. Users
may specify a larger lb value for higher sensitivity of that itemset. Note that as
a result of Phase 1 we have a data structure that can, given a sensitive itemsets
b ∈ B, retrieve TD′(b), ‖b‖, and sprtD′(b) (initially, D′ = D, TD′(b) = TD(b),
and sprtD′(b) = sprtD(b)).

Phase 2 applies the QIBC algorithm. The algorithm in Fig. 1 takes as input
the set of transactions in a targeted database D, the set B of sensitive itemsets,
and set of non-sensitive itemsets. Then, the algorithm takes the sensitive itemsets
one by one. The strategy we follow in the experiments in this paper is we start

procedure Quantified Inference Block Channel (QIBC) Algorithm
1. for each b ∈ B
1.1 while Condition 1 is not satisfied for b
1.1.1 Greedily find frequent 2-itemset b′ ⊂ b.
1.1.2 Let T (b′, A) the transactions in TD′ (b′) that affects the minimum number of 2-itemsets.
1.1.3 Set the two items in b

′
to nil in T (b′, A).

1.1.4 Update TD′ (b), ‖b‖, and sprtD′ (b)

Fig. 1. The QIBC Algorithm



526 A. HajYasien, V. Estivill-Castro, and R. Topor

with the sensitive itemsets with the smallest cardinality. If there are more than
one b ∈ B with the same cardinality we rank them by support, and select
next the itemset with highest support. The algorithm enters a loop where we
follow the same methodology of the algorithm by Attalah et al. [3] to greedily
find a 2-itemset to eliminate items from transactions. This consists of finding the
(k−1)-frequent itemset of highest support that is a subset of a current k-itemset.
We start with b ∈ B as the top k-itemset; that is, the algorithm finds a path
in the lattice of frequent itemsets, from b ∈ B to a 2-itemset, where every child
in the path is the smaller proper subset with highest support among the proper
subsets of cardinality one less. Then, the database of transactions is updated
with items removed from those specific transactions.

5 Experimental Results and Comparison

In order to evaluate the practicality of the QIBC algorithm, we will compare
its results with the results of the earlier heuristic algorithm [3]. We will call
their heuristic algorithm ABEIV (based on the first letter of the last name of
the authors). These experiments confirm that our algorithm offers a higher se-
curity level while essentially has no overhead w.r.t the ABEIV algorithm. This
is because the main cost in both algorithms is finding the frequent itemsets.

The experiments are based on the first 20, 000 transactions from the “Frequent
Itemset Mining Dataset Repository”. The dataset is available in KDD-nuggets
and was donated by T. Brijs. It includes sales transactions acquired from a fully-
automated convenience store over a period of 5.5 months [4]. We used the “Apri-
ori algorithm” [7] to obtain the frequent itemsets. We performed the experiments
with three different privacy support thresholds (σ = 5%, σ = 4%, σ = 3%). From
among the frequent itemsets, we chose three itemsets randomly (one from among
the size-2 itemsets and two from among the size-3 itemsets) to be considered as
sensitive itemsets. We also set a value lb = 6 to hide size-2 sensitive itemsets and
a value lb = 2 to hide size-3 sensitive itemsets.

We ran the experiment 10 times for each privacy support threshold with
different random selection of size-2 and size-3 itemsets among the itemsets (in
this way we are sure we are not selecting favorable instances of the Deep Hide
Itemsets problem). We apply the QIBC algorithm to each combination of
sensitive itemsets. Fig. 2 shows the percentage of the frequent non-sensitive
itemsets affected by the execution of the algorithm. Since we have 10 instances
of the Deep Hide Itemsets problem, we labeled them Run 1 to Run 10.

We observe that during the 10 runs with 5% privacy support threshold, QIBC
has no more impact (on non-sensitive itemsets) than ABEIV on 6 occasions
while on the other 4 it impacts less than 7% more. Thus, QIBC is closing the
open inference channel 60% of the time with no penalty of hiding non-sensitive
itemsets. If it incurs some cost on hiding non-sensitive itemsets, this is less than
7% of those to be made public. If we lower the privacy support threshold to 4%,
still 60% of the time the QIBC incurs no impact on non-sensitive itemsets, and
it reduces the impact to less than 5% when it hides itemsets that shall be public.
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Fig. 2. The QIBC Algorithm vs The ABEIV Algorithm

When the privacy threshold is 3%, the results improve to 8 out of 10 runs in
which QIBC has no penalty, and in those two runs that hide something public,
this is less than 4% of the non-sensitive itemsets.

We conclude, sometimes the QIBC algorithm pays a higher price but it is
reasonable for the sake of blocking the inference channel of forward attacks left
open by the ABEIV algorithm.

These results were expected as discussed before. We want to emphasize the
fact that usually more security means paying a higher price. The price in our case
is sacrificing non-sensitive itemsets to ensure less confidence on forward attack.

6 Conclusion

We reviewed algorithms that hide sensitive patterns by sanitizing datasets and
we showed their drawbacks. The proposed QIBC algorithm solved the problems
and shortcomings in these algorithms. The QIBC algorithm added a very im-
portant feature that did not exist in the other algorithms. The QIBC algorithm
allows users to customize their own levels of security. The QIBC algorithm adds
this flexibility with a reasonable cost and blocking more inference channels.

Acknowledgement

We thank Floris Geerts for helpful conversations on the topic of this paper.

References

1. Dictionary.com. http://dictionary.reference.com/.
2. R. Agrawal, T. Imielinski, and A. Swami. Mining association rules between sets of

items in large databases. In Proc. of the ACM SIGMOD Conference on Management
of Data, pages 207–216, Washington D.C., USA, May 1993.

3. M. Atallah, E. Bertino, A. Elmagarmid, M. Ibrahim, and V. Verykios. Disclosure
limitation of sensitive rules. In Proc. of 1999 IEEE Knowledge and Data Engineering
Exchange Workshop (KDEX’99), pages 45–52, Chicago, IL., November 1999.



528 A. HajYasien, V. Estivill-Castro, and R. Topor

4. T. Brijs, G. Swinnen, K. Vanhoof, and G. Wets. Using association rules for product
assortment decisions: A case study. In Knowledge Discovery and Data Mining, pages
254–260, 1999.

5. C. Clifton, M. Kantarcioglu, and J. Vaidya. Defining privacy for data mining.
In Proc. of the National Science Foundation Workshop on Next Generation Data
Mining, pages 126–133, Baltimore, MD, USA, November 2002.

6. C. Farkas and S. Jajodia. The inference problem: a survey. In Proc. of the ACM
SIGKDD Explorations Newsletter, volume 4, pages 6–11, New York, NY, USA, De-
cember 2002. ACM Press.

7. J. Han and M.˙Data Mining:Concepts and Techniques. 2001.
8. Y Lindell and Pinkas B. Privacy preserving data mining. In M. Bellare, editor,

Proceedings of CRYPTO-00 Advances in Cyptology, pages 36–54, Santa Barbara,
California, USA, August 20-24 2000.

9. S.R.M. Oliveira, O.R. Zaiane, and Y. Saygin. Secure association rule sharing. In
Proc. of the 8th PAKDD Conference, pages 74–85, Sydney, Australia, May 2004.
Springer Verlag Lecture Notes in Artificial Intelligence 3056.



Access Control Requirements for Preventing
Insider Threats

Joon S. Park1 and Joseph Giordano2

1 Syracuse University, Syracuse, NY 13244-4100, USA
jspark@syr.edu

http://istprojects.syr.edu/~jspark
2 Information Directorate, Air Force Research Laboratory (AFRL),

Rome, NY 13441-4505, USA

Abstract. Today the Intelligence Community (IC) has faced increasing
challenges of insider threats. It is generally accepted that the cost of
insider threats exceeds that of outsider threats. Although the currently
available access control approaches have a great potential for prevent-
ing insider threats, there are still critical obstacles to be solved, espe-
cially in large-scale computing environments. In this paper we discuss
those requirements with respect to scalability, granularity, and context-
awareness. For each requirement we discussed related problems, tech-
niques, and basic approaches to the corresponding countermeasures.
Detailed solutions and implementations are not described in this paper.

1 Introduction

Sensitive organizations such as the Intelligence Community (IC) have faced in-
creasing challenges of insider threats because insiders are not always friends,
but can be significant threats to the corporate assets [1, 2, 3, 4]. Therefore, ac-
cess control mechanisms become most critical when we need resource-sharing
services in the large-scale computing environments of sensitive organizations.

Since the initial proposals on enforcing protection and access control in com-
puter security by Lampson [5] and Graham and Denning [6], considerable evolu-
tions and developments of many access control models have come about over the
last three decades. Based on the two proposals, Harrison et al. developed the
HRU model [7] that introduced the subject-object paradigm of access control
generally for multi-user operating systems and led to the development of the
typed access matrix (TAM) model [8]. Bell et al. introduced the Bell-LaPadula
model [9], Sandhu et al. formalized the Role-Based Access Control (RBAC
[10, 11, 12]) model, and Thomas et al. developed the task-based authorization
control (TBAC [13]) model. There are many other works in access control with
safety analysis [14, 15, 16] and logic programming [17, 18, 19]. However, due to
the advent of newly-developed and integrated systems in large-scale computing
environments and their dynamically changing contexts, people began to consider
moving towards more advanced access control paradigms that could be paced
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with rapidly changing computer technologies, especially for homeland security
related applications that are usually large and integrated.

Although the currently available access control approaches have a great po-
tential for providing more reliable access control services, there are still critical
obstacles to be solved, especially in large-scale, dynamic computing environ-
ments. The lack of sophisticated access control mechanisms in such environments
has become a serious constraint for preventing insider threats, which are critical
challenges to the IC. To overcome these limitations, in this paper we discuss
those requirements with respect to scalability, granularity, and situation-aware
(we call this active) decision. Detailed solutions are not described in this partic-
ular paper. We focus on large-scale computing environments within a sensitive
organization.

2 Scalable Access Control

Current IT systems have become more complex and better integrated with other
systems. Usually, a large distributed system supports many users in various con-
texts from different organizations. Machines may run in heterogeneous environ-
ments under different policies. Different users, or even the same user, require
different privileges based on their current contexts and constraints, which may
change dynamically. Obviously, the complexity of the security factors in IT sys-
tems is increasing, which brings a serious scalability problem to security services
and management. This becomes even more critical if multiple organizations are
involved in the same collaborative enterprise. Some users may have common
functionality in one application, while each user may be involved in multiple
applications. Users privileges need to be in synch with their contexts in the
enterprise as users join or leave the corresponding community.

The least privileges need to be assigned to the proper users at the right time.
The complexity and large scale of access control demands an efficient mechanism
to deal with such issues as which user has what privileges for which contents
under what conditions. A conventional identity-based approach may suffice for
this purpose if the application is small and involves a limited number of users,
and if privilege assignments to users are stable. However, in a large-scale system
that supports many users from different organizations requiring different kinds
of privileges, the identity-based approach would be severely inefficient and too
complicated to manage because the direct mapping between users and privileges
is transitory.

Furthermore, in a collaborative project, each organization does not neces-
sary know the identities of users from other organizations who are involved in
the project. The organization could share user databases and recognize users
from other organizations, but this also brings a security risk to the organization
because it exposes the data of all users to a third party, while only some of
those users in the organization are involved in the collaborative project.
Even though the risk may be reduced by setting up a dedicated database only
for participating users and sharing it with other project members, it raises the
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management overhead because the assignment of users to job functionalities in
projects changes constantly, which makes it difficult to update and synchronize
such temporary databases. Therefore, more scalable access control approaches,
especially for large systems, are needed for preventing insider threats.

As a possible solution, we may need to consider a role-based approach. Role-
Based Access Control (RBAC) has proven to be an effective way to address the
scalability problem [10, 11, 12]. The main idea of RBAC is to separate users from
privileges by linking users with privileges through their roles. Since Permission-
Role Assignment (PRA) is more stable, compared to User-Role Assignment
(URA), RBAC reduces the management workload by avoiding direct mapping
between users and privileges. An RBAC system makes access control decisions
based on users job functions (roles) instead of on their identities. This provides
a scalable access control mechanism to the system and resolves the scalability
problem. In order to provide RBAC to an access-controlled computing envi-
ronment, we need to securely transfer each user’s role information to check for
allotted permissions to access contents. In our previous work we identified the
User-Pull and Server-Pull architectures and the support mechanisms for securely
obtaining role information from the role server using secure cookies and smart
certificates [20, 21, 22]. Recently, we introduced an approach of role-based user-
profile analysis for scalable and accurate insider-anomaly detection [23, 24].

3 Fine-Grained Access Control

We could enhance the scalability in access control simply by increasing control
granularity. For instance, if there are many resources (e.g., files where each file
includes multiple fields), a file-level security mechanism is more scalable than a
field-level security mechanism. However, the file-level security mechanism is too
coarse when we need different security services for different fields in the same file.
Typically, an intelligence application deals with a wide variety of contents. Some
of these contents might have multiple sub-contents or fields and require different
levels of access control to all or part of the fields in the contents. However, the
control granularity in most of the conventional access control mechanisms is
at the file level (e.g., entire document). This coarse-grained control mechanism
offers insufficient services for providing fine-grained information protection for
sub-contents or fields within a file.

Technically, for instance, a document such as an XML (Extensible Markup
Language) file can contain both actual contents (e.g., intelligence information)
and their metadata (e.g., support information [25, 26, 27, 28]). The contents and
metadata may also be stored in separate files and linked via URIs (Uniform
Resource Identifiers). In either case, it is imperative to control the contents
as well as metadata with fine granularity, so that we can ensure a user has
access to the only necessary portion in the contents and metadata, avoiding
over-privileges.

For this purpose we could consider cryptographic access control by using field
encryption as done in DBMS and in previous XML work [29, 30]. However, this
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approach may not be scalable in a large application because each field has to be
encrypted and decrypted by the corresponding key and the entire document that
contains multiple fields encrypted by different keys is transferred to the users
even if they need access to only particular fields in the document. Basically, a
user can obtain the entire document and can decrypt some of those fields in the
document based on the keys that the user has. Therefore, this approach allows
malicious insiders to collect more information to break the unauthorized fields
because it transfers the unnecessary fields that are encrypted for other users. It
also increases the complexity with key management.

Without fine granularity, it is hard to provide to users the least-privilege
principal, a fundamental approach to make a system more secure, but we should
not ignore scalability. Therefore, we need fine-grained access control mechanisms
that are still scalable in a large application.

4 Active Access Control (AAC)

Most of the currently available access control mechanisms make decisions on pre-
defined sets of rules. They typically use a static mechanism and are known for
their non-changeable, one-time decision-making capability. Once a set of privi-
leges is assigned to a user, the user can typically utilize those privileges in another
context for any purpose desired. The user’s context change is not considered.
Once a user is authenticated, that user is allowed to use his or her privileges
in different contexts until log-out. For example, if a user, Alice, is assigned to
an administrative role, and she needs non-administrative job activities such as
Web searching for her own purpose, her administrative role in this case should
be considered to be over-privileged, which allows her to abuse her privileges in-
tentionally or unintentionally. Actually, this kind of privilege abuse is a serious
insider threat in sensitive organizations. Furthermore, conventional access con-
trol approaches do not consider the user’s current computing environment, but
simply make an access control decision based on the high-level policy.

However, what if the users current operational environment is not secure
enough to fulfill some of the assigned privileges? For instance, if a user is using
a wireless connection in a public cafeteria, that user should not be allowed to
use sensitive administrative privileges (although those privileges are assigned by
the organizational policy), while allowed to use those sensitive privileges if she is
using a secure connection in her office. To solve this kind of problem, we should
provide continuous and dynamic access control beyond the initial access control
decision. We call it active access control.

While some research efforts do address access control mechanisms for dynamic
computing environments, they are still relatively static, compared with our re-
quirement. Furthermore, most of them are identity-based approaches that are
not scalable for a large, distributed system. To provide active access control we
should consider not only the static attributes but also the dynamic attributes of
the users and the current computing environments, which can change even in the
same session, such as the current location. Furthermore, we should also define
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the priority order of those attributes that varies in different organizations and
systems. The weight reflects the importance of the attribute. For instance, the
Location attribute can be the most important attribute in one application for
its access control decision, while the Time attribute may be the most important
attribute in another application.

5 Conclusions

In this paper we analyzed the requirements in conventional access control mecha-
nisms for preventing insider threats, with respect to scalability, granularity, and
context-awareness. For each requirement we discussed related problems, tech-
niques, and basic approaches to the corresponding countermeasures. Detailed
solutions and implementations are not described in this paper.
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Abstract. Venn Diagrams are used to depict relationships between sub-
sets of a set of items. In this paper we will discuss the methods we use
to render these Diagrams on a plane. Algorithms to both place members
of subsets and render the curves of the Diagram will be presented. We
close with discussion of results and application to chatroom conversation
analysis.

1 Introduction

The Venn Diagram is an esoteric member of the field of mathematics. While
elementary education covers them to teach relationships and most mathematics
professors will accept the diagrams as acceptable answers in courses based on
set and/or probability theory, very few people have ever seen or contemplated
a diagram of 5 curves or more. In fact, only recently has the largest symmetric
Diagram known, with 11 curves, been constructed. Our intention in this paper
is to use computer science techniques used to construct displays to understand
Venn Diagrams for further study.

1.1 Definition of a Venn Diagram

Grunbaum[6] defined a Venn Diagram by first defining an independent family.

Let C = C1, C2, . . . , Cn be a collection of simple closed curves drawn
in the plane. We say the collection C is an independent family if the
intersection of X = X1, X2, . . . , Xn is nonempty where Xi is either the
interior of Ci or the exterior of Ci. If each intersection is connected and
| X | is finite then we can say C is a Venn Diagram.

Ruskey[10] points out that the limit on | X | is usually assumed in literature but
rarely explicitly specified. An n-Venn Diagram is a Venn Diagram with n =| C |.
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1.2 Exploration of Current Research

Current research has been worked on extending Venn Diagrams to larger Dia-
grams. Winkler[11] conjectured that every simple n-Venn Diagram is extendible
to a simple n + 1 Diagram. Grunbaum[7] modified this to apply to all n-Venn
Diagrams, and Chilakimarri, Hamburger, and Pippert[2][3] proved this right and
theorized that Venn Diagrams are currently extendible only if the Planar Rad-
ual Graph of the Diagram is Hamiltonian. Hamburger[8] is credited with being
the first to construct the first symmetric 11-Venn Diagram. An extremely good
summary of research in this area was written by Ruskey[10].

Fig. 1. 3-Venn Diagram by the Force-Directed Algorithm

2 Visualization

In order to represent the diagram, we had to evaluate what properties of the
diagram to highlight and how we would represent these using current computer
graphics methods. Typically, mathematics has addressed Venn Diagrams by their
curves only and not the underlying theory that the entire space of the Venn
Graph V (F ) represents a set of elements and the relationships between selected
subsets of that set. We decided to counter current research and highlight this
almost exclusively as it serves as an easier method for understanding what a
Venn Diagram essentially is. As a result, we were faced with discussing methods
for representing elements in the Graph both as nodes in a graph G(V, E) and
members in a Set S with selected subsets.

2.1 Node and Subset Representation

Upon reflection, we decided that each element in the Graph must be represented as
a node that can be manipulated in the plane on which we are drawing our diagram.
We describe the algorithms to place the nodes in this manner later in the paper.

To represent a subset, we determined the upper right and lower left corner of
the entire subset coverage area based on the locations of the nodes in the subset
and found the center of the line connecting these two corners. Using a radius
equal to half the distance of this diagonal plus a few coordinates for error, we
ended up with a properly placed curve.

The dynamic creation of Ellipse drawing and rendering was based upon a Bre-
senham algorithm [9] that rendered an Ellipse with the major axis oriented along
the x-axis and the minor axis oriented along the y-axis. This allows us to render
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the ellipse properly, but we must rotate the shape to properly fit all nodes that
we are encompassing. We decided to use the node that was furthest from the mid-
point, or center, of the nodes in the set we were rendering. Since that node most
likely defined a, we can attempt to rotate the point (0, a) to the node’s location
and get a good fit for the ellipse. We determined the angle of rotation by:

θ = π + arctan
ny − cy

nx − cx

where n is the node, c is the center of the ellipse of set S, and nεS.

2.2 Intersection Checking

We use a property first noted by Chilakimarri, Hamburger, and Pippert[3] to
check whether or not a Venn Diagram has the proper number of subsets. In their
paper, they theorized that since a Venn Diagram V (F ) is a planar graph, then
Euler’s equation V −E +F = 2 holds for V (F ). They then take it a step further
to derive that V = 2n−2 for all V (F ). Here, if we have a set C that contains all
curves in V (F ), then n =| C |. It is important to point out here that in a Venn
Diagram, the set V does not refer to the nodes that we have been discussing but
instead represents all intersections that may exist for a graph. So, we now know
that V (F ) should have 2n − 2 intersections to be valid.

2.3 Subset Manipulation

We have found through our research that it is possible to specify input to our
algorithms that may not coincide with the traditional set elements of an n-Venn
Diagram. The 4-Venn Diagram is an excellent example of this problem. This
Diagram is known as the smallest Diagram without an existing simple Venn
Diagram. In fact, due to the rule [10] that specifies that simple Venn Diagrams
exist only when n is prime, there will never be a simple 4-Venn Diagram. Only
2 possible 4-Venn Diagrams are really known to exist [7].

Figure 2 is the most recent attempt at a 4-Venn Diagram. This implemen-
tation uses an ellipse to create one of the diagrams specified by Grunbaum [7].

Fig. 2. 4-Venn Diagram attempt
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Because the ellipse is used in place of one of the squares, it should be possible to
achieve all of the necessary intersections. However, the placement of the ellipse
is quite precise and as yet it has not been possible to render it properly. While
it is now possible to achieve all of the necessary intersections of 2 subsets, it is
challenging to ensure all intersections of 3 subsets are present as well.

3 Algorithms

We must discuss the various algorithms used in our research. The Force Directed
algorithm is established as a very good approach to drawing a graph of vertices.
The Weighted-Distance Algorithm attempts to use a different method to place
nodes in the proper subsets.

The Force-Directed algorithm, first proposed by Fruchterman and Reingold[5],
creates a physical simulation that moves nodes around our painting canvas until
the algorithm has finished. It uses a temperature value to control the movement
of individual nodes. The temperature function used in our implementation is

Temperature =

(
L
2D

1 + et− 8
5

)

where D is the arbitrary area constant, t is the current iteration count and
L = D∗ | S | where S is the set of all nodes. D is manipulated by the user
to test out different values, but a typical default that we used in testing was
20. Our implementation gained these values from research done by Erlingsson
and Krishnamoorthy[4]. The algorithm is also notorious for a complexity O(n2)
derived from the fact that each node repels every other node in each iteration.

The Weighted-Distance algorithm attempts to place nodes on a grid rather
than through a graph and allow for a more reliable creation of an accurate Venn
Diagram. The algorithm allows each node to determine the grid distance from
every other node and then one of the nine squares in its immediate area to move
to (including staying in place). The algorithm uses a weight that is placed on
each possible move as follows:

Weight = (Cb ∗ db
Eb) + (Cg ∗ dg

Eg)

where the C is a constant, E is an exponent, d is the total distance for each type
of node, b refers to ”bad” nodes (they don’t share a subset with the current
node), and g refers to ”good” nodes (they share a subset with the current node).
When finished, the node then chooses the move with the smallest weight.

There are a few points that we can use to compare the two algorithms. The
Force Directed node requires a force calculation between every node, whereas
the Weighted Distance algorithm only calculates a Euclidean distance between
these nodes. Since distance is much easier to calculate (and may not change be-
tween iterations), this benefits the Weighted Distance approach. Also, Weighted
Distance limits the range of movement that a node can have in one iteration,
while the Force Directed implementation sums up all forces and moves the node
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once all calculations are finished. Finally, neither algorithm has a set termination
point. This is to be determined by the implementation.

4 Application to Chatroom Analysis

In coordination with Acar[1], we have been attempting to recently take chatroom
conversation analysis and visualize it as a Venn Diagram. While most of the data
we have used so far has not been cleaned by the chatroom tensors, we believe
that our representations have painted an accurate picture of the range of subjects
that may occur in a chatroom and how the subjects relate to each other.

4.1 Collection of Data

The collection of the conversations that were used for this operation were outside
of the research performed by Acar[1]. The methods used were similar to previous
research, however no automation was involved. Manual collection was conducted
because the data was only needed for visualization testing and it was felt this
method was sufficient to satisfy those needs.

Once data was collected from the chatroom, it was entered into an XML file
format that helped maintain the data in a universal format. This file basically
treated the group of chatroom participants as the global set for the Venn Dia-
gram. The conversation topics were the subsets and each user who spoke about
that topic was considered a subset element. This allowed the depiction of how
different groups interacted and exactly who was talking to whom about what.

4.2 Discussion of Findings

Several interesting results were depicted by the diagrams that were rendered
using the chatroom conversations. An interesting phenomenon was the presence
of sub-conversations. These conversations occur when a group of people are
talking about one thing and then two or more people in this group talk to
themselves about something different. There are two things we could possibly
deduce from this. Either the sub-conversants are changing the topic and someone
did not follow along or possibly the conversants are debating something related
to the larger topic at hand.

In Fig. 3, there are specific separations in the conversations that are present.
The fact that there are no less than three groups of people talking shows that
there was a disjunction in the subject matter. It should be noted that the example
has nodes that are not necessarily taking part in any conversation except their
own. Usually these people are those who ask questions that aren’t answered.
However, we shouldn’t rule these people out of the dynamic altogether. For
instance, if a network of automated clients are sitting in a room waiting for an
order, a human being might join the room, say something, and then leave and
the let the automated clients do their work. These clients sometimes say things
so that it looks as though the chatroom is legitimate, but upon closer reflection
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Fig. 3. Chatroom visualization example

it is easy to see that the conversation is irrelevant. So, we shouldn’t ignore these
singletons just because no one is talking to them. They could be giving a signal
and the concentration of conversations could be used as a distraction from this.

5 Conclusion

We have presented a framework for the automatic generation of Venn Diagrams
based on set relationships. Further analysis of our algorithms will find that they
are quite flexible to the given problem and, with a little more work, will reliably
generate the necessary graphs. The general goal here is to produce diagrams
with little or no background in the mathematics that direct them.

The Venn Diagram is unique as a visualization tool for explaining relationships
between sets of data. Investigation into dynamic creation of these diagrams can
help more effectively use them to express our data in methods that catch the at-
tention of the viewer. While they may not be the best in all situations, when the
emphasis of relationships in data is necessary there are few tools that can quickly
and aesthetically support findings and provide insight like the Venn Diagram.
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Abstract. This paper aims to develop a new statistical measure to identify  
significant correlations among multiple events with spatial and temporal com-
ponents. This new measure, ( , )K r t , is defined by adding the temporal dimen-

sion to Ripley’s ( )K r  function. Empirical studies show that the use of 

( , )K r t  can lead to a more discriminating and flexible spatial-temporal data 

analysis framework. This measure also helps identify the causal events whose 
occurrences induce those of other events.  

1   Introduction 

Spatial-temporal data analysis plays an important role in many security informatics ap-
plications. Current practices in analyzing data with spatial and temporal components fo-
cus on one type of data event [1, 2]. In this paper, we aim to develop an analysis ap-
proach that can assess spatial-temporal correlations among multiple data streams.  

One of the widely adopted concepts for correlation analysis is Ripley’s ( )K r  func-

tion which focuses mostly on spatial data [3, 4]. In order to analyze datasets with both 
spatial and temporal components, we extend ( )K r  by adding a temporal parameter t. 

Through a case study based on a real-world infectious disease dataset, we conclude 
that this extended spatial-temporal definition ( , )K r t  provides more discriminating 

power than ( )K r  function. In addition, this extended definition can be used to dis-

cover causal events whose occurrences induce those of other events.  
The remainder of this paper is structured as follows. In Section 2 we introduce 
( )K r  and ( , )K r t  functions. Section 3 summarizes an empirical study to evaluate 

( , )K r t . We conclude in Section 4 by reviewing our findings and proposing potential 

avenues of future research. 

2   Ripley’s ( )K r  Function and Its Spatial-Temporal Extension 

In the area of spatial-temporal data analysis, data observations may belong to one or 
multiple events. Auto-correlation analysis considers one event while cross-correlation 
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analyzes the relationship across two events [4]. Our research is focused on the analy-
sis of spatial-temporal cross-correlations. In this section, we first introduce Ripley’s 

( )K r  function and then present its spatial-temporal extension.  

2.1   Ripley’s ( )K r  Function 

Ripley’s ( )K r  function is mainly used to describe the correlation between two com-

pletely mapped spatial point processes in a predefined study area. Applications in-
clude spatial patterns of trees [5], bird nests [6], and disease cases [7]. Various theo-
retical aspects of ( )K r  are extensively discussed in books by Ripley [4], and Dixon 

[8]. Specifically, Ripley’s ( )K r function is given as 

1( ) [Number of Event observations within distance

of a randomly chosen Event observation]

K r E j rij j
i

λ−=
              (1) 

[3], where jλ  is the density of event j. The higher the ( )K r  value, the stronger the 

correlation is. When ji = , the value of ( )K r  indicates the auto-correlative magni-

tude.  
While ( )K r  function has been proven effective in discovering spatial cross-

correlations, it does not include the temporal component. By ignoring temporal  
effects, ( )K r  function has two effects that may lead to wrong conclusions. The first 

effect is what we refer to as the “aggregate effect” which may overlook significant 
correlations. A typical correlated scenario in infectious disease informatics is that a 
disease observation has an effect to trigger other observations in a short period of 
time. As time progresses, such effect deceases in intensity and disappears eventually. 
The average intensity over the entire time span is “diluted” by the absence of observa-
tions at other time periods. As a result, the estimated value of ( )K r  may not be high 

enough to signify  a significant correlation.  
The second effect, the “backward shadow effect”, may falsely signal meaningless 

correlations. For a given observation im , we assume that there are many observations 

in the neighborhood prior to the time of im , and few after im . Since ( )K r  does not 

differentiate the observations occurred before or after the time of im , the abundance 

of previously-occurred observations will shadow the absence of observations after the 

time of im . As a result, a significant correlation is identified. Note that this conclu-

sion is not necessarily meaningful because the correlation is built on the assumption 
that previous observations can be affected by an observation occurred later.  

2.2   ( , )K r t  Function with Temporal Considerations 

To analyze spatial-temporal correlation, we propose a new measure ( , )K r t  that ex-

tends Ripley’s ( )K r  function by explicitly taking into consideration the occurring 

times of observations. We intend to reduce the aggregate effect by eliminating the  
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observations that satisfy the spatial restriction but occur at far-apart time periods. De-
pending on whether or not allowing the assumption that previous observations can be 
affected by observations occurred later, we can choose to eliminate the backward 
shadow effect. Two-tail time effect considers observations occurred both before and 
after the time of the interest. The one-tail time effect considers the observations after 
a certain time. Equations (2) and (3) show the unbiased estimations of the one- and 
two-tail ( , )K r t , respectively. 

 
1

( , ) ( 0 ),( , )ij w i j I d r and t t tm n i j j im n n mATi j i jm n

K r t
λ λ

< ≤ − <=               (2) 

 
1

( , ) ( ),( , ) w i j I d r and t t t tm n i j j im n n mATi j i jm n

K r tij
λ λ

< − < − <=             (3) 

In the above estimations, r and t are independent variables representing the dis-
tance and time window respectively; A is the study area; T is the entire time span of 

the observations; im  is the m-th observation of event i; jλ  is the number of observa-

tions of event  /j AT ; ,di jm n
 is the distance between im  and nj ; t jn

 is the occur-

ring time of nj ; ( )I x  is an indicator variable whose value is 1 when x is true and 0 

otherwise; and ( , )w i jm n  takes into account of the edge effect [3].  

We observe that ( , )ijK r t  is a monotonically increasing function with respected to 

the radius r and time t. The minimum of the function value is 0 and the maximum is 
the product of the study area A and time span T. When the time window t  is set to be 
greater than the time span T, the two-tailed ( , )K r t  provides no more restriction than 

( )K r  and the ratio between their values given the same r  differs by a constant T.  

3   A Case Study Using an Infectious Disease Dataset 

We evaluate ( , )K r t  function using a real-world dataset from infectious disease in-

formatics. We intend to evaluate whether and to what extent ( , )K r t  is able to reveal 

detailed correlative relationships among spatial-temporal data events and how it is dif-
ferent from ( )K r function for analysis purposes. Furthermore, by manipulating the 

one-tail time effect, we intend to study how ( , )K r t  can help discover the causal 

events whose occurrences induce those of other events.  

3.1   Dataset and Data Analysis Procedure 

The dataset is from the dead bird reporting and mosquito surveillance system in Los 
Angeles County, California, with a time span of 162 days from May to September, 
2004. There are four types of events in total, namely, Dead birds with Positive results 
on West Nile Virus (WNV) detection, Mosquitoes with Positive WNV detection, 
Mosquitoes with Negative WNV detection, and Mosquito Treatments performed by 
public health clerks. We denote them as DBP, MosP, MosN, and MosTr, respectively.  
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After identifying the area and the time span of the dataset, we chose multiple com-
binations of r and t to perform our analysis. The values of r are represented by the 
percentage of the average of the length and the width of the study area. 

To evaluate the cross-correlation between two events without the impact of auto-

correlations of each event, we compute ( , ) ( , )K r t K r tij jj−  [6] . We then employ 

random labeling simulation 200 times to evaluate the correlation significance [8]. 
Specifically, we combine the observations of event i and j, then randomly assign 
event type to every observation without changing the number of observations that 

each event originally has. If the value of ( , ) ( , )K r t K r tij jj−  calculated from real 

data is higher than 195 values (97.5%) calculated from random labeling simulations, 
we conclude that events i and j are significantly correlated under such r and t, and that 
event type i is the causal event whose occurrences induce those of event type j.  

The ( )K r  function is also computed following the similar procedure as a base line 

to ( , )K r t . Although we have tested both one- and two-tail time effects, we only re-

port the results using one-tail time effect. 

3.2   Results and Discussions 

To compare ( , )K r t  and ( )K r , we are particularly interested in the effects of time restric-

tions. (Other effects are left for future discussion.) We summarize our findings below.  

1) We observe that as t increases, more event pairs are found to be significantly 
correlated. When t is set to be 6 days or less, no significant correlations are discov-
ered. When t equals 9 days and r is larger than 26.25%, there appears the first corre-
lated event pair, MosTr-MosN. Specifically, MosTr is the causal event that induces 
MosN. When we set t to 30 days, DbP-MosN is found to be correlated. When t is set 
to be 60 days or greater, two more pairs are found: MosTr-MosP and DbP-MosP. 
That is, MosTr and DbP induce MosN and MosP.  

2) More importantly, when comparing the results obtained by ( , )K r t  and ( )K r , 

we observe that those two methods provide different correlated event pairs. ( )K r  ig-

nores the time restriction and shows four pairs of events with high correlations. Those 
four pairs are: MosTr-MosN, DbP-MosN, MosTr-MosP, and MosTr-DbP. When 
compared with the four pairs found by ( , )K r t  with t greater than 60 days, the differ-

ence is that ( )K r  reports MosTr-DbP and does not report DbP-MosP. As shown in 

Figures 1(a) - (d), these differences between the results of ( , )K r t  and ( )K r  are sub-

stantial and meaningful, especially for MosTr-DbP. This is due to the backward 
shadow effect. The reason why ( )K r  does not report DbP-MosP is because of the 

aggregate effect.  

The difference between ( , )K r t  and ( )K r  demonstrates that in many cases ( )K r  

function is a measure that may be exceedingly aggregated to reveal the nature of de-
tailed correlations. The time restriction is necessary to explore the real correlative  
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Fig. 1. Selected analysis results based on the dead bird and mosquito surveillance dataset. All 

x-axes are radius; all y-axes are ( , ) ( , )K r t K r tij jj− . The cone shape bands are formed by 2.5% 

and 97.5% quantiles estimated from 200 random labeling simulations. 

relationships among events. ( , )K r t  excludes the backward shadow effect if t is set to 

be one-tailed. It will also reduce the aggregate effect if t is set to be more restrictive. 

4   Conclusions and Future Research 

Spatial-temporal data analysis presents a key challenge in many security informatics 
related applications. The identification of significant correlative relations among multi-
ple data events with spatial and temporal components is of great importance to security 
informatics practitioners. This paper introduces a new measure, ( , )K r t , extending 

Ripley’s ( )K r  function, a commonly used spatial correlation analysis measure. The 

new measure is evaluated using a public health dataset. The result indicates that the 
proposed new measure is more discriminating when compared to Ripley’s ( )K r  

function and provides the ability to identify the causal events. The additional restric-
tion of the time window also provides the users with the flexibility to choose the suit-
able aggregation level to reveal specific correlations.  

Our future research is targeted at deriving analytical properties of the ( , )K r t  func-

tion, conducting a more comprehensive empirical evaluation, and reducing the com-
putational effort associated with the ( , )K r t  calculations. 
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Abstract. There are some viruses and bacteria that have been identified as 
bioterrorism weapons. However, there are a lot other viruses and bacteria that 
can be potential bioterrorism weapons. A system that can automatically sug-
gest potential bioterrorism weapons will help laypeople to discover these sus-
picious viruses and bacteria.  In this paper we apply instance-based learning 
& text mining approach to identify candidate viruses and bacteria as potential 
bio-terrorism weapons from biomedical literature. We first take text mining 
approach to identify topical terms of existed viruses (bacteria) from PubMed 
separately. Then, we use the term lists as instances to build matrices with the 
remaining viruses (bacteria) to discover how much the term lists describe the 
remaining viruses (bacteria). Next, we build a algorithm to rank all remaining 
viruses (bacteria). We suspect that the higher the ranking of the virus (bacte-
rium) is, the more suspicious they will be potential bio-terrorism weapon. Our 
findings are intended as a guide to the virus and bacterium literature to sup-
port further studies that might then lead to appropriate defense and public 
health measures.  

1   Introduction 

Terrorist attack concerns many people in the world. Biological agent is one of five 
categories of terrorist weapons. For certain biological agents, the potential for devas-
tating casualties is very high. The anthrax mail attack in October, 2001 terrorism 
caused 23 cases of anthrax-related illness and 5 deaths. Due to the widespread avail-
ability of agents, widespread knowledge of production methodologies, and potential 
dissemination devices, bioterrorism can be very cute for now and future. Because it is 
very difficult for laypeople diagnose and recognize most of the diseases caused by 
biological weapons, we need surveillance systems to keep an eye on potential uses of 
such biological weapons [1]. In this paper, we propose an instance based learning 
method to discover biological agents as potential Bioterrorism Weapons (BW). 
                                                           
∗ This work is supported partially by the NSF Career grant IIS 0448023 and NSF 0514679 and 

PA Dept of Health Tobacco Formula Grants. 
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Before discovering potential BW, it’s reasonable to study the characteristics of bio-
logical agents identified by human experts as BW. Some human experts have general-
ized some criteria for identifying virus and bacteria. The more detail is in section 3. 
However, it’s hard for human being to map all the viruses and bacteria one by one to 
these criteria. Moreover, the list is compiled manually, requiring extensive specialized 
human resources and time. Because the biological agents such as viruses are evolving 
through mutations, biological or chemical change, some biological substances have 
the potential to turn into deadly virus through chemical/genetic/biological reaction, 
there should be an automatic approach to keep track of existing suspicious viruses and 
to discover new viruses as potential weapons. We expect that it would be very useful 
to identify those biological substances and take precaution actions or measurements. 
For better studying the characteristics of existed biological agents as BW, we use a 
text mining approach to extract topical MeSH terms from them. This is an exhaustive 
approach, so we believe that the topical MeSH terms we extract are very representa-
tive of the particular BW collection. Then, we use this discovered terms to build a 
term biological agent matrix from which we check how much these terms can be 
topical terms for the remaining biological agents. Later, we use the combination of 
these terms to rank each remaining biological agent. In the end, we get a top ranked 
term list that can be used as key words for human experts to examine the remaining 
biological agents. The most important is that we generate a biological agent as poten-
tial BW ranked by the extracted terms from the existed biological agents. We suspect 
that the higher rank the biological agent, the more it can become potential BW. 

2   Related Works 

The problem of mining implicit knowledge/information from biomedical literature 
was exemplified by Dr. Swanson’s pioneering work on Raynaud disease/fish-oil dis-
covery in 1986 [5]. Back then, the Raynaud disease had no known cause or cure, and 
the goal of his literature-based discovery was to uncover novel suggestions for how 
Raynaud disease might be caused, and how it might be treated. He found from bio-
medical literature that Raynaud disease is a peripheral circulatory disorder aggravated 
by high platelet aggregation, high blood viscosity and vasoconstriction. In another 
separate set of literature on fish oils, he found out the ingestion of fish oil can reduce 
these phenomena. But no single article from both sets in the biomedical literature 
mentions Raynaud and fish oil together in 1986.  Putting these two separate literatures 
together, Swanson hypothesized that fish oil may be beneficial to people suffering 
from Raynaud disease [5] [6]. This novel hypothesis was later clinically confirmed by 
DiGiacomo in 1989 [2]. Later on [4] Dr. Swanson extended his methods to search 
literature for potential virus. But the biggest limitation of his methods is that, only 3 
properties/criteria of a virus are used as search key word and the semantic information 
is ignored in the search procedure. In this paper, we present a novel biomedical litera-
ture mining algorithms based on this philosophy with significant extensions. Our 
objective is to extend the existing known virus list compiled by CDC or bacterium 
recognized by domain experts as BTW to other viruses/ bacteria that might have simi-
lar characteristics. We thus hypothesize that viruses/bacteria that have been re-
searched with respect to the characteristics possessed by existing viruses are leading 
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candidates for extending the virus/bacterium lists. Our findings are intended as a 
guide to the according literature to support further studies that might then lead to 
appropriate defense and public health measures.  

3   Background of Virus and Bacterium 

Before initiating suspicious viruses and bacteria mining systems, we should identify 
what biological agents could be used as biological weapons. 

3.1   Virus 

Geissler identified and summarized 13 criteria (shown in Table 1) to identify biological 
warfare agents as viruses [3]. Based on the criteria, he compiled 21 viruses. Figure 1 
lists the 21 virus names in MeSH terms. The viruses in Figure 1 meet some of the 
criteria described in Table 1.  

 Hemorrhagic Fever Virus, Crimean-
Congo 
 Lymphocytic choriomeningitis virus 
 Encephalitis Virus, Venezuelan Equine 
 Encephalitis Virus, Western Equine 

 Encephalitis Virus, Eastern 
Equine 
 Encephalitis Virus, Japanese 
 Encephalitis Viruses, Tick-Borne 
 Encephalitis Virus, St. Louis 

 Arenaviruses, New World 
 Marburg-like Viruses 
 Rift Valley fever virus 
 Yellow fever virus 

 Chikungunya virus 
 Dengue Virus 
 Ebola-like Viruses 
 Hantaan virus 

 Hepatitis A virus 
 Orthomyxoviridae 
 Junin virus 
 Lassa virus 
 Variola virus 

Fig. 1. Geissler’s 21 Viruses 

Based on the criteria, government agencies such as CDC and the Department of 
Homeland Security compile and monitor viruses which are known to be dangerous in 
bio-terrorism.  

3.2   Bacterium 

There are known 13 bacteria that can cause deadly disease. For example, anthrax is an 
acute infectious disease caused by the spore-forming bacterium Bacillus anthracis. An-
thrax most commonly occurs in wild and domestic lower vertebrates (cattle, sheep, goats, 
camels, antelopes, and other herbivores), but it can also occur in humans when they are 
exposed to infected animals or to tissue from infected animals or when anthrax spores are 
used as a bioterrorist weapon.  Q fever is a zoonotic disease caused by Coxiella burnetii, 
a species of bacteria that is distributed globally. Coxiella burnetii is a highly infectious 
agent that is rather resistant to heat and drying. It can become airborne and inhaled by 
humans. A single C. burnetii organism may cause disease in a susceptible person.  This 
agent could be developed for use in biological warfare and is considered a potential ter-
rorist threat. For other deadly diseases caused by bacteria, please refer table 1.  
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Table 1. Bacteria used in biological warfare 

Bacteria name (caused disease) Bacteria name (caused disease) 
Bacillus anthracis (authrax) Francisella tularensis (tularemia) 
Clostridium botulinum (botulism) Burkholderia mallei, Burkholderia pseu-

domallei (glanders) 
Brucella melitensis, Brucella abortus, 
Brucella suis (brucellosis) 

Coxiella burnetti (Q fever) 

Vibrio cholerae (cholera) Salmonella (Salmonellosis, typhoid fever) 
Yersinia pestis (plague) Shigella dysenteriae (shigellosis) 

4   Method 

MedMeSH Summarizer [8] summarizes a group of genes by filtering the biomedical 
literature and assigning relevant keywords describing the functionality of a group of 
genes. Each Gene cluster contains N genes, while each gene has a set of terms associ-
ated with it. A co-occurrence matrix is thus built, with number of citations associated 
with the gene and containing the mesh term as the cell value. Based on this matrix and 
some statistical information, they made overall relevance ranking for all the terms 
describing the topic of certain cluster of genes. There are 630 bacteria defined in 
PubMed database. We found it quite reasonable to extract topical terms for known 13 
bacteria and then use these terms to look for suspicious remaining bacteria.  

 Normalized Term Bacterium Matrix 

)10()/(
~

1 ≤≤= = αα
ij

M
iijij FFf                                   

where Fij is a term by bacteria matrix. It means that how many PUBMED documents 
retrieved by bacterium j contains term i. 

 Relevance Ranking

1. Cluster Topics (Major): Terms occur in most bacteria with high frequency. Cri-

terion R1: Rank the MeSH terms by decreasing order of the means jµ .  

2. Cluster Topics (Minor): Terms occur in most bacteria with low frequency.  
Compute −= = Nf iij

N
ji /))

~
(( 2

1 µσ . Criterion R2: Rank the MeSH terms by de-

creasing order of the ratios ij σµ / ’s. 

3. Particular Topics: Terms occur in a few bacteria with high frequency. Criterion 

R3: Rank the MeSH terms by decreasing order of the ratios ji µσ /2  ’s.  

4. Each MeSH term in  is ranked based on each of the above three criteria. The 
terms were then given an overall relevance rank R where: 

321 )2/)1(()2/)1(( RwRwwRR −+−+=                                 

The weight parameter in formula   has been assigned so that the major topics 
are given weight w being the most important set of terms in providing a  
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summary of the cluster. The remaining weight 1 − w is divided equally be-
tween the minor topics and the particular topics. In our system, w is set to 0.5 
because we look for more topical terms of the whole bacteria cluster. 

 Procedure of Algorithm 

1. Submit query “bacteria name [major]” to the pubmed and download Mesh term 
after applying stop word list for each biological agent. We download docu-
ments of 13 existing bacteria. Our stop word list is composed of MeSH terms 
extracted from PubMed documents (1994-2004) by their overall usage. For ex-
ample, some MeSH term without biomedical meaning is used very frequently 
such as “Government Supported”.  

2. Build a normalized matrix ( ) of terms by bacterium (13 bacteria).  
3. Rank all the terms according to formula  and pick top k terms.  
4. Download the documents of the remaining 617 bacteria. And use terms above 

to build a matrix of terms by bacteria (617 bacteria) ( ).  

5. Let the rank value of term be iR . We use formula ×= = iij
M
i

B RfR
~

1 to rank 

each bacterium.  

5   Experimental Results 

We apply our method to two data sets: viruses and bacteria. As for space, we only list 

the result of bacteria. Table 2 displays the top ranked bacteria by BR  criteria.  

Table 2. Ranked bacterium 

 Top 1-10  weight  Top 11-20  weight 
1 Clostridium tetani� 38.8 11 Brucellaceae� 23.68
2 Erysipelothrix� 36.96 12Campylobacter fetus� 22.74
3 Coxiellaceae� 31.57 13Yersinia enterocolitica� 21.95
4 Sarcina� 31.27 14Bacillus thuringiensis� 21.24
5 Yersinia pseudotuberculosis 28.16 15 Pediococcus� 21.2
6 Atypical Bacterial � 26.41 16Mycobacterium bovis� 20.36
7 Corynebacterium diphtheriae 26.22 17 Proteus vulgaris� 20.23
8 Photobacterium� 26.13 18Haemophilus influenzae-b� 19.89
9 Brucella� 24.9 19 Nocardia asteroides� 19.88
10 Haemophilus ducreyi� 24.69 20Bacillus megaterium� 19.69

6   Potential Significance for Public Health and Homeland Security 

This work is critical to public health and homeland security. Our nation is spending 
alone this year just in disbursements to states, terrorities and local health over a billion 
dollars to prepare for terrorism including such efforts as building public health capacity, 
disease surveillance and laboratory notification. [9] However, without the ability to 
prioritize these resources which have improved public health capacity and laboratory 
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capacity we cannot further improve both national and international preparedness efforts 
[10]. In 1999 the Department of Defense was involved in building a directory of known 
emerging infectious diseases and laboratory tests worldwide and identified approxi-
mately 40 high threat agents for bio-terrorism including many of the hemorrhagic 
viruses [11]. However since that time we have had the emergence of SARS, Avian Flu 
virus and many other threats to the public health. We must be prepared and without 
continued work such as this to identify additional threats, the preparedness efforts may 
fall short. 
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Abstract. Bio-terror events are accompanied by severe uncertainty:
great disparity between the best available data and models, and the ac-
tual course of events. We model this uncertainty with non-probabilistic
information-gap models of uncertainty. This paper focuses on info-gaps
in epidemiological models, in particular, info-gaps in the rate of infec-
tion. robustness to uncertainty is defined as a function of the required
critical morbidity resulting from the attack. We show how preferences
among available interventions are deduced from the robustness function.
We demonstrate the irrevocable trade-off between robustness and de-
manded performance, and show that best-estimated performance has
zero robustness. Finally, we present a theorem concerning the reversal
of preferences between available interventions, and illustrate it with a
numerical example.

1 Introduction and Motivation

The constant threat of bio-terror attacks on civilian populations in recent years
has emphasized the importance of mathematical models as policy planning tools
[1] – [5]. Due to the paucity of accurate scientific knowledge about the mech-
anisms underlying the dynamics of bio-terror events, attempts to model them
will inevitably include a wide range of hypothetical premises and assumptions
about the unknown. A careful decision maker should therefore treat results that
are provided by conventional mathematical models skeptically, keeping in mind
that no model accurately reflects unknown future occurrences, even more so due
to the severe lack of reliable information.

When developing models to support a decision process, the uncertainties —
the information gaps — should be carefully identified and incorporated into
the models. The aim of this paper is to present a new methodology, info-gap
decision theory, in mathematical modeling of highly uncertain phenomena, such
as the aftermath of a bio-terror attack. Info-gap theory provides a new option-
ranking criterion that allows the decision makers to evaluate the robustness of

S. Mehrotra et al. (Eds.): ISI 2006, LNCS 3975, pp. 554–559, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



An Info-Gap Approach to Policy Selection for Bio-terror Response 555

their decisions to uncertainty, and also to assess the possibility of better than
anticipated outcomes that the uncertainty may favor us with.

Probabilistic and statistical tools are suitable when the underlying processes
are understood and stable. Info-gap decision theory, on the contrary, is most
useful when decisions of high significance must be made in unique situations of
high uncertainty.

2 Epidemic Model from an Info-Gap Point of View

Info-gap theory was invented and developed to provide decision makers with
analytical tools that help establish preferences and to assess risks and opportu-
nities when there is a severe lack of reliable information [6]. To outline the basic
principles of info-gap theory and its applications in the field of defense against
bioterrorism, we consider a simple epidemic model adopted from [7].

The model represents a spread of some highly infectious but not lethal disease,
assuming that the total population of size N consists of susceptibles, x(t) and
infectives, y(t). Infectives remain in contact with susceptibles for all time t ≥ 0.
Once a susceptible is infected, he becomes an infective and remains in that state.
The susceptibles and infectives mix homogeneously with rate β, and in absence
of intervention, according to this model, all the individuals in the population
eventually become infected (at t = ∞ in equation (3)).

The equations describing the epidemic are:

x(t) + y(t) = N, t ≥ 0 (1)

dy

dt
= βxy = β(N − y)y (2)

were β and N are constant. Solving equation (2) we get:

y(t, β) =
y0N

y0 + (N − y0) exp(−βNt)
(3)

were yo is the initial size of infected population at the beginning of the event,
i.e at time t = 0.

In this simple model we view the β and N as decision parameters, i.e. re-
sponse strategies may be formulated in terms of their influence on β and N . For
example, timely announcement of an event may, for better or worse, affect the
infection rate β. Different quarantine or vaccination policies may regulate the
population size, N . The actual impact of policy interventions on outcomes is
highly uncertain. By defining the notions of robustness of uncertain effects on β
and N , we will establish the preference ranking on the available policies.

3 Modeling the Uncertainty

A wise decision making process not only should rely upon available knowledge,
but also must not ignore the absence of information, as if all we know is all
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there is. Info-gap theory views uncertainty as an unbounded family of nested
sets of all possible events, and supplies a mechanism of incorporating this into
the mathematical models.

To illustrate this we formulate here a simple model of uncertainty in the
pair-wise rate of infection β.

Say we have a conjecture that the nominal pair-wise rate of infection varies
over time in the following manner: It has a constant value, until time ta, at which
the announcement of a terrorist attack in public and other possible preventive
measures take place. As a result the pair-wise rate of infection is expected to
decline, but in an uncertain manner, i.e.:

β̄(t) =

{
β̄ if 0 ≤ t ≤ ta

β̄ + δ̄t else
(4)

and β̄ and δ̄ < 0 are constant. Since the real infection rate β(t) is not known,
we assume that it may differ from the conjectured rate of infection β̄(t), such
that the relative error does not exceed some unknown “horizon” of uncertainty
α ≥ 0. Here α is unbounded in its value, and thus admits all possible relative
errors. The appropriate info-gap model would be an unbounded family of nested
sets:

U(α, β̄(t)) =
{

β(t) :
∣∣∣∣β(t) − β̄(t)

β̄(t)

∣∣∣∣ ≤ α, β(t) > 0
}

, α ≥ 0. (5)

Note that if we take ta = ∞, i.e. we don’t announce the attack, we get that
our conjectured infection rate is constant over time, β̄(t) = β̄.

4 Making Robust Decisions

Perfectly optimal solutions cannot be identified with highly imperfect models.
We suggest looking for robust satisfactory decisions instead of optimal ones.
But what is a robust decision? How does one measure robustness? Info-gap
theory is well equipped to answer these questions. The evaluation of robustness
to uncertainty is done by the means of the robustness function that expresses
the greatest level of uncertainty at which failure cannot occur.

To be more specific, consider the demand that the size of the infected popula-
tion, y(tc, β(t)), at some time tc such that ta < tc, does not exceed some critical
value Yc. Solving equation (2) with β = β(t) and using our nominal function
β̄(t) we may estimate that at time tc infected population size is:

y(tc, β̄(t)) =
y0N

y0 + (N − y0) exp
[−N(β̄tc − δ̄(t2c − t2a)/2)

] (6)

Since the function β̄(t) is most possibly wrong, the result in equation (6) is
hardly reliable and therefore is not a good basis for choosing policy interventions
which influence β̄(t) or N . In the following subsections we introduce the notion
of robustness to uncertainty in β̄(t) by defining and calculating the robustness
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function. Through this example we show how the robustness function enables us
to measure the reliability of policy interventions, make the adequate preferences
and view the unavoidable trade-offs in demands and expectations vs. robustness
to uncertainty.

4.1 Definition and Calculation of the Robustness Function

The robustness to uncertainty in β̄(t) is the greatest horizon of uncertainty α,
up to which all possible functions β(t) satisfy the requirement that at time tc
the infected population size is not greater than Yc:

α̂(Yc, β̄(t)) = max

{
α :

(
max

β(t)∈U(α,β̄(t))
y(tc, β(t))

)
≤ Yc

}
(7)

After some calculations we get:

α̂(Yc, β̄(t)) =


0 , 0 ≤ Yc ≤ y(tc, β̄(t))

1
N(β̄tc−δ̄(t2c−t2a)/2) ln

(
Yc(N−y0)
y0(N−Yc)

)
− 1 , y(tc, β(t)) < Yc < N

∞ , N ≤ Yc

(8)
where ta ≤ tc.

It is easily seen from equation (8) that decreasing ta we increase the value of
robustness function, confirming our intuition that the earlier we intervene the
greater would be our chances that at time tc the size of infected population will
not exceed some critical infection volume Yc.

4.2 Basic Properties and Applications of the Robustness Function

Here we outline the basic properties of robustness function, which are also clearly
seen from the graphs of robustness functions, in Fig. 1:

Substituting Yc = y(tc, β̄(t)) in equation (8) we get

α̂(y(tc, β̄(t)), β̄(t)) = 0 (9)

This means that obtaining morbidity as low as the estimated value, y(tc, β̄(t)),
has no robustness to error in the estimate β̄(t). This result is very natural: since
the parameter β̄(t) is an approximation, and sometimes even a guess, we cannot
expect the prediction y(tc, β̄(t)) to be reliably realized.

The robustness function α̂(Yc, β̄(t)) is increasing as a function of Yc and
limYc→N α̂(Yc, β̄(t)) = ∞. This suggests that in order to gain robustness, one
must accept poorer outcomes, i.e. to be content with higher values of critical
infection Yc. This property expresses the trade-off between demands and ro-
bustness to uncertainty: If high demands (small Yc) are required then only low
robustness (small α̂) can be achieved.
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If we view α̂ at fixed critical infection volume Yc, we can choose strategies that
effect the parameters N, β̄ and ta in such a way that they maximize the robust-
ness function. (Actually this is exactly what we argued in (2) when suggesting
early announcement.)

When we have several strategies that we need to compare we may use the
robustness function to establish the necessary preference. Obviously we would
prefer policies that imply greater robustness to uncertainty. In (4.3) we discuss
in more detail the essence of this preference ranking.

4.3 Crossing of Robustness Curves for Constant β

In this section we will consider the case when the epidemic is not announced,
i.e. β̄(t) = β̄. One of the essential parts in info-gap analysis is the establishment
of existence of crossing of different robustness functions (as functions of Yc and
different values of decision parameters). If two robustness curves cross at some
value y∗ of Yc then we have a reverse of preferences: Decisions that had high
robustness at higher demands, Yc < y∗, become less robust at weaker demands,
Yc > y∗. To illustrate this we state without proof here a proposition that assures
existence of crossing for robustness functions in our simple epidemic model. We
then discuss the possible implications.

Proposition 1. For any given pair (β̄1, N1) there exist a pair (β̄2, N2) and a
value y∗ such that yc(β̄1, N1) < yc(β̄2, N2) < y∗ < N2 < N1 and α̂(y∗, β̄1, N1) =
α̂(y∗, β̄2, N2).

Consider a bio-terror attack on a city with a population size N1 and initial esti-
mated infection rate estimate β̄1. We can study our preferences among available
interventions based on proposition 1 which is illustrated in fig. 2. Let y� de-
note the infection volume at which the robustness curves cross, as illustrated
in the figure. If we are willing to accept an infection volume larger than y� at
time tc, then fig. 2 shows that we are more robust with interventions which are
manifested in β̄2 and N2. Greater robustness implies greater preference, so we
prefer β̄2 and N2 over β̄1 and N1. Note that this preference is different from the
preference based on the best-estimated infection rates.

On the other hand, if we require that the infection volume at time tc be less
than y�, then we are more robust with interventions β̄1 and N1 and hence prefer
the corresponding interventions. Succinctly:

(β̄2, N2) � (β̄1, N1) if and only if Yc > y� (10)

We note, however, that robustness trades-off against performance, implying that
performance-requirement as strict as Yc < y� entails very low robustness.

Alternatively, we can establish preferences in terms of required robustness
rather than required infection volume. Let α̂� denote the value of robustness at
which the curves cross in fig. 2. If robustness at least as large as α̂� is required,
then we prefer β̄2 and N2; otherwise we prefer β̄1 and N1.
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5 Future Research

A natural extension to our work will be moving from a simple epidemic model,
which is illustrative but not realistic, to a more hard-nosed epidemiological
model. In particular we intend to apply the Info-gap methodology to study the
model presented by Kaplan and Wein [1].
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Abstract. The proximate objective behind a bioterrorism event is to cause fear, 
with morbidity or mortality as secondary effects. Information technology must 
empower professionals to respond rapidly and effectively. This paper links de-
tection and identification of a bioterrorism event with opportunities for informa-
tion technology to aid such efforts, drawing specifically from real-world uses of 
technology with the Bioterrorism Preparedness and Response Program at the 
U.S. Centers for Disease Control and Prevention (CDC) from 2000 to the pre-
sent. Information technology challenges and innovations will be highlighted, as 
well as lessons learned from the program’s response to the anthrax attacks in 
2001 and Severe Acute Respiratory Syndrome in 2003.  

1   Introduction 

The U.S. Department of Health and Human Services (DHHS) defines bioterrorism as 
the use or threatened use of biological agents or toxins against civilians, with the 
objective of causing fear, illness, or death. A bioterrorism event is said to have oc-
curred regardless whether a disease agent has been released or a hoax has been per-
formed. The role of fear is central to a bioterrorism event; if the sole intention was to 
cause death, there are much easier ways to cause a mass casualty situation [8].  

Why is fear connected strongly with a bioterrorism event? Primarily it is the fear of 
the unknown, the invisible, and the undetectable that makes the fear of bioterrorism so 
potent. Since it is difficult to prove with certainty that unknown agents or toxins are 
not present within a specific building or area, this uncertainty adds to the cycle of 
fear. Lastly, the self-centric nature of humans causes most individuals to assume that 
they, personally, may have been exposed to the unseen agent or toxin and should 
expect to be presenting symptoms at any moment, often causing them to exhibit irra-
tional behaviors [6, 7].  

Consequentially, there exists the potential for instigators of a possible bioterrorism 
event instead to simply prompt the fear associated with such an event, without enlist-
ing the causal disease agent(s). Through electronic global communications, including 
emails, blogs, and wikis, triggering the spread of erroneous information as to the 
occurrence of possible bioterrorism event is possible. Government officials at the 
local, state, and Federal levels would be forced not only to quickly calm public  
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concerns, but also to rapidly sort out truth from fiction to discern whether or not any 
real disease agent(s) had been released and if so, which ones.  

If technology is to help with bioterrorism response, it needs to not only address 
mitigation of civilian illnesses and deaths, but also help to manage individual and 
societal fears springing from the real or threatened occurrence of such an event. 
Timely integration of data at the local, state, and Federal levels can serve as a founda-
tion for biothreat assessment. This foundation in turn, serves to develop a better con-
text for action thresholds related to emergency response, public health decisions, and 
communications. Fear of the unknown can be overcome with quantified, actionable 
information.  

2   Epidemiological Detection of Bioterrorism Events 

The first possible detection scenario of a bioterrorism event involves sentinel indica-
tors, where a figurative red flag is raised. The second possible detection scenario 
includes syndromic surveillance, where a set of odd trends is observed prompting 
professionals to suspect a possible bioterrorism event. It is important to note that 
syndromic surveillance differs from active surveillance efforts in that syndromic sur-
veillance is probabilistic and not necessarily definitive in its detection capability – an 
anomalous event may be associated with other human diseases or behaviors unrelated 
to bioterrorism or an acute infectious disease outbreak [1].  

During the anthrax events of 2001, at the peak of media attention, several key met-
ropolitan health departments opted to establish daily active surveillance efforts in 
their jurisdiction. While such surveillance efforts increased the likelihood of rapidly 
identifying additional anthrax-exposure cases, they were also prohibitively expensive 
to continue long-term past the start of January 2002. In contrast, syndromic surveil-
lance establishes a baseline of activity from an associated data source over a period of 
time. Analyses of different data sources (e.g. 911 calls, hospital data, school absentee-
ism data, over the counter drug sales) can be combined for enhanced sensitivity. 
However, in terms of information technology, syndromic surveillance requires ongo-
ing, routine monitoring of incoming data streams from these data sources; likewise, it 
requires that these data streams exist in the first place [4]. 

The anthrax events of 2001 provided a few insights regarding current public health 
detection capabilities. Prior to such events, most assessments of a bioterrorism event 
were focused on mass-casualty scenarios. Targeted, limited exposure to a bioterrorism 
agent was not considered a highly probable scenario, nor was the possibility of con-
tamination of mailed letters through the postal sorting process. In retrospect, syn-
dromic surveillance would not have succeeded at detecting the small number of  
dispersed cases of intentional exposure to B. anthracis in the general population. 
Conversely, as the anthrax events historically demonstrated in the initial weeks, clini-
cians themselves were not necessarily all on alert for the possibility that their patients 
could have been exposed to B. anthracis [4, 6]. 

Neither method of syndromic surveillance nor detection via astute clinicians would 
have succeeded at rapidly identifying the initial cases of disease associated with  
the anthrax events of 2001. Fortunately, confirmatory laboratory tests did help with 
determining exposure status. Further, once a national alert was raised via targeted 
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communications to public health departments and hospital facilities, the value of 
detection in the anthrax events of 2001 narrowed to becoming mostly dependent on 
clinicians to diagnose exposure status in patients and provide treatment.  

3   The Role of Information Technology with Detection 

How then, can information technology help with the detection of a bioterrorism event, 
either overt or covert, in a rapid, cost-effective manner?  

Foremost, technology efforts can help detection efforts by advocating standards in 
electronic reporting of collected epidemiological data and results at the local, state, 
and Federal levels. Moreover, information technology can advocate standards in the 
routing and security of data. Solutions are needed to address the replication and  
reconciliation of locally stored data with de-identified data routed to state or Federal 
partners. While local and state health departments may be allowed to collect data 
containing personal identifiers, other state and Federal partners, under the Health 
Insurance Portability and Accountability Act of 1996 (HIPAA), explicitly may be 
required not to store or access such personal data [5, 8].  

As such, while data should be shared electronically among local, state, and Federal 
partners during a suspected bioterrorism event, locally stored data when sent to exter-
nal partners outside of the state collecting the data must be stripped of such identifi-
ers. This poses a problem if the data, at a later date, are updated in the local data store, 
and said data store needs to inform other partners of the update. What unique identi-
fier is shared among all partners at the local, state, and Federal level, that cannot be 
linked back to personally identifying data yet allows for such reconciliation to occur? 
To date, acceptable solutions to this challenge remain elusive [1].  

The problem of preserving linkages also occurs if a Federal partner adds associated 
data to a de-identified data record of an individual and then wishes to send the up-
dated data back to the originating data store – by what mechanism is the updated data 
to be reconciled with the personally identifying data stored at the local level? How 
will Federal partners eliminate duplicate data collection if personal identifiers cannot 
be collected? Further, if two states have data on the same individual, yet cannot share 
personal identifiers either among themselves, state to state, or with the Federal gov-
ernment – how then is the data to be identified referring to the same, singular individ-
ual and thus linked? Attempts to explore these legal and technological challenges 
continue [1, 3].  

The Bioterrorism Preparedness and Response Program (BPRP) at CDC served as a 
key coordinator and responder to the anthrax attacks in 2001 and Severe Acute Respi-
ratory Syndrome (SARS) in 2003. Since 2000, the program has invested technology 
resources into an aberration detection solution known as the Early Aberration Report-
ing System (EARS). The EARS tool was developed to facilitate the analysis of public 
health surveillance data and is capable of generating either web-based reports or  
specialized views of analyzed data for suspected bioterrorism or public health emer-
gency. The EARS tool provides users with the choice of applying three content-
neutral, aberration detection methods.  

BPRP also has provided “drop-in” surveillance assistance for high profile events, 
chiefly via site-specific implementations of the EARS tool and other tools. Such 
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events require linking to different data streams specific to a locale, and have included 
the 1999 World Trade Organization Meeting in Seattle, the 2001 Democratic National 
Convention, and the 2001 Super Bowl.  

4   Laboratory Identification of Bioterrorism Disease Agents 

As part of the “Continuation Guidance for Cooperative Agreement on Public Health 
Preparedness and Response for Bioterrorism”, the CDC has distributed Federal funds 
to the states to increase the capability of public health labs to isolate, identify, and 
handle biological agents safely. This funding effort was part of a larger effort known 
as the Laboratory Response Network (LRN) [2, 6].  

The LRN serves as a network of labs prepared to respond to biological and chemi-
cal terrorism, and includes state and local public health, veterinary, military, and in-
ternational labs. All state public health labs are included in the LRN, several local 
public health and military labs are included additionally. National labs include the 
CDC and the U.S. Army Medical Research Institute for Infectious Diseases 
(USAMRIID), both of which possess biosafety level four containment facilities and 
thus are capable of handling highly infectious agents. The LRN represents a partner-
ship that includes the Association of Public Health Laboratories (APHL), the CDC, 
U.S. Department of Defense, the Federal Bureau of Investigation, and other collabo-
rating entities. The CDC provides Federal funds to the states through cooperative 
funding; likewise, DHS provides funding for specific LRN activities. States are en-
trusted with forming connections between sentinel labs and confirmatory labs [7].  

LRN sentinel labs represent the thousands of hospital-based and commercial labs 
that receive specimens for testing during routine patient care. LRN confirmatory ref-
erence labs possess, at a minimum, biosafety level two containment facilities. The 
LRN has focused on providing rapid lab technologies capable of delivering test re-
sults within a minimal period of time (e.g. polymerase chain-reaction techniques, 
time-resolved fluorescent antibody stainings). Current testing times associated with 
such technologies range from one to six hours, compared to a traditional bacterial or 
viral culture, which can take three to seven days for a test result. Since its launch, the 
LRN has been involved with the anthrax events of 2001, the SARS events of 2003, 
and the ricin events of 2003-2004. The LRN has also supported numerous other re-
sponses to small events, suspected threats, and other public health emergencies [2, 8].  

LRN confirmatory lab tests differ from commercial lab tests, as the routing of elec-
tronic tests requests and electronic lab test results is not a tightly coupled relationship, 
but rather a loosely coupled relationship. For such tests, a hospital or clinical facility 
may begin by requesting a lab test to be performed, and route such an electronic test 
request to the nearest lab. That lab may be able to do only an initial set of tests before 
the specimen/sample must be routed to another lab with the equipment and approved 
facilities capable of continuing the confirmatory testing. This sequence may continue 
for multiple partners exchanging test requests and returning additional test results.  

Given the sensitivity of confirmatory lab test results, as tests are completed, all labs 
involved may not only have to provide electronic lab test results back to the hospital 
or clinical facility, but also to their state health department. Their state health  
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department may request that the CDC or other Federal partners do additional confir-
matory testing or genomic sub-typing to characterize in detail the specimen/sample.  

The net result of this chain of activities is a loosely coupled relationship among 
multiple entities at the local, state, and Federal levels. Further, some of the entities 
may be in separate states, raising concerns about transmission of personal identifiers 
and other sensitive data elements across state lines.  

5   The Role of Information Technology with Identification 

For lab test results, it is essential that linkages between lab specimens/samples col-
lected at the local level be maintained at the state and Federal levels. Database colli-
sions may occur if a lab assigns an identifier to a specimen/sample that has already 
been assigned by a separate lab, thus rendering the identifier non-unique. Further, 
similar to detection efforts, locally stored public health data must be stripped of such 
identifiers when sent to partners who should not have access to specific personal iden-
tifiers. However, when lab test results are returned, the results may need to be recon-
ciled with the case history of a patient, presenting a challenging task [3, 6].  

Since 2000, BPRP has championed the need for the ability of the LRN member 
labs to report lab test results electronically. A few states have managed internally to 
reach agreement as to a common set of standards locally, but externally states are not 
in agreement. Public health has already attempted some efforts to generate standards, 
including the National Electronic Disease Surveillance System (NEDSS). NEDSS, 
however, was designed for disease reporting and surveillance, and its initial design 
stages did not incorporate specific elements for bioterrorism preparedness and re-
sponse, nor did the design account for the loosely coupled chain of partners associated 
with such a response [2, 5].  

Thus attention to date has been focused on working with the states themselves to 
identify a set of standards connecting public health departments, the LRN labs, and 
possibly hospital electronic data systems for epidemiological surveillance and elec-
tronic laboratory reporting. Such efforts are centered on expanding the set of stan-
dards contained in Health Level Seven (HL7) to incorporate elements of public health 
importance. To be of value for bioterrorism preparedness and response, electronic 
collection of test requests and results requires ongoing, routine monitoring of incom-
ing data streams from laboratory data sources.  

The need for electronic laboratory reporting for bioterrorism preparedness and re-
sponse was demonstrated by the anthrax events of 2001. From October to December 
2001, the LRN tested over 121,710 environmental samples nationally. This figure 
amounts to an estimated one million individual tests total. These collected results 
demonstrated that the LRN had succeeded in its goal of preparedness and response, as 
94% of the samples were tested either by the LRN public health labs or the LRN 
military labs with the U.S. Department of Defense. Had the CDC been forced to han-
dle the entire volume of the requested lab tests alone, it ostensibly would have been 
an over-capacity situation.  
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6   Closing Thoughts 

What is needed for bioterrorism response is not too different from what is needed for 
most of public health. Relatively inexpensive, iterative technology solutions are pref-
erable. Public health, including bioterrorism response, has limited resources to dedi-
cate to information technology. Information technology can, must, and is empowering 
public health professionals to respond quickly and effectively to a bioterrorism event, 
specifically with regard to detection of possible biological agents and rapid laboratory 
identification at the local, state, and Federal levels.  
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Abstract. Conflicts are widespread in our society owing to the scarcity
of physical resources, different cultures and religions. The Chinese Wall
security policy is a conflicts model originally proposed by Brewer and
Nash for information access control. The rapid development of intelli-
gence and security informatics prompts us to revisit this policy and we
use granular computing based on covering rough set theory to study the
problems of conflicts of interest in database access security. This new
method catches the IAR(in ally with relation) more accurately. It also
has potential application to issues in intelligence and security informatics
such as information sharing policy and governance.

1 Introduction

Conflicts are ubiquitous phenomena in every level of our society, from intrap-
ersonal to global, and they are also typical in mechanical systems, electronic
systems, software systems, and other systems. In order to deal with a conflict
constructively, it first needs to be understood. As a result, conflict analysis and
resolution plays an important role in business, political and lawsuits disputes,
military operations, national security, and etc. Many models and methods have
been proposed and investigated [1, 2, 3, 4, 5, 6].

The rapid development of intelligence and security informatics reflects the im-
portance of conflict analysis and resolution, and also provides a realistic area for
application of conflict analysis. One of the aims of intelligence and security in-
formatics is to find conflict phenomena inundated in enormous data and propose
resolutions to them [5, 7, 8, 9].

There are various models and techniques for analysis of conflicts using graph
theory, topology, differential equations, and others [1, 3, 4]. Pawlak explored
analysis of conflicts based on ideas of rough set theory [3, 4], a tool to concep-
tualize, organize and analyse various types of data in data mining. In Pawlak’s
model, some issues of conflicts are chosen and the agents taking part in the
dispute are asked to specify their standings: conflict, alliance, or neutrality.
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In [10, 11, 12, 13, 14], Lin used granular computing, a label of many method-
ologies in artificial intelligence such as fuzzy set theory, rough set theory, etc,
to study a model of conflict analysis called the Chinese Walls Security Policy, a
prototype originally proposed by Brewer and Nash [15] to build an impenetrable
firewall, called the Chinese Wall, between datasets of competing companies. The
basic idea behind the Chinese Walls Security Policy is to establish suitable walls
between datasets such that no person is allowed to get access to information on
the wrong side of the wall.

In this paper, we propose a model of granular computing based on general
coverings [16, 17, 18] and apply it to conflict analysis. The remainder of this
paper is organized as follows: Section 2 introduces a conflict analysis model, the
Chinese Wall security policy, and a solution to it based on binary relation by Lin.
In Section 3, we use coverings based granular computing to study the Chinese
Wall security policy. We point out coverings are more reasonable than binary
relations for modeling the Chinese Wall security policy, and we define enemy
datasets and alliance datasets for every dataset to capture the conflict of interest.
Through examples, the simple Chinese Wall security policy is expatiated. This
paper concludes in section 4.

2 Chinese Wall Security Policy

The ubiquity of conflicts in our society means that support is demanded not only
by decision-makers, but also by mediators, who propose resolutions, and policy-
makers who determine the structures within which conflicts are to be resolved.
Various models and techniques for analysis of conflicts have been proposed to
cope with problems of interest conflicts.

The Chinese Wall security policy is a commercial security policy model
proposed and formally formulated by Brewer and Nash [15] to diminish the
dominance of military security thinking in computer security, especially the
Bell-LaPadula(BLP) model. In the BLP model, access to data is constrained
by attributes of data involved, while in this new model, access to data is re-
stricted by “conflict of interest classes” and the history of his previous access. In
another word, access to a dataset is only granted to a person, called a subject,
if the dataset, called an object,

a) is in the same company dataset as an object already accessed by that subject,
i.e. within the Wall, or

b) belong to an entirely different conflict of interest class.

For example, to a consultant of a consulting firm which serves for companies
A, B, C, and D, if A and B do the same business, say insurance, A and B are in
conflict of interest. The consultant has the freedom to choose to read the docu-
ments of A or B, but as soon as he reads the documents of A, he is not allowed
to read the documents of B, otherwise his consulting is not fair for either A or B.
This seminal idea has drawn attention of others researchers [5, 10, 11, 12, 13, 14].
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2.1 Lin’s Model

Lin pointed out that, though Brewer and Nash’s model was a great idea, it was
based on an incorrect assumption that corporate data can be partitioned into
mutually disjoint conflict of interest classes, thus, Lin formulated a modified
model, called the aggressive Chinese Wall Security Policy model and studied
this model through granular computing [10, 11, 12, 13, 14], which is a label of
techniques and tools which make use of granules in the process of problem solving
and involves various research fields in artificial intelligence, machine learning, etc.
In Lin’s model, two core concepts are CIR(Conflict of Interest Relation) and
IAR(In Ally with Relation). In Brewer and Nash’s model, CIR is an equivalence
relation, but, as said by Lin, it is not always true. CIR-classes are not a partition
but a covering of corporate data. Lin uses the binary relation to describe such a
covering, but as shown in the next section, covering itself is a better tool.

Lin reformulated axioms for CIR and defined IAR as a complement of CIR.
The axioms of CIR are:

CIR-1: CIR is symmetric.
CIR-2: CIR is anti-reflexive.
CIR-3: CIR is anti-transitive.

In this way, IAR, the complement of CIR, is an equivalence relation.
This model has potential applications to the malicious Trojan horse problem

in certain discretionary access control model.

3 Covering Based Solution

While Lin’s model is sound for some situations, it is not valid for some other
cases. For example, IAR is not necessarily an equivalence relation. A friend of
one of our friends is not necessarily our friend. Among axioms CIR-1, CIR-2,
CIR-3, only CIR-1 is necessary. A covering model is more reasonable to capture
the conflict of interest relation since a covering holds the symmetric property
intrinsically.

Let U be all objects, CIC a covering of U where, ∀K ∈ C, objects in K are in
conflict with each other. We also call such a covering CIC a conflict of interest
clusters(CIC) to distinguish it from the conflict of interest classes, which are
a partition in Brewer and Nash’s model. Under this covering, the enemy set of
x ∈ U is defined as enemy(x) = {x}−{x} = ∪{K ∈ C|x ∈ K}−{x}. If a subject
has accessed an object x, he is not allowed to access any object in enemy(x).
Accordingly, the ally set of x is defined as ally(x) = U − enemy(x). As a binary
relation on U , IAR can be defined as follow. IAR = {(x, y)|y ∈ ally(x)}. In this
covering based model, access is only granted if the object requested:

a) is in the same company dataset as an object already accessed by that subject,
i.e. within the Wall, or

b) does not belong to a conflict of interest cluster in which any object has been
accessed.
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Table 1. A Conflict of Interest Relation

COMPANY COMPANY
A B
A C
A E
B A
B C
C A
C B
C D
C E
D C
D E
E A
E C
E D
E G
F G
G F

Through sets enemy(x) and ally(x), access policy can be rephrased as follows:
Assuming x1, . . . , xm are all objects a subject has already accessed, a new access
to object o request from this subject is only granted if o is not in enemy(x1) ∪
. . . ∪ enemy(xm). In other words, o is in ally(x1) ∩ . . . ∩ ally(xm).

Example 1 (enemy(x) and ally(x)). Suppose a consulting firm, say CONSULT,
works for the following companies: A, B, C, D, E, F, and G. The conflicts of inter-
est are as in Table 1, then CIC= {K1, K2, K3, K4, K5} where K1 = {A, B, C},
K2 = {C, D, E}, K3 = {A, E}, K4 = {E, G}, and K5 = {F, G}.

The enemy sets are as follows.
enemy(A) = {B, C, E}, enemy(B) = {A, C}, enemy(C) = {A, B, D, E},
enemy(D) = {C, E}, enemy(E) = {A, C, D, G}, enemy(F ) = {G}, and
enemy(G) = {E, F}.

The ally sets are as follows.
ally(A) ={A, D, F, G}, ally(B) ={B, D, E, F, G}, ally(C) ={C, F, G}, ally(D)
={A, B, D, F, G}, ally(E) ={B, E,F},ally(F)={A, B,C, D, E, F}, and ally(G)
={A, B, C, D, G}.
Example 2 (Chinese Wall security policy). Suppose the conflicts of interest re-
lation is the same as the above example. The Chinese Wall security policy is as
follows. At start, a consultant from CONSULT can choose any object(dataset)
to access. As soon as he got access to a dataset, for example, of company A, he is
not allowed to get access to a dataset of company B, C, and E from enemy(A),
but he still can get access to datasets of company A, D, F, and G from ally(A).
After he got access to datasets of company A and G, he is not allowed to get
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access to datasets of company B, C, E, and F from enemy(A) ∪ enemy(G), but
he is still allowed to access to datasets of company A, D, and G from ally(A) ∩
ally(G). After he chose to access a dataset of company, he is not allowed to get
access to any dataset from other company, except those he already accessed, i.
e. datasets of company A, D, and G.

4 Conclusions

We use covering based granular computing to formulate a covering based Chi-
nese Wall security policy model for conflict analysis in information sharing to
prevent insider threats. It is a more suitable model than an equivalence rela-
tion based one to capture the “in ally with” relationship between datasets. This
model has potential applications to model security policy for criminal and in-
telligence information sharing, to constructing agents and collaborative systems
for intelligence, to information sharing policy and governance, and to privacy,
security, and civil liberties issues.
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Abstract. Internet becomes more and more popular, and most com-
panies and institutes use web services for e-business and many other
purposes. As results, Internet and web services become core infrastruc-
ture for a company or an institute. With the explosion of Internet, the
occurrence of cyber terrorism has grown very rapidly. It is difficult to
find and close all security flaws in a computer system that is connected
to a network. Internet worms take advantages of these security flaws,
and attack a large number of hosts with self-propagating techniques. To
study and analyze internet worms, one of the most feasible ways is to
use simulations. It is quite challenging to simulate very large-scale worm
attacks. In this paper, we propose a hybrid model for large-scale worm
propagation simulations.

Keywords: Network modeling, Internet incidents, Internet worms,
simulation.

1 Introduction

As Internet popularity grows explosively, so does the number of cyber incidents.
Since most of computer systems have vulnerabilities and it is difficult to close
all security holes in a computer system, some attackers may be able to find a
way to penetrate the system [1]. Recently, instead of targeting specific hosts,
attackers develop Internet worms that can spread to computers in all over the
world. Examples of worms include CodeRed, Nimda, Slammer, and Blaster [2].
Since those worms can attack a large number of systems, it is difficult to evaluate
and analyze damages caused by these kinds of worms through experiments.

One of the best feasible ways to study effects of worms is to use simulations.
However, simulating the effects of large-scale worm infections on infrastructure is
quite challenging because of the following: 1) a worm gives rise to an inherently
large-scale phenomenon, and requires the model to be of appropriate scale to
correctly model the propagation dynamics; 2) with few exceptions, most worms
have propagated over time scales of hours to days [3, 4].
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To reduce burdens of simulators, various models were proposed, e.g. the fluid
model [5], the epidemic model [3], and so on. The model we proposed here
combines modeling at multiple levels of abstraction in order to be both detailed
enough to generate realistic packet traffic, and efficient enough to model a worm
spreading through the Internet.

The rest of paper is organized as follows: Section 2 addressed related work.
Our proposed model is explained in Section 3, and the Slammer worm example is
explained in Section 4, followed by conclusions and future directions in Section 5.

2 Related Work

Network security simulation is widely used to understand cyber attacks and
defense mechanisms, their impact analysis, and traffic patterns because it is dif-
ficult to study them by experimenting such dangerous and large-scale attacks
in the real environments. IAS (Internet Attack Simulator) proposed by Mostow,
et al. [6] was the first simulator, and several scenarios are simulated using IAS.
The simulations on password sniffing attacks and effects of firewall systems are
reported in [7]. Simulation is also used to estimate traffics by changing the net-
work topology [8, 9]. However, these simulators have limitations to represent
the real-world network environments and configuration, and realistic security
scenarios [4]. For example, as we mentioned above, the existing simulators are
not scalable enough to simulate Internet attacks and defense mechanisms in a
large-scale network.

Michael Liljenstam et al. [3] simulated CodeRed v2 and the Slammer worm
using SSFnet [10], and compared the simulated results with real traffic data
collected by the Chemical Abstract Service (CAS). They adopted the epidemic
model that is originally used in biology to express virus infections. They divided
networks into two kinds: macroscopic networks and microscopic networks. Worm
propagation in macroscopic networks are expressed with an epidemic model, and
traffics in microscopic networks are simulated normally. One of the problems
with this approach is that data exchanges between macroscopic networks and
microscopic networks are quite limited.

Fluid models have been shown to be effective in modeling large-scale IP net-
works. Yu Gu et al. [5] presented a hybrid simulation method that maintains
the performance advantage of fluid models while providing detailed packet level
information for selected packet traffic flows. A problem with this approach is
that traffics caused by selected packet traffic flows are not updated in the fluid
model. For example, the slammer worm caused traffics of backbone networks to
be increased a lot instead of increasing only selected packet traffic flows.

H. Kim et al. [11] incorporated network calculus based models in simulating
TCP/IP networks. With these models they tries to improve packet-level simula-
tion where each packet generates some events and serversmust process each packet
and its event. They tried to reduce the number of packets to be processed, assum-
ing that traffic patterns are uniform. However, in case of worm simulations, traffic
patterns keep changing and the proposed models may generate incorrect results.
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3 Our Proposed Hybrid Model

To solve the problems of previous work and to model worm propagations more
precisely, we propose a hybrid network model for worm simulations. Our pro-
posed model has four major parts, as shown in Figure 1: packet networks, fluid
networks, epidemic networks, and traffic collector/generator.

One of the key advantages of our proposed model is to capture interactions
between backbone network and other network. Previous approaches represent
models for well-known worms, such as CodeRed worm, and they did not express
interactions between leaf node worm traffic and backbone traffic. However, in
these days, worm traffic increases dramatically in a very short period of time,
and worm propagation is limited by capacity of network. The model proposed
in this paper provides feedback mechanisms from worm simulated networks to
modeled backbone networks, and these mechanisms can reflect real-world worm
traffics more precisely.

To reduce simulation overheads of Internet worm simulations, we designed a
new model based on the following assumptions and rationales:

– A worm can spread to a very large number of hosts.
– A worm can saturate backbone network with worm traffic, and worm prop-

agation can be limited by network bandwidth.
– A worm is propagated through a large number of backbone nodes.

Figure 1 shows network configuration of our proposed hybrid modeling. Our
model has three major parts: fluid networks, epidemic networks, and packet
networks.

Epidemic

Networks

Epidemic
Networks

Epidemic
Networks

Fluid Networks

...

Fig. 1. A Hybrid Network Model for Worm Simulations

3.1 Fluid Networks

To improve scalability and maintainability, backbone networks grouped into sev-
eral fluid model nodes. In other words, network nodes, probably backbone nodes,
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with similar characteristics are modeled into a single fluid model node, and dif-
ferent fluid model nodes have different packet delays, drop rates, and so on.

A fluid model node encompasses a set of actual network nodes and each set
is disjoint with the other sets. Characteristics of a fluid model node will be
determined mostly by one or two bottlenecked nodes, and these characteristics
are updated with traffics generated from the traffic generator as well as epidemic
networks. The fluid model in this paper is modified from one proposed by [5].

The arrival rate of the ith traffic flow arrived at a link l on time t can be
defined as follows:

al
i(t) =

{
Wi(t)
Ri(t)

, l = l1

d
lj−1
i (t − rlj−1), l = lj , 2 ≤ j ≤ hi

where Wi(t) is the size of TCP windows on time t, Ri(t) is round trip time, dl
t(t)

is departure rate at link l on time t, rl is transmission delay at link l, and hi is
the length of the ith flow.

The departure rate of the ith traffic flow departed at a link l on time t can be
defined as follows:

dl
t(t) =

{
al

i(t), ql(t) = 0
al

i(t)
T l

worm+ k al
k(t)cl, ql(t) > 0

where cl is a capacity of the link l, T l
worm is worm traffic reached to the link

l, and ql(t) is the queue length. T l
worm can be calculated using the number of

infected hosts, the amount of traffic per each infected host, and the portion of
outgoing traffic from an intranet. Therefore, T l

worm can be used to represent
interactions from the epidemic network.

The packet drop rate of the link l on time t can be calculated as follows:

pl(D, t) =

{
0, cl > T l

worm +
∑

k al
k(t)

(T l
worm+ k al

k(t))−cl

T l
worm+ k al

k
(t) , otherwise

3.2 Epidemic Networks

The epidemic networks, quite similar to one proposed by Liljenstam et al. [3],
simplify simulations of worm infections in each hosts. We slightly modified the
epidemic networks to get inputs from packet simulated networks. The packet
networks provide the epidemic networks with data such as worm infection rates,
traffics generated by worms, etc. The information about outgoing packets from
the epidemic networks is sent to the fluid networks.

In the epidemic model, a host is in one of three states: susceptible, infected,
and removed. The changes among these states can be defined as follows, modified
from [3]:
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ds(t)
dt

= −β′s(t)i(t)

di(t)
dt

= β′s(t)i(t) − γi(t)

dr(t)
dt

= γi(t)

where s(t) is the number of susceptible hosts at time t, i(t) is the number of
infected hosts at time t, r(t) is the number of removed hosts at time t, β′ is an
infection parameter which determines the speed of worm propagations, and γ is
a removal parameter which determines the speed of worm removals. When β′ is
calculated, the packet drop rate calculated by the fluid model is applied so that
results from the fluid model is allowed to affect the epidemic model.

4 Example: Slammer Worm Simulation

Figure 2 shows the number of infected hosts with two cases: one without interac-
tion between worm traffic and backbone traffic, and the other with interactions.
As we can see here, when we simulate the worm with interactions enabled, the
number of infected hosts grows slower than the other case. In this simulation,
we did not consider any removal parameters, so that we can clearly shows the
interactions.

If interactions between worm traffic and backbone traffic are applied, the
packet drop rate increases more slowly than the other case.
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5 Conclusions and Future Directions

With the explosion of Internet, the occurrence of cyber terrorism has grown very
rapidly. Internet worms take advantages of security flaws in a system, and attack
a large number of hosts with self-propagating techniques.

This paper proposed a hybrid model that is scalable enough to simulate large-
scale worms while dynamically reflecting increases of network traffics caused by
worms. Our proposed hybrid model uses the fluid model to model backbone
traffic and the epidemic model to model worm propagation. Considering trends
of flash worm propagation, we need to consider effects caused by increases of
backbone traffic when we try to simulate a worm. Our paper represents a first
step into considering backbone traffic when a worm is simulated or modeled.

As future directions, we will do more experiments with various worms to show
the correctness of the model.
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Abstract. Worm research depends on simulation to a large degree due to worm 
propagation characters. In worm simulation, worm traffic generation is the base 
to analyze influences of worm traffic on network. The popular Random Constant 
Spread (RCS) model ignores the burstiness of “latency-limited” worm traffic, 
which will cause underestimation of the influences. According to worm scan 
behaviors, the Periodic Burst Scanning (PBS) model is proposed to model “la-
tency-limited” worm traffic. Simulation results show that network performance 
decreases much more with PBS model than that with RCS model. 

1   Introduction 

Worms have been one of the most serious threats to Internet security due to the  
significant damage and fast spread. Worm research depends on simulation to a large 
degree. With worm simulation, the propagation dynamics can be shown up and the 
network performance can be analyzed, which are helpful to worm containment. If we 
know the influence, we can take corresponding actions. Due to the importance of local 
worm detection for controlling worm propagation [1], we focus on the impact of local 
worms on local network. Here local worms mean worm hosts within a local network. 
The impacts include packet loss, link utilization and self-similarity of traffic. 
Self-similarity is the nature of traffic [2] and has considerable impact on network [3]. 

Worm traffic generation is a key consideration in worm simulation. There are two 
ways to generate worm traffic. The first is to simulate the real worm attack behaviors, 
and the other is to generate traffic with worm traffic model. The first one generates 
worm traffic at a very small granularity [4], however, along with high computation 
cost. The second can statistically describe the scanning behaviors of worm, which is 
more suitable for large-scale worm simulation. The Random Constant Spread (RCS) 
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model [5] is the most popular worm traffic model, which assumes a worm host gener-
ates traffic with constant rate, i.e., the average rate of worm scanning traffic at a rather 
large time scale, such as one second. RCS model can describe the traffic characters of 
“bandwidth-limited” worms who send scans limited only by the capacity of infected 
computer or network [5]. While for “latency-limited” worms who send scans limited by 
the latency of connection requests [5], the model will ignore the burstiness. “La-
tency-limited” worm, such as CodeRed, sends out cluster scans and waits for responses 
of destination hosts. If there are no responses, “latency-limited” worms will send out 
retransmission packets after timeout. We can find that there is burstiness, which has 
bad influence on network. The influence of “latency-limited” worm traffic can not be 
shown up using RCS model, thus, we need a new traffic model of “latency-limited” 
worm to analyze the influence on network performance. 

In this paper, we focus on local network to estimate influence of local worm traffic 
on network. Thus, we can test local worm detection and response measures with 
simulation. To balance the accuracy and efficiency in local worm simulation, we use 
the mixed abstraction level simulation method [6] as a framework. The framework is 
composed of two parts: the local network and other part. The statistical worm traffic 
model for “latency-limited” worm is used to generate local worm traffic and the ana-
lytical SIR model of worm propagation is used to describe worm propagation of other 
part in the Internet. This paper is organized as follows. In Section 2, we propose a worm 
traffic model for “latency-limited” worm and analyze the network performance in 
Section 3. In Section 4, the conclusions and future work are presented. 

2   Periodic Burst Traffic Model for “Latency-Limited” Worm 

The dataset for worm traffic modeling is CodeRed (http://pma.nlanr.net/Special), pro-
vided by the NLANR Measurement and Network Analysis Group (NLANR/MNA). 
The scanning traffic of the local worm host, denoted as C1, is shown in Fig. 1. 
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Fig. 1. Scanning traffic of C1. The traffics possess periodic burstiness due to the scanning pattern 
of “latency-limited” worms. 

Every connection of C1 initiated by a thread is composed of three packets: the initial 
SYN packet, the retransmitted SYN packet after 3 seconds timeout and the RST packet 
after 0.5 second to end the connection. For one thread, the time between connections is 
1 second. Thus, for every connection, the cycle is 4.5 seconds and the inner three cycles 
are 3, 0.5 and 1 seconds. The empirical inner cycles for connections of C1 are 3.3, 0.6 
and 1.1 seconds. The differences between the empirical times and definition of TCP 
protocol is caused by the timer of OS. The number of cluster scans is 50, which shows 
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that the worm is a CodeRed variant worm. We can model the “latency-limited” worm 
traffic as ),,2,1 ,( cycleNcyclecycleclusterNum , where clusterNum  means the 

number of new cluster scans, and cycleNcycle ~1  define the inner cycles of each  

connection. We call the model Periodic Burst Scanning traffic (PBS) model. For  
the CodeRed variant worm, the traffic model is )1,5.0,3 ,50(Re =dVarCode . For C1, the 

traffic sent within a cycle are 1503*50* ==NclusterNum  packets, where N  is the 
number of inner cycles of each connection. The traffic is different from the number of 
scans used to analyze the worm propagation, which is equal to clusterNum . When esti-
mating the influence of worm traffic, we should consider the traffic sent by worm host. 
Based on the framework proposed in [6], we validate the PBS model with simulation of 
CodeRed 2. The PBS model is )12,6,3 ,010(2Re =dCode , where the cycle is 21 sec-

onds. The simulating topology is shown in Fig. 2. Traffic sample time is 1 second. 

 

Fig. 2. Simulating topology. Nodes 1~2501 denote local network hosts and node 2502 the ex-
ternal network. Node 1~2500 generate worm traffic. The parameters for SIR model are same as 
that in [6]: the population of susceptible 000,380=N  and the scan rate 65.5=σ  scans/s. We 

use method in [7] to generate background traffic at node 2501. To validate the PBS model, the 
background traffic at node 2501 is not generated in this simulation. 

The traffic from link 0 to 2502 means the worm traffic, shown in Fig. 3.  
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Fig. 3. Traffic from link 0 to 2502 with PBS model (left) and RCS model (right) 

The average traffic with PBS model is same as that with RCS model, which shows 
that PBS model is valid. However, traffic with PBS model is more fluctuant due to the 
burstiness of “latency-limited” worm traffic. 



 Worm Traffic Modeling for Network Performance Analysis 581 

3   Influence of Worm Traffic on Network Performance 

To compare the influence of PBS traffic and RCS traffic on network performance, we 
simulate two cases, one for network traffic and the other for host traffic. 

3.1   Influence of Periodic Burst Scanning Worm Traffic on Network Traffic 

In this case, background traffic is generated at node 2501 in Fig. 2. The link  
utilize-tion is 30% and the self-similarity is 0.8. If all 2500 susceptible local  
machines are infected, the average link utilization of worm traffic is 

%86.22%100*50000000/8*40*21/300*2500 = , where 40 is packet size (Bytes). To-
tally, the link utilization is 52.86%. It seems that worm traffic will not influence 
background traffic much. However, for PBS model, results show much difference. The 
total and background traffic from node 0 to 2502 are shown in Fig. 4 and Fig. 5. 
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Fig. 4. The total traffic from node 0 to 2502. The traffic with PBS model (left) shows more 
fluctuant than that with RCS model (right) due to the packet loss caused by burst worm traffic. 
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Fig. 5. The background traffic from node 0 to 2502. The background traffic is influenced more by 
worm traffic with PBS model (left) than that with RCS model (right). 

The traffic decrease and fluctuation with PBS model are due to packet loss caused by 
the burstiness of “latency-limited” worm traffic. The packet loss of background traffic 
from node 0 to 2502 is 2449816 with PBS model, which is 25.5 times higher than that 
with RCS model. The influence of worm traffic on network performance is underes-
timated with RCS model. When we compare the self-similarity of traffic from node 0 to 
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2502, we find that the difference is not obvious. The reason is that the traffic from node 
0 to 2502 is rescaled at node 0, which decease the bursiness of traffic.  

3.2   Influence of Periodic Burst Scanning Worm Traffic on Host Traffic 

For host case, we simulate a worm similar to CodeRed 2 with the only difference of 300 
clusterNum . Traffic sample time is 100ms. The topology is shown in Fig. 6. 

 

 

Fig. 6. Simulating topology. Background traffic and worm traffic are generated at node 1. For 
background traffic, the link utilization is 30% and the self-similarity is 0.8. 

With PBS and RCS models, the worm traffic and background traffic from node 1 to 
0 are shown in Fig. 7 and Fig. 8. 
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Fig. 7. Worm traffics from node 1 to 0 with PBS (left) and RCS (right) models. Due to the time 
schedule of NS2, the traffic with RCS model shows like a band, not a line. 

Bytes/100ms

0

5000

10000

15000

1
50

1
10

01
15

01
20

01
25

01
30

01
35

01
40

01
45

01
50

01
55

01

Bytes/100ms

0

5000

10000

15000

1
50

1
10

01
15

01
20

01
25

01
30

01
35

01
40

01
45

01
50

01
55

01

 

Fig. 8. Background traffics from node 1 to 0 with PBS (left) and RCS (right) models. For PBS 
model, the traffic shows more fluctuant. 

With three simulation runs, for RCS model, there are no packet losses, and the  
mean link utilization is 29.37%, very close to the configured value. While for PBS 
model, packet loss occurs although the link utilization of worm traffic is only 



 Worm Traffic Modeling for Network Performance Analysis 583 

%37.1%100*1000000/8*40*21/900 = , and the numbers of lost packets are 568, 453 and 
638. The burst PBS worm traffic induces packet loss, which makes the transmission 
control react. The result of the transmission control is the decrease of link utilization of 
background traffic. The mean decrease is 15.7% compared with the configured value. 
Further, the burst PBS traffic can influence the self-similarity of background traffic. 
The mean values of self-similarity of background traffic for PBS model are 7.4% larger 
than configuration, which means the network performance will decrease. While for 
RCS model, the values of self-similarity remains almost the same as configuration. 
Also, we can obtain the similar results with comparison of self-similarity of total 
traffic. The bandwidth of link 1 to 0 is 1Mbps, which is the popular configuration of 
ADSL. If we increase the bandwidth to 10Mbps, we can get similar results. The “la-
tency-limited” worm traffic can influence network and host traffic much, which can not 
be represented with RCS model. 

4   Conclusions and Future Work 

In this paper, we investigated the influence of “latency-limited” worm traffic on net-
work focusing on local network. We modeled the worm traffic with Periodic Burst 
Scanning model according to the scan behaviors. The influences on network and host 
traffic were analyzed with simulation. Compared with the popular RCS worm traffic 
model, the simulation results of packet loss, link utilization and self-similarity showed 
that network performance decreased much with PBS model. We concluded that the 
RCS worm traffic model underestimated the influence of worm traffic on network. The 
future works will include: 1) the influence of worm traffic to multi-fractal character of 
network traffic; 2) the QoS control when worms break out. 
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Abstract. Scanning traffic is the majority of worm traffic. Gaining deep insight 
into worm traffic can do much help in detecting worm hosts. The distributions of 
vectors related with First Contact Connections (FCC) of legitimate hosts and 
worm hosts are analyzed. The vectors are arrival interval, request size, response 
size, duration and RTT. Distributions of these vectors of worm traffic show ab-
normalities of the lack of heavy-tailed character, which is hold by that of 
legitimate traffic. Besides high probability of failed FCC, arrival interval and 
request size can be used as additional vectors. 

1   Introduction 

Worms brought heavy damages to the Internet, such as CodeRed, SQL slammer, 
Blaster and Sasser worms. There are two kinds of worms [1] according to scanning 
constraints: “latency-limited” and “bandwidth-limited” worms. The former sends scans 
limited by the latency of connection requests, and the latter sends scans as fast as 
quickly, which only is limited by the capacity of infected computer or network. Due to 
huge losses, effective worm detection raises attention for controlling worm propaga-
tion. Because detection of local worms is important to control worm propagation, we 
focus on the abnormalities of traffic generated by local worm host. 

For unknown worms, anomaly detection methods are appropriate. However, vectors 
of recent worm detection methods come from qualitative analysis of worm behavior. 
Virus throttle system [2] used the observations that worm host established high volume 
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of new connections. Robertson et al [3] and Bakos et al [4] configured thresholds of 
failed new connections to detect worm hosts. Reverse Sequential Hypothesis Tests 
method [5] was proposed based on the high probability of failed First Contact Con-
nection (FCC) for worm hosts. FCCs are connections whose responders are hosts with 
which the initiator (a given source IP) has not previously communicated. Such vec-
tor-based methods face problems of high false positives. 

We need more effective detection vectors for local worm detection. We know that 
worm traffic possesses less self-similarity than that of legitimate host [6]. However, the 
computation complexity of self-similarity limits the real-time application. In this paper, 
we try to find out worm detection vectors according to the causations of self-similarity, 
which is the superposition of many ON/OFF sources whose ON or OFF periods exhibit 
heavy-tailed property [7]. Because connections compose traffic, we regard connections 
as ON/OFF sources and investigate the heavy-tailed properties of vectors related with 
connections. In practice, heavy-tailed properties of vectors related with FCCs are 
analyzed because worms try to infect all susceptible machines, which implies that most 
connections sent by a worm host are FCCs.  

2   Traffic Characters of Legitimate and Worm Hosts 

The datasets including BellLabs-I, Auckland-VI, CodeRed and Slammer, are all pro-
vided by the NLANR Measurement and Network Analysis Group (NLANR/MNA, 
http://pma.nlanr.net/Traces/long/). We pick up four legitimate hosts from the former 
two datasets, denoted as B_High, B_Low and A_High, A_Low, where High or Low 
represent high or low link utilization. We choose four worm hosts from the latter two 
datasets, denoted as C1, C1 and S1, S2. The four worms are representations of “la-
tency-limited” and “bandwidth-limited” worms, respectively. 

2.1   Heavy-Tailed Distribution 

If a random variable follows heavy-tailed distribution, the distribution decays slower 
than exponential. A distribution is defined as heavy-tailed [8] if 

[ ] α−>= xxXPxF ~)( , as ∞→x , α<0  (1) 

The simplest heavy-tailed distribution is Pareto distribution, with Complementary 
Cumulative Distribution Function (CCDF) as 

α)()( xkxF =  (2) 

α  is shape parameter, denoting the tail thickness. If 2≤α , the distribution has infinite 
variance. When plotted on log-log axes, the curve of CCDF appears linear. 

Another important distribution is Weibull distribution with CCDF as 

β
η)(

)(
x

exF
−

=  (3) 

If the shape parameter 1<β , Weibull distribution is heavy-tailed. Weibull distribution 

has better fitness with connection arrival [9]. 
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2.2   Distributions of Vectors of FCC 

The vectors related with FCC include arrival interval, request size, response size, du-
ration and RTT (Round Trip Time). Request size means the bytes sent by initiator of the 
connection, while response size means the bytes sent by responder. Duration means the 
time that the connection lasts. For legitimate hosts, the CCDFs of the above vectors are 
plotted on log-log axes. While for worm hosts, only the CCDFs of arrival interval of 
FCC are plotted on log-log axes. CCDFs of other vectors are plotted on the original 
coordinate axes due to the concentration of probability mass. 

2.2.1   Distributions of Arrival Interval of FCC 
The log-log CCDFs of arrival interval of FCC of the eight hosts are shown in Fig. 1. 
The arrival intervals of legitimate hosts follow Weibull distribution. The shape pa-
rameters β  that best fit the measured CCDFs are all less than 1. While for worm hosts, 
because worm hosts try to infect as many machines as possible and initiate FCCs 
automatically, the CCDFs show much difference. 
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Fig. 1. CCDFs of arrival interval of FCC 

Legitimate hosts have large-span arrival interval, and most intervals are more than 
hundreds of milliseconds. The order of magnitude of arrival interval is not surprising 
because mean visual reaction times of human beings are 180-200 milliseconds [10]. 
While for worm hosts, the time span is rather small, and most interval are less than 100 
milliseconds. And there are horizontal lines in the CCDFs for C1 and C2. The lines are 
caused by the timeout. For Slammer, there is no latency, and thus the curves of CCDFs 
are rather continuous. 

2.2.2   Distributions of Request Size and Response Size of FCC 
The CCDFs of request size and response size of FCC of the eight hosts are shown in Fig. 2. 
The tails of the CCDFs of request size and response size of legitimate hosts show linear, 
which means that the two vectors follow Pareto distribution. The shape parameters α  for 
fitness are all less than 2, which means the request and response sizes have infinite variance 
contributing to high variability. While for worm hosts, the values of request size con-
centrate into few numbers, which means the request size follows constant distribution 
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1xXP . The values of request size of C1 and C2 concentrate into 44, 84, 88 or 

128 due to the different retransmission stages. While for S1 and S2, the value of request 
size of FCC is 404 because there is only one packet with size of 404 Bytes in one FCC. 
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Fig. 2. CCDFs of request size and response size of FCC 

The values of response size of the four worm hosts are almost zero, which means 
almost all FCCs failed. The failed connections means the responders do not exist, or are 
not active, or are not listening on the corresponding port. For “latency-limited” worms, 
the request belongs to protocol data, which is hard to be changed. While for “band-
width-limited” worms, the request belongs to application data, which can be changed 
by worm program. With regard to response size, “latency-limited” worms can not 
change the values because response belongs to protocol data, and for “band-
width-limited” worms, the response size can hardly be changed because they send 
scans without requiring responses. 

2.2.3   Distributions of Duration and RTT of FCC 
The CCDFs of duration and RTT of FCC of the eight hosts are shown in Fig. 3. The 
tails of CCDFs of duration and RTT of legitimate hosts show linear, too. The two 
vectors also follow Pareto distribution. Although some of the shape parameters are 
greater than 2, the distributions decay slower than exponential. While for worm hosts, 
the CCDFs of duration of C1 and C2 are ladder-like, which is also caused by the dif-
ferent retransmission stages. For S1 and S2, because the initiators of almost all FCCs 
send only one packet with size of 404 Bytes, thus the duration is computed as the 
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transmission time, which concentrates in one point. And because almost all FCCs fail 
with no responses of destination hosts, the RTT is computed with configured timeout, 
30 seconds. 
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Fig. 3. CCDFs of duration (top) and RTT (bottom) of FCC 

Same as request size, duration can hardly be changed by “latency-limited” worms, 
while can be changed by “bandwidth-limited” worms. And, neither “latency-limited” 
worms nor “bandwidth-limited” worms can change RTT. 

3   Discussions of Abnormalities of Worm Traffic 

Generally, the abnormalities of response size, duration and RTT of FCC are related 
with high probability of failed FCC. To simplify worm detection, we can substitute 
failed probability of FCC for the three vectors. Failed probability of FCC can be used as 
general worm detection vector. To decide an FCC is successful or failed, we can set the 
timeout according to the values of RTT of FCCs of legitimate hosts, which are less than 
1 second.  

However, detection methods with the only vector must face problems of high false 
positives rate. We need other detection vectors. Arrival interval is a candidate. Worm 
hosts can hardly send FCCs with arrival interval following the same heavy-tailed dis-
tribution as that of legitimate hosts. If worms try to evade detection with slow scans, 
stealthy scans or scans whose arrival interval follows heavy-tailed distribution, the 
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propagation of worms will be slowed down, which will destroy the goals of worms. 
Thus, arrival interval can be used as an additional detection vector. Also, request size 
can be another candidate. However, the ability that worms change the vector decides 
the applicability. For “latency-limited” worms, request size can be used as detection 
vector, while for “bandwidth-limited” worms, the vector may induce false negatives if 
this kind of worm changes request size deliberately. 

4   Conclusions and Future Works 

Worm detection needs effective detection vectors. The vectors of recent worm detec-
tion methods come from qualitative analysis of worm behavior, which may induce high 
false positives rate. In this paper, the distributions of vectors related with FCC are 
analyzed. Besides high probability of failed FCC, two vectors can be used as additional 
vectors, which are arrival interval and request size. Arrival interval is a general vector 
to detect “latency-limited” and “bandwidth-limited” worms, while request size is ap-
plicable to “latency-limited” worms. The future works include: 1) investigate suitable 
detection algorithms with detections vectors proposed in this paper; 2) develop worm 
containments methods according to the vectors. 
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Abstract. Existing Intrusion Detection Systems (IDS) in Mobile Ad Hoc Network 
(MANET) environments suffer from many problems because of the inherent 
characteristics of the network. Limited audit data, along with the problems faced 
in achieving global detection and response mechanisms, creates challenges for es-
tablishing reliable IDS for MANETs. In this paper, several scenarios are investi-
gated where a ‘friend’ concept has been applied to solve MANET problems. This 
same concept is applied to a new IDS framework, and discussion is presented into 
how it can help in minimizing the problems that are faced in existing IDS. The 
key advantages of this two-tier IDS framework are its ability to detect intrusion at 
an early stage of such behaviour in the network, and its capability to minimize the 
impact of colluding blackmail attackers in the systems. 

1   Introduction 

MANET is a computer network that combines the capabilities of peer-to-peer, wire-
less, and mobile network technologies and has been used to support communications 
in various environments such as in military and disaster relief operations [1]. It has 
several unique characteristics that make it differ from other types of computer net-
works. It operates in a fully distributed fashion without the aid of a central authority, 
has random network topologies, and uses wireless links for communications. Since 
the conception of MANET several security measures, concepts and architectures have 
been proposed to counter many of the inherent security concerns the network topol-
ogy introduces. However, most of these are focused upon prevention mechanisms to 
protect MANET from external attackers. It is suggested that by employing an IDS as 
a second line of defense could be very useful whenever prevention mechanisms failed 
to protect the network. In this paper, two important issues in MANET IDS are dis-
cussed: what is the best way to detect intrusions in a collaborative fashion; and how to 
minimize the impacts of blackmail attacks/false accusations. This paper proposes a 
new IDS framework for MANET to provide solutions for such problems.  

The paper proceeds to provide some background of a friend concept in small 
world phenomenon and discusses how it can be applied in a MANET environment. 
Section 3 summarizes some existing work in MANET security, which is related to 



 A Two-Tier IDS for Mobile Ad Hoc Networks – A Friend Approach 591 

the concept of friend, and Section 4 outlines some of the important features of a 
two-tier IDS framework. 

2   Friends as Short Cut in Ad Hoc Networks 

The small world phenomenon is a concept that suggests any two individuals, selected 
randomly from almost anywhere on the planet, are connected via a chain of no more 
than six acquaintances. Milgram [2] conducted an experiment in which he sent 60 let-
ters to various recruits in Wichita, Kansas who were asked to forward the letter to the 
wife of a divinity student living at Cambridge, Massachusetts. The letters could only 
be forwarded by hand to personal acquaintances (directly or through friend of a 
friend) who they thought might be able to reach the recipient. Milgram claimed that 
he has proved the concept when 3 out of 60 letters that he sent reached the recipients 
but neglected to say about the low (i.e. 5%) chain completion percentage. However, 
his experiment has motivated other researchers to investigate more on this concept, 
such as in the Internet context, as observed by Adamic [3]. In his study, he suggested 
that the World Wide Web is a ‘small world’ in a sense that all the sites are highly 
clustered yet the path length between them is small. Helmy [4] established a relation-
ship between the small world concept and wireless networks. Simulations result from 
his study proved that by adding a few ‘short cut’ nodes in the wireless networks, the 
degree of separation between nodes could be decreased drastically. One question 
emerging from this study is how to select few ‘short cut’ nodes in an autonomous, 
fully distributed, and self-organized ad hoc network. The author proposed the concept 
of contacts, which will act as short cuts to transform the wireless network into a small 
world. However, the author did not discuss how these contacts can be made available 
in the system, and this problem remains an open issue. 

The concept of ‘friends’ has been introduced in MANET environments to solve 
many problems, especially those that relate to security issues. One of the common as-
sumptions made by researchers to create friend relationships is that each node must be 
known to each other in a real world before they can establish a friend relationship in 
MANET environment. Based upon the concept that a friend in the real world is also a 
friend in the MANET, along with the concept of six degree separations between 
friends in real world, we propose a two-tier IDS framework for MANET to investi-
gate how we can benefit from these concepts. Several previous works that make use 
of ‘friendship’ concept are discussed in the next section followed by the details of the 
proposed IDS framework in Section 4. 

3   Related Work 

Establishing a security association between nodes is very important because without 
it, secret information such as users’ personal information or network information 
might be passed to unauthorized parties. One way to establish security associations is 
by deploying an encryption mechanism (e.g. private/public key system). Each mes-
sage will be encrypted with the recipient’s public key so that it can be decrypted  



592 S.A. Razak et al. 

using the corresponding private key. While this system could work perfectly well in 
wired networks, where there exists a central server to manage and to distribute the 
public keys of each node, the same scenario does not apply in MANET. Since we 
cannot assume the existence of a central authority to manage and distribute the keys, 
it seems impossible for each node to know the public keys of others without having a 
physical contact. However, this problem can be eased with the help of friends as 
suggested by Capkun et al. [5]. They suggested that each node is capable of estab-
lishing a security association with another anonymous node in the system by request-
ing a recommendation from friends. Friend nodes in their system are nodes that one 
has physically met in a real world. With a recommendation from a friend, a trustwor-
thiness level for an anonymous node can be determined, thus a security association 
between two anonymous nodes can be established without the need of a physical 
contact in a real world. 

In a real world, when we apply for a job, usually we are required to supply the em-
ployer with names of referees, who know about our background, capabilities and en-
thusiasm, and may also be used for security purposes. The same concept has been ap-
plied in a MANET environment, as proposed by Weimerskirch and Thonet [6]. Their 
concept is somewhat similar to the work proposed in [5] where recommendation from 
a friend is needed to authenticate an anonymous node in the system. However, in their 
system, the anonymous node will supply a few names as its references so that its 
trustworthiness can be judged.  

In another scenario, a friend concept has been used to prevent node selfishness in 
the routing mechanism. In a MANET, nodes might sometimes refuse to participate in 
network operations in order to save their own limited resources. As mentioned in [7], 
nodes can be forced to participate in network operations in two ways; either penaliz-
ing them for not cooperating, or rewarding them for their participation. However, this 
mechanism creates unfairness especially for the nodes that are located outside the 
‘busy’ area. Nodes need credits to send their own packets in the network and the only 
way to gain credits is by forwarding others’ packets. However, for nodes located out-
side the ‘busy’ area, the chances for them to be selected in a packet forwarding proc-
ess are low, and this will make it difficult for them to gain more credits. Miranda and 
Rodrigues [8] suggest a solution for this problem by using a friend concept. They pro-
posed a concept of selective forwarding, where each node will only participate in a 
packet forwarding process if the packets come from, or need to be sent to, one of its 
friends. Each node will advertise to others about its friend list so that it cannot be ac-
cused for not forwarding other nodes’ packets that are not in its friend list. 

4   A Two-Tier IDS for Mobile Ad Hoc Networks 

A two-tier hybrid IDS for MANET is a novel IDS architecture proposed to improve 
the efficiency of existing MANET IDS architectures with the help of friend nodes. 
The main idea of the proposed system is to provide a reliable IDS that can detect any 
intrusion attempts and at the same time reduce the number of false alarms raised in 
the system. 
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4.1   System Components 
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Fig. 1. Conceptual framework of the two-tier hybrid IDS for MANET 

Real Time Audit Data Source. In the proposed architecture, two audit data sources 
have been identified as appropriate to detect intrusive activities in the networks. Any 
network operations initiated by, or having a direct connection with the participating 
nodes (source, destination, and all the intermediate nodes) are classified as self-
experience audit data. Neighbours that are close to the participating nodes are also 
able to capture the overheard network activities using a promiscuous mode. This kind 
of audit data is known as friends’ observation audit data in the proposed framework. 

Misuse Detection Mechanism. This module comprises a misuse detection engine to 
detect activities that match the attack signatures as stored in the signature database. At 
the initial stage, the attack database might only cover a few attack signatures, but as 
time goes by, with the aid of the anomaly detection mechanism and the signature 
management module, the attack signature database will reach its maturity level and 
thus be able to detect more attacks. 

Anomaly Detection Mechanism. Attacks that cannot be detected by a misuse detec-
tion mechanism will be passed here for further investigation. The failure of detecting 
the attacks could be because of the attack signature database is still immature or could 
be because of insufficient evidence. The anomaly detection mechanism applied here 
is similar to the existing techniques proposed by previous researchers, and its main 
components include an anomaly detection engine and a profile database. 

Signature Management. This module completes the feedback loop by enabling a 
dynamic update to the misuse detection mechanism. The signature generator auto-
matically generates the attack signature each time the anomaly detection mechanism 
successfully identifies deviation from normal user/system profiles. 
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Friends Detection Mechanism. Any suspicious activity that was unsuccessfully de-
tected as intrusive by the misuse and anomaly detection mechanisms in local detec-
tion will be further investigated with the help of friends. First degree friends are nodes 
in the networks that have a direct connection with the source node (i.e. the node that 
initiates the global detection process). Nodes in the network will have a direct connec-
tion to each other if they are friends in a real world. On the other hand, second degree 
friends are nodes in the networks that do not have a direct connection to the source 
node. First degree friends can participate in the global detection process without any 
problem because their identity can be verified by the source node. However, source 
node might only have a few first degree friends especially at the early stage of its par-
ticipation in the networks. As a result, a global detection mechanism might take a 
longer time to complete or might not be completed because of the insufficient number 
of first degree friends’ reports received. For that reason, second degree friends’ re-
ports can be accepted to speed up the detection process. However, since second de-
gree friends are the indirect friends to the source node and their identity cannot be di-
rectly verified, a referee (a node that has first degree relationships with both the 
source and the second degree node) is needed to verify the second degree node’s iden-
tity. Reports from both first and second degree friends are equal in weight and will be 
counted by a voting mechanism. Once the reports reached the preset threshold limit, 
the response mechanism will be triggered. 

Response Mechanism. A local response unit will raise an alarm to alert the local user 
about the detected intrusive activity. The intrusion alarm then will be broadcasted to 
the other nodes in the networks to make them aware about the existence of intrusive 
nodes. However, to avoid false accusations, only alarms received from first degree 
friends can be accepted. 

4.2   Friends’ Role in Two-Tier IDS 

Speed Up the Detection Process. Cooperative detection could speed up the detection 
process but this method is vulnerable to packet modification attacks. Friend detection 
mechanism in the two-tier IDS can ease this problem as each node in the system will 
carry out the detection process based on its own local audit data, and will only share 
the result of the decision whether the suspicious node is malicious or not. 

Minimizing the Risk of Cooperative Blackmail Attacks. The problem of blackmail 
attack has been discussed in [9], and the authors suggested that a voting mechanism 
could ease the problem. However, a voting mechanism could only be used to protect 
the network from a single blackmail attacker, but not a cooperative blackmail attack. 
A friend mechanism is capable of minimizing the risk of such problems as only detec-
tion results from friends can be accepted in the proposed system. In case of there be-
ing a lot of blackmail attackers, the immunity of a friend mechanism can be strength-
ened by increasing the number of positive detection results that must be gathered from 
friends before any suspicious activity can be confirmed intrusive. 

Reliable Global Response Mechanism. Broadcasting intrusion alerts is a big chal-
lenge in a MANET because each node is anonymous to others, and there is always a 
possibility that some of the alerts are not genuine (i.e. broadcasted by attackers). The 



 A Two-Tier IDS for Mobile Ad Hoc Networks – A Friend Approach 595 

reliability of a global response mechanism can be increased with the help of friend 
nodes. Since each node is only interested in the alerts that came from its friends, all 
other alerts (including the fake ones) will be dropped. This will solve the false accusa-
tion problem caused by the fake alerts in the system. 

5   Conclusion 

In this paper, a new IDS framework for MANET environments based upon the con-
cept of a friend in a small world phenomenon has been proposed. Current anomaly 
detection mechanisms as proposed in previous work make the detection process 
longer, as the system needs to gather sufficient evidence before a decision can be 
made against any suspicious activity. In another scenario, existing techniques for 
global detection suffer from the potential for blackmail attackers and false accusa-
tions. The proposed two-tier IDS framework has been designed to overcome these is-
sues with the help of friend nodes. For future work, simulations will be carried out to 
investigate the performance of the proposed IDS framework in various MANET sce-
narios. It is hypothesized that with the introduction of friend nodes, the impacts of the 
IDS problems mentioned earlier can be minimized. 
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Abstract. We address the problem of fairly distributing the cost of
system-wide improvements to the security of a transportation infras-
tructure over the beneficiaries. We present a framework that models
transportation links and the emergence (magnitude and frequency) and
propagation of threats. The cost-distribution is based on a weighted sum
that characterizes the expected reduction in the vulnerability of a site as
a result of the security improvements.

1 Introduction

Securing the transportation infrastructure to protect it from hostile agents is an
increasingly important task that is the subject of much recent work. No matter
what strategy one uses for improving the security of the infrastructure, there
are substantial and varied costs related to personnel, equipment, impediments
to traffic, loss of revenue due to slow or rerouted traffic, etc. Once such costs
have been determined, an important question is how they are borne by the typ-
ically numerous parties involved in the infrastructure. Indeed, lack of agreement
on such division of costs has been the topic of much political controversy and
threatens to derail initiatives for securing the transportation infrastructure.

For example, consider a proposal to implement additional checkpoints on some
highways of a regional network and to disallow hazardous-material carriers on
certain routes. Such actions incur the obvious direct costs associated with setting
up checkpoints and enforcing new regulations. However, there are also indirect
costs such as noise, pollution, and danger of rerouted hazardous-material carriers.
Further, additional checkpoints may lead to congestion which may result in loss
of business in the affected areas. It is not surprising, then, that even modest
proposals that affect the functioning of the transportation infrastructure often
elicit strong protests.

Given the increased awareness of security, it is likely that major disagreement
is not about whether additional security is necessary, but rather about who
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should shoulder what portion of its cost. In this paper, we present a model of
the costs and benefits of improvements to transportation-infrastructure security.
Using this model, we can determine a cost distribution that has a sound basis
and is thus likely to be considered fair by the concerned parties.

2 Model

We model a network of transportation links using a graph whose vertices rep-
resent locations of interest, or simply intersections, and whose edges represent
links. A link (i, j) between locations i and j permits, in general, travel both from
i to j as well as from j to i. However, travel in these two directions is modeled
using separate parameters, as described below. Figure 1 on page 598 suggests a
small transportation network modeled in this manner.

One-way links do not pose a problem to this model. The disallowed direction
may simply be assigned a very low probability of traversal. A nonzero probability
of traversal in the disallowed direction of a one-way link, such as a one-way street,
may often model the link more accurately than a zero probability because, for
example, it is quite likely that agents perpetrating an attack do not hold traffic
regulations in high regard.

Threats may originate at any vertex of the graph representing the transporta-
tion network. Threats that originate at locations on a link between two vertices,
such as a rail link between two stations, are modeled by inserting an additional
vertex between those vertices. In other words, locations at which threats orig-
inate are, by definition, locations of interest and are therefore modeled using
vertices in the graph.

We use two parameters to describe threats originating at a vertex i: a magni-
tude mi and a frequency fi. Intuitively, the magnitude represents the seriousness
of a threat, modeling quantities such as the amount of damage and the affected
area. The frequency indicates how often a threat is likely to materialize at i.
Our methods do not depend on any particular interpretation of these parame-
ters. Further, our work uses these parameters only in conjunction, as the product
mifi, which represents the expected magnitude, per unit time, of a threat orig-
inating at vertex i. Determining appropriate values for mi, fi, and the other
parameters of our model is an important problem, but not one that is the focus
of this paper. Our focus is on how such data, once obtained, may be used to
allocate system-wide costs of securing the transportation network.

When a threat appears at a location in the network, it may either be executed
at that location or be transported to another location using one of the links. A
threat may appear at a location either because it originates at that location,
as described earlier, or because it traversed a link from another location to that
location. We use ei to denote the probability that a threat appearing at a location
is executed at that location. More precisely, the probability of execution ei is the
conditional probability of a threat executing at i given that it has appeared at i.
Similarly, we use tij to denote the conditional probability of traversal from i to j,
given a threat appearing at i. In general, tij and tji are not the same. Let us use
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Fig. 1. A network of transportation links used by the running example

nbd(i) to denote the neighborhood of i, i.e., the set of vertices that are the targets
of links from i. Since ei and tij represent probabilities we must have the following
for every vertex i in the graph: ei+

∑
j∈nbd(i) tij ≤ 1 . However, the terms on the

left-hand side of this inequality need not sum to one because the threat may
disappear (e.g., a planned attack may be abandoned).

We denote the cost of improving the security on link (i, j) by cij . The resulting
(lower) link traversal probability is denoted by t′ij . Finally, we define sij = 1−tij
and s′ij = 1 − t′ij for notational convenience.

3 Vulnerabilities

The model of Section 2 allows us to quantify the vulnerability of each location
of interest. Intuitively, the vulnerability of a location of interest is the expected
magnitude of a threat executed at that location. In order to keep the calculations
simple, we henceforth assume that a threat is executed at its intended target
(location of interest) as soon as it arrives at that target. That is, we may restrict
our attention to traversals that do not visit any vertex more than once (acyclic
paths). It is conceptually easy to do away with this assumption by using the
steady-state distribution obtained by interpreting the graph of Section 2 as a
Markov process [1].

Figure 1 suggests a small transportation network that we shall use as a run-
ning example. The four locations of interest are identified by the numbers within
the circles: V = {1, 2, 3, 4}. The five links are identified by the letters above each
link: L = {A, B, C, D, E}. The magnitude and frequency of a threat originating
at vertex 1 are 1024 and 4, respectively, so that f1m1 = 4096. (The numbers are
chosen to minimize fractions in the calculations that follow but nothing in our
model depends on such carefully chosen values.) For all other vertices in this ex-
ample, fimi = 0. That is, a nontrivial threat originates only at vertex 1. We use
an execution probability of 1/4 at each vertex. That is, ei = 1/4 for all i ∈ [1, 4].
Traversal probabilities for all links (in either direction) are uniformly 1/4. That
is, for all i, j ∈ [1, 4], i �= j, we have tij = tji = 1/4 (and thus sij = sji = 3/4).
We may verify that these values satisfy ei +

∑
j∈nbd(i) tij ≤ 1 for all vertices i

in our example.
By a slight abuse of notation, we shall use the link identifiers, such as A and B,

to denote both the links themselves and traversals of those links. More precisely,
given a link X = (i, j) with i < j, a traversal from i to j is denoted by X while a
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traversal from j to i is denoted by X ′. Paths are denoted by concatenating these
labels for the traversals, in sequence. Thus, given Figure 1, AD denotes a path
from vertex 1 to vertex 3 via vertex 2, while A′CE denotes a path from vertex
2 to vertex 4 via vertices 1 and 3. Further, we use X to denote a non-traversal
from i to j, and similarly X ′ to denote a non-traversal from j to i.

Let us now calculate the vulnerability of vertex 3. Since there is only one
origin of threats (vertex 1) in our example, the vulnerability of any other vertex
in our example depends only on the paths leading to that vertex from vertex 1.
A threat from vertex 1 may arrive at vertex 3 either directly, using link C, or
via vertex 2, by using either of links A and B followed by link D. Therefore, we
may calculate the probability of a threat from vertex 1 arriving at vertex 3 as
follows.

P (((A or B) and D) or C) = 1 − P ((((A ∨ B) ∧ D) ∨ C)
= 1 − P (C)(1 − (1 − P (A)P (B))P (D))

Using our notation for the traversal probabilities from Section 2, we have the
following expression for the vulnerability of vertex 3:

v3 = m1f1(1 − sC(1 − (1 − sAsB)tD)) (1)

Substituting the parameter values from our running example yields

v3 = 1024 · 4 · (1 − (1/4)(1 − (1 − (3/4)(3/4))(1/4)) = 1360

The interpretation of this number depends on the interpretation used in as-
signing values to the parameters m1 and f1. For instance, if m1 represents the
number of persons affected by a bomb and if f1 represents the number of times
a year such a bomb is expected to originate at site 1, then 1360 is the expected
number of people affected yearly by the bomb, given our model. However, our
work is equally applicable to any other interpretation that fits our model de-
scribed in Section 2.

The above calculations are based on the state of the transportation network
before any security improvements are made, i.e., the base state. In general, the
vulnerability vi of vertex i depends on the set of links on which security improve-
ments have been made. Therefore, we use vi(S) to denote the vulnerability of i
given a set S of improved links. The left-hand side of Equation 1 is expressed as
v3(∅) in this notation, which we shall henceforth use.

Continuing our running example (Figure 1), suppose that improving the se-
curity of a link halves the probability of traversal. Recall that we have traversal
probabilities tij = 1/4 for all i, j ∈ [1, 4], i �= j. Using the notation of Section 2,
we have, for all i, j ∈ [1, 4], i �= j, t′ij = 1/8 and s′ij = 7/8.

We may calculate v3(S) for all S ⊆ L using Equation 1 by substituting sA,
sB, sC , and tD with, respectively, s′A, s′B, s′C , and t′D depending on whether A,
B, C, and D (respectively) belong to S. For S = {A, C}, substituting s′A for sA

and s′C for sC yields the following:

v3({A, C}) = m1f1(1 − s′C(1 − (1 − s′AsB)tD))
= 1024 · 4 · (1 − (7/8)(1 − (7/8)(3/4))(1/4)) = 820
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Table 1. Vulnerability of vertex 3 of Figure 1 (page 598) for different sets of improved
links, based on the discussion in Section 3

Improved set S Vulnerability v3(S)
∅, {E} 1360
{A}, {A, E} 1288
{B}, {B, E} 1288
{C}, {C, E} 904
{D}, {D, E} 1192
{A, B}, {A, B, E} 1204
{A, C}, {A, C, E} 820
{A, D}, {A, D, E} 1156
{B, C}, {B, C, E} 820
{B, D}, {B, D, E} 1156
{C, D}, {C, D, E} 708
{A, B, C}, {A, B, C, E} 722
{A, B, D}, {A, B, D, E} 1114
{A, C, D}, {A, C, D, E} 666
{B, C, D}, {B, C, D, E} 666
{A, B, C, D}, {A, B, C, D, E} 617

The result of such calculations for all subsets S in our running example sum-
marized in Table 1. There is no origin of a threat at vertex 4 in our example.
Therefore, as indicated by Equation 1, link E is immaterial for calculating the
vulnerability of vertex 3. This fact explains the two sets in the first column of
each row of Table 1.

The benefit of improving the security of a link is, in general, different for each
the vertex. A fair scheme for distributing the cost of improving links over the
vertices in the network reflects these differing benefits using the above framework.
We defer the details of the distribution scheme to a forthcoming paper.

4 Related Work

While our work abstracts away some of the details of how various model parame-
ters are determined, such determination is nevertheless very important and forms
the basis of our model by providing the important parameters. For example, Shao
presents a method for allocating redundant resources for disaster-recovery plan-
ning [2]. Similarly, recent work by Park et al. may be used to determine the
vulnerabilities of nodes in a computer-network infrastructure [3]. Sinai discusses
how work in the social and behavioral sciences may be applied to model and
assess threats of terrorism [4]. Such work is key to determining the parameters,
such as threat magnitude and frequency, used by our model in this paper. Infor-
mation resources such as the MIPT system described by Ellis provide a means for
efficiently accessing a variety of information necessary for threat assessment [5].
A similar effort in the context of the spread of infectious diseases is described by
Zeng et al. [6]. Park and Ho describe a method for addressing insider threats [7],
which are an important category of threats in any environment, including the
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one in this paper. Lin et al.’s user-acceptance study based on the COPLINK
system [8] highlights the importance of solutions that make a compelling case
for acceptance, which is also one of the motivations of our work in this paper.
Xu et al. present a method to analyze and visualize criminal networks, focusing
on dynamics [9]. Introducing the dynamic element into our model in this paper
is an interesting avenue for further work.
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Abstract. Counterterrorism is one of the major challenges to the society. In or-
der to flight again the terrorists, it is very important to have a through under-
standing of the terrorism incidents. However, it is impossible for a human to 
read all the information related to a terrorism incident because of the large vol-
ume of information. Summarization technique is urgently required for analysis 
of terrorism incident. In this work, we propose a multi-document summariza-
tion system to extract the critical information from terrorism incidents. News 
stories of a terrorism incident are organized into a hierarchical tree structure. 
Fractal summarization model is employed to generate a summary for all the 
news stories. Experimental results show that our system can effectively extract 
the most important information for the incident.  

1   Introduction 

After September 11th of 2001, the public realized that terrorist attacks are threatening 
us anywhere over the world. In order to flight against the terrorists effectively, it is 
important to build a knowledge base of terrorism. However, there is a large volume of 
information related to a terrorism incident. It is impossible for a human to digest all 
the information. The problem of information-overloading can be reduced by auto-
matic summarization. Research in this area is very essential for counterterrorism.  

Many summarization models have been proposed [5, 6]. Traditionally, summariza-
tion system considers a document as a sequence of sentences. They calculate the  
significance of sentences. The most significant sentences are then extracted and con-
catenated as a summary. It was shown that the document structure is important in both 
automatic summarization [1] and human abstraction [2]. The fractal summarization 
was proposed based on hierarchical structure of document [11]. Experiment results 
showed that fractal summarization is a promising summarization technique. 

Summarization has been extended to multi-document summarization [7]. Given a 
set of flat-structured documents, the summarization system identifies the similarities 
among the documents. The sentences are extracted based on their similarity meas-
urement. However, there is not a trivial way to organize a set of flat-structured docu-
ments into a hierarchical tree structure. This paper investigates the impact of different 
hierarchical structure to the summarization technique. Experiments are conducted on 
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terrorism incidents to determine how the summarization techniques perform in ex-
tracting the terrorism information from a set of documents. 

2   Fractal Summarization Model 

The information overloading problem can be solved by automatic summarization. A 
lot of summarization models have been developed. Traditional automatic summariza-
tion is the selection of sentences from the source based on their significance to the 
document [6]. The thematic, location and heading are the most widely used features.  

A large document can be represented as a tree structure with several levels. At the 
lower abstraction level of a document, more specific information can be obtained. 
Studies of human abstraction had shown that the human abstractors extract the topic 
sentences according to the document structure [1, 2]. Fractal summarization model 
was proposed to generate summary based on the hierarchical structure of the docu-
ment and fractal theory [11]. The detail algorithm is shown as follow: 

Fractal Summarization Algorithm  
1. Calculate the Sentence Quota of the summary. 
2. Divide the document into range blocks and transform the document into fractal tree. 
3. Set the current node to the root of the fractal tree. 
4. Repeat 
4.1 For each child node under current node,  
      Calculate the fractal value of child node. 
4.2 Allocate Quota to child nodes in proportion to fractal values. 
4.3 For each child nodes, 
   If the quota is less than threshold value 
   Select the sentences in the range block by extraction 
     Else 
   Set the current node to the child node 
   Repeat Step 5.1, 5.2, 5.3 
5. Until all the child nodes under current node are processed 

In fractal summarization, the document is partitioned and transformed into a hier-
archical tree structure according to its document structure. For each node, the system 
calculates the Range-block Significance Score by summing up sentence significance 
scores under the range-block. The fractal value of the root node is 1, and it is proro-
gated to other nodes directly proportional to its significance score. Then, the system 
calculates the number of sentences to be extracted according to the compression ratio. 
The number of sentences is assigned to the root of document tree as the quota of sen-
tences. The quota is allocated to child-nodes by propagation directly proportional to 
the fractal value of the child-nodes. The quota is then iteratively allocated to child-
nodes of child-nodes until the quota allocated is less than a threshold value and the 
range-block can be transformed to some topic sentences.  

The fractal values of the nodes in the hierarchical fractal structure are computed 
based on the traditional salient features. To fully utilize the fractal structure of docu-
ment, the traditional salient features are fractalized as follows: 

- It is believed that a term carries different weight in different location of a full-
length document [3]. In fractal summarization, the tfidf of a term in a range block 
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is defined as proportional to the term frequency within a range-block and inversely 
proportional to the frequency of range-block containing the term. 

- Fractal summarization calculates the location weight based on which document-
level we are looking at. We calculate the location weight for a range-block, all sen-
tences inside a range-block will receive same location weight. 

- At different abstraction level, some headings should be hidden and some headings 
are emphasized. Moreover, the significance of the heading is inversely propor-
tional to its distance from the sentence. Propagation of fractal value [4] is a prom-
ising approach to calculate the heading weight for a sentence. 

Our experiments showed that the fractal summarization model produces a summary 
with a wider coverage of information subtopic than traditional (non-hierarchical)  
summarization model. The precision of fractal summarization model outperforms the 
traditional summarization significantly at 99% confidence level [11].  

3   Hierarchical Structure of News Stories for Terrorism Incident 

To prevent a terrorism incident, it is very important to have a through understanding 
of the incident. However, analysis of the incident is infeasible without help of summa-
rization tools because of a large number of documents. Multi-document summariza-
tion systems have been developed for flat-structured documents. Advanced technique 
is required for analysis of structured documents. 

Typically, multi-document summarization systems consider the documents as indi-
vidual documents in a flat-structure [7]. However, a set of news stories related to a 
terrorism incident has a more complicated structure. A timestamp is associated with 
each news story. The distribution of news stories is not uniform along the timeline. 
Moreover, the news stories can be classified into event topics [12], and the number of 
news stories is not uniform in all events. As a result, a more advance multi-document 
summarization system is required for analysis of news stories of terrorism incidents.  
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     (a) “Madrid Train Bombing”                       (b) “Beslan School Hostage Crisis” 

Fig. 1. Distribution of News Stories of Terrorist Attack Incident vs. Time 

In order to have an insight understanding of terrorism incidents, two terrorist attack 
incidents have been analyzed. Related news stories have been collected from the 
CNN.com. In the figures of distribution of news stories against time (Fig. 1), obvious 
peaks can be identified at the beginning of each incident. The peak is caused by a 
large number of news stories soon after the burst of the incident. Then, the number  
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(a) by number of news stories 

 
(b) by time interval 

 
(c) by event topics 

Fig. 2. Example of Different Hieratical Structures (“Beslan School Hostage Crisis” Incident) 

of news stories decreases as time goes by. As shown in Fig. 1, the “Madrid train 
bombing” has a more long-term impact. Therefore, 115 news stories continually ap-
pear over more than one year. However, the “Beslan school hostage crisis” has only a 
short-term impact, 36 news stories appear in the first month, and then it remains silent 
for about two month until last story in the third month. 

It has been shown that the document structure is important in summarization [1, 2]. 
Therefore, the news stories are organized into a hierarchical tree. Taking considera-
tion of the temporal and semantic information of news stories, we have investigated 
three alternatives: 

1. The news stories are organized by the number of stories (Fig. 2a). Our previous 
result showed that a good summary must extract information distributively [11]. 
Moreover, when an author writes a document he distributes information evenly 
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into sections. Therefore, we consider all stories equally significant and they are 
evenly distributed into a tree structure. We propose to organize the tree such that 
the nodes at same depth contain same number of news articles. 

2. The news stories are organized by the time interval (Fig. 2b). Temporal text min-
ing technique has been applied to multi-document summarization [8]. Summariza-
tion of news stories are generated for each period of fixed number of days, then an 
overall summary is generated. We propose to organize news stories in a tree such 
that each child represents an equal and non-overlapping interval.  

The news stories are organized by the event topics (Fig. 2c). The research of in-
formation retrieval focus on detecting of event topics of news stories [12]. A good 
summary must extract information from each event topics [10]. Recent research in 
automatic summarization proposes to classify the documents into document set before 
summarization [9]. Therefore, we propose to organize by event topics. As the accu-
racy of event topic detection affects the performance of the summarization directly, 
the stories are clustered into events topics by human professional in advance. 

4   Impact of Hierarchical Structure to Summarization 

News stories of a terrorism incident can be organized into different hierarchical struc-
tures (Figure 2). Experiments are conducted to investigate the impact of hierarchical 
structure to the performance of automatic summarization. The results show that clas-
sification of news stories by event topics achieves the best performance. 

Experiments have been conduced on previous two terrorism incidents. The news 
stories are organized in three hierarchical structures as previous section. As there are 
relatively more children in the hierarchical tree by event topics, in order to have a fair 
comparison, we have considered hierarchical tree with different number of children 
for first two structures in addition to binary tree. Fractal summarization model is then 
applied to summarize these two incidents.  

The fractal summarization for news stories is very similar to the fractal summariza-
tion of large text document, only some minor modifications are required to demon-
strate the characteristic of the news stories.  

− First, there is no heading for the internal node in the tree. As a result, the heading 
feature will only be considered at the news headings of individual news stories and 
the theme of the incident. 

− The location feature in traditional summarization assumes that the text unit in the 
beginning or ending is more important. The news stories inside a node of news tree 
are considered as equally significant. Therefore, the location feature is not consid-
ered during summarization of news stories. 

As the high-compression ratio abstracting is more useful, the news stories in our 
experiment are summarized with 5% compression ratio. To measure the precisions, 
the summaries generated by machine are compared with abstracts composed by hu-
man professional by gold standard [5]. The precision of a summary is calculated as 
the percentage of sentences selected by human professional (Table 1). 
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Table 1. Precision of Summarization with Different Hierarchical Stucture 

Incident By Number of News Stories By Time Interval By Event Topics 
 Degree-2 Degree-3 Degree-4 Degree-2 Degree-3 Degree-4  
Madrid Train 
Bombing 62.1% 58.9% 63.2% 58.9% 58.9% 55.8% 71.6% 

Beslan School 
Hostage Crisis 58.7% 56.5% 60.9% 56.5% 63.0% 58.7% 82.6% 

When an author writes a large document with a lot of information, he groups simi-
lar information into same sections [2]. Therefore, classification of news stories into 
event topics simulates the process of an author writing a large document. It gives a 
more natural classification of the news stories. However, the classifications of news 
stories by number of news stories and by time interval partition the news stories by 
brute force. The themes among stories are not preserved. Therefore, the precision of 
summaries of news stories with hierarchical structure by event topics is significantly 
higher than the other two (Table 1).  

News stories in hierarchical structure classified by number of stories and by time 
interval are both organized by their order along the timeline. Therefore, there is not 
much difference among two structures, and their precisions are similar (Table 1). On 
the other hand, there is no significant difference among the precisions for different 
degrees (Table 1). Changing the degree will not change the intra-stories relationship; 
they are still organized by time ordering. It will only change the amount of informa-
tion inside each node. The fractal summarization model calculates the significance of 
each node by the amount of information inside the node, and the quotas are assigned 
accordingly. However, organizing news stories into hierarchical structure by event 
topics makes a fundamental change in the organization. As observed in the experi-
ment, there is a substantial improvement in the precision. 

Moreover, it is believed that a good summary must cover as many topics as possi-
ble and the redundant information within a topic must be eliminated [10]. If the news 
stories are organized into hierarchical tree by event topics, the fractal summarization 
extracts sentences distributively among the event topics. It also ensures that the most 
significant node will not dominate the summary. A more balanced quota among event 
topics can eliminate the possibility of redundant information as well. The fractal 
summarization model summaries a large document in the similar way as a human 
abstractor. Therefore, it is promising technique to summarize multiple documents.  

�5   Conclusion 

Automatic summarization of multiple news stories is very useful to extract terrorism 
information from a large volume of information. Three hierarchical structures of news 
stories have been investigated in this paper. Experimental results show that the sum-
marization of news stories with hierarchical structure classified by event topics out-
performs the other two structures. The fractal summarization model together with 
hierarchical structure classified by event topics becomes a promising multi-document 
summarization system for multiple news stories. This novel approach provides an 
essential analytical tool for terrorism incident. 
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Abstract. Deterrence is the “holy grail” of counter-terrorism: a strategy that offers 
the promise of reducing or eliminating terror attacks at minimal cost. Israel’s 
experience has shown, however, that while many tactics have been promoted as 
deterrents, very few have actually worked. As claimed deterrence can be used to 
justify retributive policies that are unjust or simply unwise, it is important to apply 
careful thought before implementing such policies. 

1   Introduction 

Nations targeted by terrorist campaigns are in a difficult position: while they must 
respond to terror attacks, there is no obvious “correct” response. Passively absorbing 
attacks is not an attractive policy option, particularly for democracies, where public 
dissatisfaction affects government decision-making. However; the alternatives to 
passive victimhood are often controversial, expensive, and inconvenient – and 
sometimes ineffective as well. 

Thus, the “holy grail” of counter-terrorism is deterrence. If enough potential 
terrorists can be convinced that carrying out attacks is a bad idea, all the massive 
investment in target-hardening, security checks, and other means of reducing 
terrorism will no longer be necessary. The risk, however, is that retributive policies 
justified as deterrents may be ineffective or even counter-productive. 

Israel has been confronted by one of the world’s longest terrorist campaigns, and 
over the years its leaders have tried in many ways to find ways of deterring terrorists. 
Israel thus provides an excellent case-study for examining the potentials and pitfalls 
of deterrence as a counter-terrorism strategy. 

2   Rational Choice – A Theory of Deterrence 

In modern criminology, the most widely accepted model for understanding deterrence 
is the Rational Choice Theory. According to Rational Choice, potential criminals are 
best understood as rational actors who weigh the costs and risks involved in 
committing a crime against the potential benefits of the crime. If punishment is swift, 
severe, and certain, few people will choose to disobey the law even if the potential 
illicit gain is substantial; but if punishment is uncertain, slow, or minimal, breaking 
the law can be seen as worthwhile even if the potential rewards are modest. 
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At its most simplistic, Rational Choice Theory would seem to hold out the 
potential for creating precise mathematical formulae which would yield the correct 
punishment to deter any given crime. Reality, of course, is not so straightforward. 
Potential criminals do indeed weigh the risks, costs, and benefits before deciding on a 
course of action; but the factors they include in their intuitive calculations go far 
beyond the value of stolen goods and the income that would be lost due to 
imprisonment. So while it seems reasonable to expect people’s decision-making to be 
rational given their goals, beliefs, circumstances, social milieu, and so on, it can be 
very difficult to describe these factors accurately enough to create precisely “correct” 
deterrence. 

Even though Rational Choice Theory cannot tell us precisely what will constitute 
an adequate minimum penalty to deter a particular crime, it can certainly explain the 
general effectiveness of punishment in deterring premeditated crime. In fact, without 
Rational Choice Theory or something much like it, the concept of deterrence would 
make no sense at all. 

2.1   Is Terrorism a Rational Choice? 

Given the nature of today’s terrorism – particularly suicide terrorism – it is easy to 
label terrorists as irrational. Were terrorists truly irrational, it would be pointless to 
seek to deter terrorism – since deterrence requires a rational actor who can change his 
mind in order to avoid punishment. In fact, though, there is no convincing reason to 
consider even suicidal terrorists to be irrational; extensive studies have failed to show 
any psychopathology associated with suicide terrorism.1 Further, terror attacks – 
particularly the “high-quality” attacks that result in many casualties – are not carried 
out impulsively, but are the result of long, meticulous planning, preparation, and 
indoctrination. The fact is that potential suicide terrorists have changed their minds 
about carrying out an attack at all stages of the process, showing that even the 
“craziest” terrorists have the ability and opportunity to make decisions based upon 
rational considerations. 

The question is not whether Rational Choice Theory applies to terrorism; but 
rather, what strategies for creating deterrence against terrorism might be effective, and 
at what cost. The most obvious criterion of effectiveness is whether a particular 
strategy has been shown to work in the real world. For the most part, reality is too 
complex to yield unambiguous answers. Accordingly, we must look at deterrence 
from a theoretical as well as historical standpoint.  

3   Individual Deterrence 

Terrorism is seldom a purely personal affair. While attacks are ultimately carried out 
by individuals, these perpetrators have been recruited, trained, indoctrinated, 
equipped, and delivered to their target by organizations that have their own agendas 
and concerns. Further, terror attacks take place in a national and community context. 
                                                           
1  See for example, Ariel Merari. The Profile of the Modern Terrorist. In Post-Modern 

Terrorism: Trends, Scenarios and Future Threats. Transaction Publishers ( 2006). 
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So to analyze the potential for deterring terrorism, we need to examine how 
deterrence works – and fails – at all three levels. 

3.1   Deterring the Suicide Terrorist 

The terrorist who has no thought of escape, who seeks only to find the most damaging 
place and time to detonate his explosives, is very difficult to intercept once he has 
begun the final approach to his target. Clearly, suicide terrorists are a prime target for 
deterrence. At the same time, they present one of the most obvious challenges to a 
retaliatory strategy: by the time any retaliation can be carried out, they are already 
dead. 

Since punishing the guilty is clearly impossible in this case, the only remaining 
option for creating deterrence is to punish the innocent. Such punishments can range 
from the mild to the draconian; the challenge for policy-makers is to balance the 
obvious injustice of punishing people who have done nothing (or very little) wrong 
against the benefits that effective deterrence would provide. 

Israel’s response to the challenge of deterring suicide terrorists was the demolition 
of the terrorist’s family home. This policy attempted to capitalize on the terrorist’s 
presumed reluctance to see his relatives made homeless; however, a military 
investigating commission determined in early 2005 that these demolitions had never 
had any significant deterrent effect on suicide terrorism. Home demolitions are 
unlikely to work as a general deterrent because they oppose transcendent benefits 
(furthering the terrorist’s national cause, enjoying the eternal pleasures of Paradise, 
and even automatic entry to Paradise for one’s relatives) with a mere economic 
punishment. Since his family house is likely to be replaced by the Palestinian 
Authority or foreign donors, and families of “shahids” receive special pensions and 
the like, the potential suicide bomber is likely to feel that “martyrdom” is an 
acceptably good deal even if his family’s house is demolished. 

At the same time as it failed to deter suicide terrorists, Israel’s home-demolition 
policy damaged its international standing, caused internal dissention, and if anything 
increased Palestinian motivation to carry out terror attacks. 

All of this does not mean that such deterrence is impossible to achieve. It is easy to 
imagine retaliatory policies that would create effective deterrence against suicide 
terrorism – for example, killing the terrorist’s parents rather than destroying their 
house. However, such policies would be so flagrantly unjust that they would never be 
acceptable to the Israeli public, much less the international community. We can 
generalize these observations as follows: Any policy of retaliation intended to deter 
suicide terrorism is likely to be either too weak to have any appreciable deterrent 
effect, or too harsh to be acceptable to the citizens of a democracy and the 
international community. 

3.2   Imprisonment as an Individual Deterrent 

Arrest and imprisonment are the most common punishments for ordinary criminal 
behavior – but even for “normal” criminals, the deterrent effect of prison is somewhat 
uneven. To the extent that prison works as a deterrent to crime (as opposed to being 
simply a means of keeping the criminal off the streets for a while), it does so either 
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because it interferes with the individual’s family or social life, keeps him from 
earning a living, or carries a social stigma.   

None of these applies to Palestinian terrorists imprisoned in Israel. Their families 
receive stipends to make up for their missing income; they are treated as heroes when 
they return home; and their release en masse is a standard demand of the Palestinian 
leadership in all negotiations with Israel. These factors do not completely negate the 
deterrent effect of imprisonment, but they certainly do reduce it. 

3.3   “Targeted Killing” as an Individual Deterrent 

Terror-organization leaders, recruiters, bomb-makers, and other functionaries present 
another attractive target for deterrence. Actions taken against these terrorists, unlike 
retaliation against relatives of suicide terrorists, are reasonably defensible from a moral 
and political standpoint. Further, unlike retaliation against the innocent for suicide 
attacks, actions against living terrorists serve a tactical as well as a deterrent purpose. 

“Targeted killings” ought to be an effective deterrent. Death is a severe enough 
punishment to give most people pause, and members of terror organizations other 
than those being groomed to carry out suicide attacks are not known for being suicidal 
themselves.2 However, three factors reduce the deterrent effect of “targeted killings”: 

 Since “targeted killings” of terror-group leaders and functionaries are not, in 
general, a response to specific terror attacks, their value as an individual deterrent 
is somewhat limited. The possible victim of a “targeted killing” cannot avoid his 
death by refraining from carrying out a particular attack; he must renounce 
terrorism entirely and resign from his organization, or else try to turn his 
organization’s policy against terrorism. Either of these courses of action could well 
carry its own serious risks. 

 Terrorists – particularly those who work with explosives – become accustomed to 
a high degree of risk. For a policy of “targeted killings” to be effective as an 
individual deterrent, the probability of being killed in this manner must be quite 
high. 

 For various political reasons, the use of “targeted killings” tends to be rather 
sporadic. Since deterrence is best created by swift, severe, and certain punishment, 
“targeted killings” that are undertaken only occasionally do not have the impact 
that they otherwise might – especially given terrorists’ acceptance of high risk. 

Given the political costs of “targeted killings”, it would appear that this tactic is 
best used either very selectively against especially high-value targets, or else as part 
of a concerted and intense campaign as described below. 

4   Organizational Deterrence 

While organizations are composed of individuals, they act in many ways as 
independent entities, with collective interests that do not necessarily correspond to the 
                                                           
2  It has often been noted that terror-organization leaders and functionaries never carry out 

suicide attacks; neither, in general, do their close relatives. 
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personal interest of any particular member of the organization. In several ways, the 
terror organization is an attractive target for deterrence: 

 Unlike individual terrorists who may be indoctrinated to accept or even welcome 
“martyrdom”, terror organizations resist their own dissolution. There is no afterlife 
for organizations, and thus even religiously-motivated terror groups consistently 
pursue their earthly interests. 

 Terror organizations, especially those with a traditional hierarchical structure, tend 
to react in rational, predictable ways. The leaders of such organizations tend to be 
rather “professional” in their outlook; this means that they will act to preserve their 
organization’s interests even when this means making ideological compromises. 

 Given sufficient motivation, the leadership of a traditional terror organization is 
capable of changing the organization’s tactics and even calling a halt to attacks. 

At the same time, there are challenges facing a terror organization that decides to 
change its ways in response to the threat of punishment: 

 Terror groups derive much of their “street” legitimacy from the attacks they carry 
out. To cease to carry out attacks is to risk losing popular support. 

 If the leadership of a terror organization decides to abandon terrorism, there is a 
possibility that part of the organization’s membership will split off and form a 
new, violent splinter group. For deterrence at the organizational level to be fully 
effective, the organization’s leadership must be sufficiently strong to persuade the 
rank and file to follow its new policies. 

 If the organization’s leadership decides to abandon terrorism permanently, they 
have to find a new role for the organization or face its dissolution. Organizations 
that have been in the “terror business” for years find it difficult to reinvent 
themselves as purely political or social organizations. 

4.1   Organizational vs. Individual Deterrence 

Just as terror organizations have goals that are different from the goals of any 
particular individual, they also have different vulnerabilities. Organizations do not 
“feel pain” or other emotions; they generally react much more cold-bloodedly than 
individuals do. On the other hand, organizations need a constant supply of money and 
other material resources, as well as recruits, in order to survive. If any of these 
processes are sufficiently disrupted, an organization can lose its effectiveness or even 
disintegrate. 

The most obvious strategy for deterring terror organizations is to deprive them of 
key personnel. Imprisonment may be effective in this regard, but it is often very 
difficult to capture senior leaders of terror organizations; Israel has generally found it 
easier to kill terror-group leaders than to arrest them. 

A number of countries confronting terror campaigns have attempted to use a 
“decapitation” strategy, on the assumption that taking out the top leader of a terror 
organization will cause it to collapse. This has seldom worked. Most terror groups do 
not rely on one leader’s personality to survive, and can promote second-rank leaders 
to fill positions left open by “decapitation” attempts or other sporadic attacks on their 
leadership. A more effective strategy appears to be a focused campaign of “targeted 
killings” designed to eliminate enough senior operatives of a terror organization in a 
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short enough time that the orderly process of promotion can no longer function 
effectively; if enough holes in the hierarchy open up at the same time, only relatively 
junior personnel lacking experience and reputation will be available to take over the 
leadership of the organization. Israel adopted this strategy in early 2004, killing 
Sheikh Ahmed Yassin and then Abdel Aziz Rantisi less than a month later. While 
Hamas has not disappeared or even renounced terrorism, the organization has 
behaved much more cautiously since these killings than it did previously. 

While a strategy of deterrence based on the threat of aggressive attacks on a terror 
organization’s leadership can be effective against a traditionally-structured group like 
Hamas, it is less likely to work well against more chaotic, decentralized groups or 
“leaderless resistance” movements. Further, there is a risk that effective deterrence of 
traditional terror organizations may actually encourage the growth of these non-
traditional terror movements. 

5   Conclusions 

Deterrence has been a long-standing goal of Israeli counter-terrorism; and yet, despite 
many years’ experience, Israel has not had very many successes in deterring terror 
attacks. Many of the strategies ostensibly designed to create deterrence are ineffective; 
subjected to analysis, they are rather obviously doomed to failure. The fact that some of 
these strategies have been pursued for years despite their high political cost and the lack 
of any good reason to believe that they would work suggests that claimed “deterrence” 
may sometimes be a way of rationalizing revenge. 

The only strategy that shows real promise in creating effective deterrence against 
terrorism is to threaten terror organizations directly – not merely by sporadically 
attacking “key figures”, but by mounting a concerted attack on their entire leadership 
structure. While this approach is far from a panacea, it appears to work against 
traditionally-structured hierarchical terror organizations, which have been responsible 
for most anti-Israel terrorism. Whether such an approach is effective against terrorist 
networks like the Global Jihad is questionable, however. 
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Abstract. This paper presents an exploratory study of jihadi extremist groups’ 
videos using content analysis and a multimedia coding tool to explore the types 
of videos, groups’ modus operandi, and production features. The videos convey 
messages powerful enough to mobilize members, sympathizers, and even new 
recruits to launch attacks that will once again be captured and disseminated via 
the Internet. The content collection and analysis of the groups’ videos can help 
policy makers, intelligence analysts, and researchers better understand the 
groups’ terror campaigns and modus operandi, and help suggest counter-
intelligence strategies and tactics for troop training. 

1   Introduction 

In recent years, web-hosted audio and video clips  have become a powerful and robust 
information platform and communication medium for jihadi extremist groups 
(henceforth referred to as extremist groups) This has been made possible by 
technological advances and the decreasing cost and size, ease of use, and 
sophistication of video capturing and editing technology have made web-hosted audio 
and video clips a powerful and robust information platform and communication 
medium for jihadi extremist groups (henceforth referred to as extremist groups). 
Extremist groups have become independent and prolific producers of multimedia 
artifacts. Multimedia resources are widely used to spread and gain wider acceptance 
of radical ideologies, raise funds, and show real results based on their view of justice. 
This exploratory study analyzes extremist groups’ Arabic videos and constructs a 
coding scheme for examining the types of video, groups’ modus operandi, and 
production features. This study is part of a larger effort called the Dark Web Portal 
research project that exploits automatic methodologies for collecting and analyzing 
extremist groups’ web-based artifacts to support research communities. 

2   Related Work 

In this section, we review trends in extremist groups’ videos, approaches for 
organizing and analyzing extremist videos, and video content analysis. 

Extremist Groups’ Usage of Videos. Several studies [3, 4, 7] describe the diversity 
of extremist groups’ videos in terms of language, size, format, and purpose. Some of 
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the videos are mirrored hundreds of times on the web within a matter of days. 
According to Berger [3] the vast majority of the videos are simple, amateur 
productions filmed with handheld cameras or video cell phones. Videos a) are a 
powerful and easy way to communicate messages quickly; b) are a cost-effective 
means to produce lots of information in a short amount of time; and c) can provide 
persuasive action, vivid images, and sound to reach viewer’s emotions.  

Collections of Extremist Videos. Several organizations collect and analyze extremist 
groups’ videos. The most notable organizations are IntelCenter (60 volumes), 
Intelwire.com (208 titles), SITE Institute (400 titles), and Global Terror Alert (134 titles). 
Most of the organizations analyze the videos and generate report; while the Artificial 
Intelligence (AI) Lab at the University of Arizona expands on this approach and 
collects videos using a systematic spidering and performs research using web content 
and link analysis.  The AI Lab’s Dark Web video collection contains 346 titles from 
the 6th batch collected in November 2005.  

Content Analysis of Videos. Extremist groups’ videos contain massive amounts of 
information that is useful for analyzing the types of violence [1], trends in groups’ 
operations [13], leadership styles, and networks [7].  There is a wealth of content 
analysis studies of violence in television programs, video games [9], and music videos 
[10]. However, in-depth studies of the videos such as patterns of the groups involved, 
types of violence, modus operandi (e.g., targets, weapons, locations), and sophis- 
tication of videos are not available. Content analysis is a methodology for making 
inferences by objectively and systematically identifying specific characteristics of 
messages [6]. Automated content analysis approaches such as the Movie Content 
Analysis [12] and the Informedia Digital Video Library [14] projects are needed to 
extract structural and semantic content from the videos for use in terrorism research. 
A systematic exploration of the content of the videos is therefore in order. 

3   Methodology 

By using the video as a unit of analysis we aim to answer the following two research 
questions:  

1. What types of video, groups’ modus operandi, and production features are 
identified in extremist groups’ videos?   

2. How are the videos used by the extremist groups?  

The content analysis process includes several steps: sample selection, constructing 
and assessing the coding scheme reliability, design of a coding tool (Multimedia 
Coding Tool), coding the videos, and analysis of results. 

Sample Collection. We used a collection development approach used by Chen et al. 
[4] in their Dark Web portal project. For the sixth batch we collected 346 video files, 
totaling 73 hours and 45 minutes of video. From this collection we identified Arabic 
videos that were produced by extremist groups or their sympathizers in Iraq, and then 
randomly picked 20 videos. 
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Coding Tool and Scheme. The coding scheme is based on features of videos, 
terrorism ontologies [5, 11], the IntelCenter’s video categorization [8], and the 
(narrowly scoped) domain of videos produced by extremist groups. The process of 
refining the scheme was incremental in nature. 

Table 1. Coding Scheme 

Content Category Content Feature Description 
Class 1. Types of Video (Violent Attacks) 

Attack Planning, Statement, Target, Weapon 
used (e.g., bombing) 

attacks except hostage 
taking & suicide bombing 

Hostage Taking Captive’s name,  Nationality, Demand, 
Execution, Negotiation, Statement 

Person held against his/her 
will 

Suicide Bombing  Method, Suicider’s name, Suicider’s 
nationality, Statement, Target 

Attack leads to a certain 
death of the attacker 

Class 1. Types of Video (Others) 
Message Tribute, Leader Statement, Newsletter Statement by extremists  
Education Instruction, Training Documenting training  

Class 2. Content Properties 
Victim Name, Nationality, Civilian/Military Injury or loss of life  
Date of Attack Hijri Calendar, Julian Calendar Reported attack date  
Location City, County, District, Town, Country Location of depicted event 
Target of threat Person, Organization, Country Threatened entity 

Class 3. Groups 
Extremist group Name, Sub-group, Media agency  Group involved  

Class 4. Expressions 
Quotation Religious quotation, Violent quotation Quotation used 
Reference to Media Arab Media, Western Media Mention of media 

Class 5. Production 
Production Feature Title, Sound, Visual, URL, Multiclip Video feature 

 

 

Fig. 1. MCT Interface for Coding Extremist Group’s Videos 
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Table 1 summarizes the coding scheme, arranged into class, content category, 
content feature, and description. The first four classes focus on the types of video 
such as violent attacks and others, the content properties, groups involved, and 
expressions. Production is the last class, which includes the technical features of the 
video. Each class is subdivided into content category and feature that capture specific 
aspects of the videos. 

We designed a Multimedia Coding Tool (MCT) that allows the coder to record his 
observations in a systematic and structured manner. The MCT manages the coding 
scheme and supports database query. Fig. 1 displays the MCT interface for coding 
videos. To validate our coding scheme, we performed an intercoder reliability (ICR) test. 

4   Results 

We analyzed the content of 20 videos. The average length of the sample videos was 3 
minutes and 6 seconds. The videos are often filmed in real-time, instructive (take the 
viewer inside the planning and attack execution processes including scenes of the 
different weapons and skills required for their operations), low quality, and appeal to 
diverse audiences through use of Arabic and English subtitles. The plots are simple 
(focus on few goals such as to destroy the enemy’s tankers), versatile (can be used for 
training, fundraising, motivational sessions), persuasive (display actors’ emotions and 
dedication), succinct, and targeted (producers have complete control over the message 
and sequence of events). 

Types of Video. The videos were organized into two categories: violent attacks and 
others. The violent attack video was the most frequently identified (18 videos out of 
20) and some included planning sessions with maps, diagrams, and logistic 
preparations (13 attack, 4 suicide bombing, 1 hostage taking). The remaining 2 videos 
are leader messages. 

Groups and Modus Operandi. We found 9 unique groups who took credit for the 
videos. In 5 videos the groups did not identify themselves. Two Iraqi insurgency 
groups, the Islamic Front of Iraqi Resistance (JAMI) and the Tanzim Qa’idat al-Jihad 
(QJBR), produced a total of eight videos that were in our sample. Extremist groups, 
such as Tanzim Qa’idat al-Jihad (led by Abu Musab al-Zarqawi), produced videos 
which included planning meetings (with maps, diagrams, and logistic preparations) 
before bombings. Scenes provide emotional and spiritual support by showing 
 
 

 
Fig. 2. RPG Attack to Disturb a Supply Line        Fig. 3. Al Qaeda Video with English Subtitles   
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hugging, greeting, and praying together. Our results show that 60% of the targets are 
Western military humvees, cargo convoys, and other vehicles.  Other targets include 
military bases (25%),  military facilities such as barracks (10%), and infantry soldiers 
(5%). Most attacks occur in the Sunni triangle. Roadside bombs and RPGs (rocket 
propelled grenades) are the most common types of weapons utilized. These results are 
compatible with media reports on the Iraqi insurgency. Fig. 2 provides a snapshot 
from a video of someone shooting an RPG. 

Production Features. A range of production patterns, from amateurish to professional, 
were identified. In addition, diverse visual production patterns were identified such as 
the use of subtitles, the groups’ logos, background hymns (with/without music), and 
leaders’ speeches. “Al-Sahab” (Al Qaeda’s media agency) delivered a professionally 
produced video of a message from Bin Laden (see Fig. 3). The production quality and 
English subtitles suggest that the video is directed towards a worldwide audience. 
Ideologies and customs identified in the videos were consistent with real-world 
activities.  For example, hymns in Tanzim Qa’idat al-Jihad’s (QJBR) videos were not 
accompanied by musical instruments, abiding by the strict stance on the use of such 
instruments in Salafi jihad ideology. In summary, the videos convey messages that we 
believe are powerful enough to mobilize members, sympathizers, and even new 
recruits to launch attacks that will once again be filmed and disseminated via the 
Internet.  

5   Conclusion 

In this study, we conducted an exploratory analysis of 20 Arabic extremist groups’ 
videos and designed a Multimedia Coding Tool (MCT) as well as a coding scheme 
for examining the content. We identified types of videos, extremist groups, modus 
operandi, and video production features.  

Because extremist groups’ video collections will continue to grow, a system for 
automatic extraction of structural (e.g., subtitles, images) and semantic content (e.g., 
weapons, target locations) is needed. Therefore, we need to expand our efforts to 
analyze video content by creating collaborations with research teams in the automated 
video content analysis domains [12, 14]. 

The results of this research are relevant for our Dark Web project, in that they 
provide a glimpse into some of the challenges of analyzing Arabic extremist groups’ 
videos.  Because this study was limited to a sample of 20 Arabic video clips, future 
studies of this kind should endeavor to enlarge the sample and verify if similar results 
are found. Further research should also be done to provide insights into extremist 
groups’ operations and diffusion of multimedia. 
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Abstract. Contents in extremist online forums are invaluable data sources for 
extremism reseach. In this study, we propose a systematic Web mining approach 
to collecting and monitoring extremist forums. Our proposed approach identifies 
extremist forums from various resources, addresses practical issues faced by 
researchers and experts in the extremist forum collection process. Such 
collection provides a foundation for quantitative forum analysis. Using the 
proposed approach, we created a collection of 110 U.S. domestic extremist 
forums containing more than 640,000 documents. The collection building results 
demonstrate the effectiveness and feasibility of our approach. Furthermore, the 
extremist forum collection we created could serve as an invaluable data source to 
enable a better understanding of the extremism movements. 

1   Introduction 

Previous studies provided an abundance of illustrations of how computer-mediated 
communication (CMC) tools were used by extremist organizations to support their 
activities [3, 5]. Contents generated by extremist organizations’ use of online CMC 
tools, especially online forums, provide snapshots of their activities, communications 
patterns, and ongoing developments. They could serve as invaluable data sources for 
researchers to better study extremist movements. However, due to problems such as 
information overload and the covert nature of extremism, no systematic methodologies 
have been developed for collection and analysis of extremists’ Internet usage. 

To address these research gaps, in this research, we propose a systematic Web 
mining approach to collecting, monitoring, and analyzing extremist online forums. 
We discuss in detail the primary issues in extremist forum collection and how to 
address them. We also report the preliminary results of a case study where we built a 
U.S. domestic extremist forum collection using the proposed approach to demonstrate 
its effectiveness and feasibility.  

The remainder of the paper is structured as follows. In section 2, we briefly review 
relevant research in extremists’ exploitation of the Internet. In section 3, we describe 
the proposed extremist forum collection approach. In section 4, we present the 
preliminary results of a case study with U.S. domestic extremist forum collection. In 
the last section, we conclude this paper and provide future recommendations.  
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2   Literature Review 

2.1   U.S. Domestic Extremists and the Internet 

U.S. domestic extremist groups have continuously exploited technology to enhance 
their operations. Stormfront.org, a neo-Nazi’s Web site set up in 1995, is considered 
the first major domestic “hate site” on the Internet [5]. Nowadays, extremist groups 
have established a significant presence on the Internet with several hundred 
multimedia Web sites, online chat rooms, online forums [4]. 

The dynamic contents in extremist forums and chat rooms could serve as 
invaluable data sources for extremism research. However, chat rooms are difficult to 
monitor, because chatting history is often not preserved after chatting sessions are 
over. Forums retain all communication messages for users to view and reply at a later 
time. Thus, forums are of special interest to us because of their rich information and 
accessibility.  

2.2   Existing Studies on Extremists’ Use of the Internet 

Research on extremist groups’ use of the Internet is in its early stages [2, 4]. Table 1 
identifies several studies that used various methodologies to explore a range of 
research questions about domestic extremist groups’ exploitation of Internet 
technology. 

Table 1. Summary of Research on Domestic Extremist Groups’ Use of the Internet 

Methodology Finding 
Observation Whine [5] traced of the early usages of the Internet by extremists and 

identified patterns of usage of USENET, bulletin boards, and Web sites. 
Content 
Analysis 

Bunt [1] analyzed Islamic Web sites and found that those sites formed part 
of a religious conceptual framework to inspire and motivate followers. 

Content & 
Link Analysis 

Burris et al. [2] found hyperlinks provided a accurate representation of 
inter-organizational structure among related organizations.  

Content & 
Link Analysis 

Zhou et al. [6] used a semi-automated approach in mining U.S. extremist 
Web sites. They performed link structure analysis and content analysis to 
facilitate understanding of extremists’ virtual communities.  

Except for our previous research on U.S. extremist Web sites, most of the studies 
identified in Table 1 involved manual processes for monitoring and collecting 
extremist Web site and forum data. Due to the inefficiency of manual approaches and 
complexity of forums monitoring, the scope of these studies was limited. None of 
these studies resulted in a comprehensive extremist forum testbed for large-scale in-
depth analysis. 

3   Proposed Approach 

To effectively and efficiently collect and analyze extremist forum contents, we 
propose a systematic Web mining approach that combines expert knowledge and 
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automatic Web mining techniques to monitor and collect extremist forums. As shown 
in Figure 1, our proposed approach contains three major steps: forum identification, 
forum collection and parsing, and forum analysis. In the following sub-sections, we 
discuss the propose approach in detail. 

 

Fig. 1. A Web Mining Approach to Monitoring and Collecting Extremist Forums 

3.1   Forum Identification 

The identification of extremist forums is complicated by the fact that the Dark Web is 
covert and hidden away from general public. To ensure the quality of the collection, 
we identify extremist forums in the following three steps: 

1) Identify extremist groups. We start the forum identification process by 
identifying the groups that are considered by authoritative sources as extremist 
groups. The sources include government agency reports (e.g., U.S. State Department 
reports, etc.), authoritative organization reports (e.g., UN Security Council reports, 
etc.), and studies published by terrorism research centers. Information such as group 
names, leader names, and jargons are identified to create an extremist keyword 
lexicon for use in the next steps. 

2) Identify forums from extremist Web sites. In order to identify extremist forums, 
we first manually identify an initial set of terrorist group Web sites (called seed Web 
sites) from two sources: first, from authoritative sources used in the first step; second, 
from querying major online search engines with the extremist keyword lexicon. We 
expand the initial set of Web sites by extracting their out-links and back-links. We 
then identify and record forum entries from the expanded set of extremist Web sites. 
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3) Identify forums hosted on public ISPs. Besides forums on extremists’ own Web 
sites, many extremist forums are hosted on public ISP servers such as Yahoo! Groups 
and Google Groups. We identify a list of these popular public ISPs and search for 
relevant forums using the extremist domain lexicon. By browsing through the 
messages of the forums returned from our search, relevant extremists’ forums can be 
extracted. 

The forums identified from both extremist Web sites and public ISP servers are 
filtered by domain experts to make sure that irrelevant or bogus forums do not make 
way into our final collection.  

3.2   Forum Collection and Parsing 

We proposed to use an automatic Web spidering approach to address the low 
efficiency problems of traditional manual forum collection approaches. Traditional 
Web crawling techniques cannot be directly applied in our case due to the defensive 
and diverse nature of extremist forums. To address these problems, we collect 
extremist forum documents in the following nine steps. 

1) Apply for forum membership and handle access in spidering. Most extremist 
forums require membership to access. We manually send the application request to 
extremist forum masters as a curious neophyte. Once the application is approved, we 
use the user name and password to manually access the forums for the first time. Our 
access information is then stored in Internet cookies on our local computers. Then, we 
direct our spider program to use the cookies to access the forum contents. 

2) Handle different forum software. Extremist forums are implemented using 
different forum software packages. The spider program needs to use different set of 
parameters to access those packages. We have created parameter templates for 12 
most popular forums packages (e.g., vBulletin, ezboard, etc.) such that our spider 
program can generate parameters required by the corresponding forum packages. We 
also created parsers for each of the 12 popular forum such that our spider program can 
correctly extract thread information such as title, author, and post date, from the 
messages in different types of forums.  

3) Handle external links, local attachments, and multiple views. Attachments 
posted by forum participants in their messages are very important. We set up our 
spider program to not only download textual messages, but also download multimedia 
documents, archive documents (e.g., ZIP files, etc.), and other non-standard files 
(files with extension names not recognizable by Windows operating system). Forums 
sometimes support views of the same message. These redundant documents need to 
be filtered based on the URL patterns to keep the collection concise.  

4) Prevent Spiders from Vicious Links. Some forums may contain hyperlinks that 
trap a spider program in a loop (e.g. calendars, forum internal search engines, etc.). If 
the spidering process does not finish in a reasonable time, we need to examine the 
spidering log and exclude the vicious links from future spidering process.  

5) Prevent Spiders from Being Blocked. We need to set a random time delay 
between hits and make the spider program mimic human browsing behaviors such 
that it will not be blocked by the forum servers. Some forums only allow specific 
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types of Web browsers to access their contents. We need to set up the spider program 
such that it mimics a certain Web browser to access the target forums.  

6) Update Forum Collection. Forum contents are constantly being updated. The 
spider program needs to revisit the target forums periodically to download new 
threads and posts.  

Once the terrorist/extremist forum collection is built, automatic Web mining and 
text mining techniques can be applied to the collection to identify the characteristics 
of active participants and listeners, analyze the number and types of multimedia files 
posted, and analyze the correlation between forum activities and major world events. 
Results of such analysis can facilitate researchers’ in-depth analysis on those forums.  

4   Case Study: A U.S. Domestic Extremist Forum Collection 

In order to test the proposed approach, we conducted a case study in which we 
collected and analyzed contents from major U.S. domestic extremist forums. We 
believe that Web-based research on domestic extremist groups should prove valuable 
for supplementing and improving studies on domestic extremist movements. 

Following the proposed approach, we started our forum collection process by 
identifying U.S. extremist groups from authoritative sources. We referred to the 
authoritative sources and identified 224 U.S. domestic extremist groups. Using the 
information of these groups as queries, we searched major search engines and public 
ISP servers for additional extremist forums. After the expansion and filter steps, we 
identified a total of 110 extremist forums of which 18 are hosted on extremist Web 
sites, 31 are hosted on Google Groups, 47 are hosted Yahoo! Groups, nine are hosted 
on MSN Groups, and five are hosted on AOL groups.  

After obtaining membership for the password-protected forums, we spidered 
documents from the identified extremist forums. Table 2 is a summary of the number 
and volume of different types of documents we downloaded from the extremist 
forums. 

Table 2. Summary of Document Types in the Forum Collection 

 Stand Alone Forums Public ISP Forums 
 # of Files Volume (Bytes) # of Files Volume (Bytes) 

Total 116,419 7.7G 524,652 20G 
Textual Files 93,655 6.5G 350,046 10.7G 
Multimedia Files 21,518 1.1G 6,511 1.3G 
Non-Standard Files 1,246 45M 168,095 9G 

As we can see from Table 2, our collection contains not only textual files, but also 
rich multimedia files and non-standard files. The non-standard files on extremist 
forums could be encrypted materials that were deliberately made inaccessible for 
normal software. Such rich contents could be used for various analysis purposes, such 
as hot topic analysis, time-series analysis, authorship analysis, and social network 
analysis. 
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5   Conclusions and Future Directions 

In this study, we proposed a systematic Web mining approach to monitoring and 
collecting information from extremist forums. Using the proposed approach, we 
created a U.S. domestic extremist forums collection containing more than 600,000 
multimedia documents. The comprehensiveness and quality of this collection 
demonstrated the effectiveness and feasibility of the proposed approach. Furthermore, 
this collection could serve as an invaluable data source for extremism research. 

We have several future directions to pursue. First, we plan to get feedback from 
more domain experts to further improve the proposed approach. Second, we plan to 
apply our approach in case studies of larger scale. Third, we plan to explore more 
advanced machine learning and natural language processing techniques in the context 
of extremist forum analysis.    
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Abstract. In a pedestrian detection system, the application of color information 
can increase the detection rate; however, the detection speed will be slowed 
down a lot. This paper presents a fast pedestrian detection method using color 
information. It firstly scans a pair of sequential gray-scale frames to select 
candidates using both appearance and motion features; and then uses 
information of each color channel (RGB) to do a further confirmation with 
support vector machine based classifiers. Compared with pedestrian detection 
systems that only use gray-scale information, the system using our method has 
almost the same detection speed; at the same time, it also gets a better detection 
rate and false-positive rate. The experiment in a pedestrian detection system 
with a single optical camera proves the effectiveness of our method. 

1   Introduction 

The existing optical camera based pedestrian detection systems (PDS) usually throw 
away color information and only deal with gray-scale images [1], [2], since the 
computing cost is too large to process color images. 

However, in practice, sometimes it is hard to distinguish a pedestrian from the 
background after the color information has been washed out, because the pedestrian 
will be hidden into the background in the gray-scale image of the same scene. 
Therefore only using gray-scale information to detect pedestrian will lead to low 
detection rate and high false positive rate. 

There are just a few existing PDS systems use color information to detect 
pedestrians. For example, Constantine Papageorgiou and Tomaso Poggio proposed an 
object detection system which can be trained to detect pedestrians [3].  The system is 
mainly based on a trainable support vector machine (SVM) classifier using color 
information. However, they detected pedestrians with an extremely low speed at 
about 20 minutes per frame. 

In this paper, we propose a fast method to detect pedestrians using color information. 
The detection procedure comprises two steps: First, candidates are selected from a pair 
of sequential gray-scale frames using a statistical learning classifier. Second, 
information of three color channels (RGB) is used for further confirmation. Compared 
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with similar systems, such as [3], ours has a much higher detection speed of 10 fps; 
meanwhile, pedestrians can be detected in different dimension.  

The remainder of this paper is arranged as follows: Section 2 and 3 describe the 
detection and training procedures, separately. Section 4 introduces the experimental 
design and results. Section 5 concludes this paper. 

2   Procedure of Detection 

There are three main parts in our detection procedure: a preprocessing module, a 
statistical learning based classifier and a SVM based classifier. As shown in Fig. 1 (in 
the left half), each detection round can be described as follows: 

Training ProcedureDetection Procedure
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Fig. 1. Detection and training procedures our method 
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Step1 (preprocessing): Transform two sequential color frames into gray-scale 
images and then apply image subtraction technique to get motion information. 
Furthermore, in order to speed up the detection process, a particular region of the 
original frame pair, the region of interest (ROI) which is a rectangular region in which 
pedestrians might be in danger, is the only one dealt with. 

Step2 (candidate selection): Apply zoom-image and slide-window techniques to 
perform exhaustive search over the ROI at every scale. Then for each window, a 
statistical learning classifier is designed to recognize whether there is a human body 
in it. These candidates will be further confirmed in the next step. 

Step3 (accurate confirmation): Use three color-information-based SVM classifiers 
and one gray-scale-information-based SVM classifier as well as symmetrical 
character to do an accurate confirmation. Each of the SVM based classifiers is trained 
separately with its own training set using SVMlight algorithm [4]. As shown in Fig. 1, 
these five modules (classifiers of R, G, B, gray-scale and symmetry) work together to 
finish the task of accurate detection. 

3   Procedure of Training 

The right half of Fig. 1 shows the training procedure of our system. As to gray-scale 
images, we apply AdaBoost algorithm [2], [5] and SVM algorithm [3], [4], [6], [7] to 
train two different classifiers. We also trained three other classifiers for three color 
channels (RGB). Symmetry of pedestrian is considered to assist detection, too. 

We use color images so that the system will be able to take advantage of the most 
visually significant information in the three color channels (RGB) that gets washed 
out in gray-scale images of the same scene. 

For example, as shown in Fig. 2, we can image that a pedestrian in red (RGB 
(180,0,0)) walks along the street, the color of the background is green (RGB(0,30,0)) 
and blue (RGB(0,0,60)). In this kind of situation, the pedestrian can not be found out 
if only using gray-scale information because he/she hides into the background; in 
contrast, he/she can be easily found out with red color information.  

 

Fig. 2. Samples of color images and gray-scale images 
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3.1   Sample Sets 

For a classifier, various high quality samples are very important. In all, we make 3600 
positive sample pairs and 3000 high-quality negative sample pairs from great amount 
of videos in real city traffic. Here high-quality means that these negative samples are 
very similar to human body, such as trees and so on. We also produce a large number 
of negative sample pairs (about 1,000,000 pairs) automatically.  

In order to get gray-scale sample set, we only need to transform the original color 
samples to gray-scale ones. We can also conveniently get sample set of the each color 
channel (RGB) in similar way (See in Fig. 2). 

All of the gray-scale samples are used to train the statistical learning classifier, 
while only high-quality negative sample pairs and the false positive sample pairs out 
of statistical learning classifier are used to train the SVM classifier of gray-scale. The 
classifier of each color channel is trained with its own sample set. 

3.2   Feature Extraction 

Motion information can be obtained by subtracting two consecutive frames in gray-
scale. For example,  in Fig. 3 contains motion information. 

 

Fig. 3. Motion information obtainment 

Five kinds of appearance features which are selected for the statistical learning 
classifier are shown in Fig. 4; while motion features contain another kind with a 
single dark rectangle.  

 
Fig. 4. Five kinds of appearance features 

We firstly select 5000 haar features to form an original feature set. Each classifier 
selects its own feature set with its sample set separately using AdaBoost algorithm 
[2], [5] instead of random selection. 
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3.3   Training of Each Classifier 

Different kinds of classifiers aim at different purposes; therefore, each classifier is 
trained separately with its own target. 

The statistical learning classifier is designed to be a cascaded structure. It is made 
up of seven layers. Appearance features are used in the first five cascades and motion 
features are adopted in the other two.  

The statistical learning classifier is trained by applying AdaBoost algorithm [2], 
[5]. Within training, false negative rate should be as low as possible and the number 
of features selected should be as fewer as possible, therefore the detection speed can 
be accelerated. 

The four SVM based classifiers are trained to have a high positive rate and a low 
false positive rate. SVMlight algorithm [4] was used to train the classifiers. 

4   Experiments 

In order to validate the detection ability of our method, we carried out several tests on 
a Pentium IV 2.8G computer with 512M DDR RAM. 

With the slide window size of 32×16 (pixel × pixel), the average result of 
pedestrian detection for eight verification videos is listed in Table 1. The test videos 
were captured at a 320×240 resolution with 30fps on a moving vehicle in real city 
traffic environment and the vehicle speed is 40 km/h in average. Each video has 450 
frames (15 seconds). The dimension of ROI is 240×120 (pixel × pixel). 

Table 1. System performance with/without color information 

System performance 
in average 

Only use gray-scale 
information 

Use both gray-scale information 
and color information 

Detection rate 80.2% 87.3% 
False positive rate 0. 7% 0.05% 
Detection speed 10.3 fps 10.1 fps 

 

Table 1 indicates that: 

(1) To our cascaded architecture, the system with/without color information both 
gets good performance comparing to other typical single-camera-based PDS systems 
only using gray-scale information. With videos of real city traffic, the detection speed 
is about 10 fps in average, and the detection rate reaches to more than 80%; whilst the 
false positive is no more than 0.7%. 
• D.M. Gavrila proposed a vehicular PDS with a single optical camera, and it use 

gray-scale images and binary images to detect pedestrians. Its false positive rate is 
15 % and false negative rate is 10% at a detection speed of 1 fps with a dual-
Pentium 450 MHz. [1]  

• Fengliang Xu et al. designed a single infrared camera based PDS. His PDS has an 
unstable detection rate between 26% and 94% with an average false positive rate of 
2.6%. Its detection speed is 40 seconds per frame. [7] 
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(2) The application of color information increases the detection ability/rate and 
reduces the false positive rate compared with that only uses gray-scale information. 
At the same time, the detection speed of using color information is almost the same  
as that of only using gray-scale information, because classification with color 
information only applies on the small amount of selected candidates.  

5   Conclusions 

This paper proposed a fast pedestrian detection method using color information. It is 
suit for low-cost PDS system based on cheap optical cameras. With color information 
we can increase the detection rate without more time cost. 

Comparing with similar pedestrian detection method using color information [6], 
our method has the following features:  

(1) With zoom-image technique we can detect pedestrian in different dimension. 
(2) Our method is much faster than theirs; hence it is more suitable for a real-time 

vehicular pedestrian detection. 

Acknowledgement 

This work was supported by National Natural Science Foundation of China 
(60204009), and Open Foundation of The Key Laboratory of Complex Systems and 
Intelligence Science, Chinese Academy of Sciences (20040104). 

References 

1. D.M. Gavrila: Pedestrian detection from a moving vehicle. European Conference on 
Computer Vision (ECCV), (2000) 37–49 

2. Paul Viola, Michael Jones, Daniel Snow: Detecting Pedestrians Using Patterns of Motion 
and Appearance. International Conference on Computer Vision (ICCV), Vol.2. (2003)734–
741 

3. Papageorgiou, C., Poggio, T.: Trainable pedestrian detection. International Conference on 
Image Processing, Vol.4. (1999) 35–39 

4. T. Joachims: Making large-scale SVM learning practical, in Advances  in Kernel Methods – 
Support Vector Learning. B. Schölkopf, C. J. C. Burges, A. J. Smola, Eds. Cambridge. MA: 
MIT Press (1998) 

5. Paul Viola, Michael Jones: Robust Real-Time Face Detection. International Journal of 
Computer Vision, Vol.57. (2004) 137–154 

6. Zhang X.G.: Introduction to statistical learning theory and support vector machines. Acta 
Automatica Sinica, Vol.26. (2000) 32–42 

7. Fengliang Xu, Xia Liu, Kikuo Fujimura: Pedestrian Detection and Tracking with Night 
Vision. IEEE Transaction on Intelligent Transportation Systems, Vol.6. (2005) 63–71 



S. Mehrotra et al. (Eds.): ISI 2006, LNCS 3975, pp. 633 – 638, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

SG-Robot: CDMA Network-Operated Mobile Robot for 
Security Guard at Home 

Je-Goon Ryu1, Se-Kee Kil2, Hyeon-Min Shim2, Sang-Moo Lee3, 
Eung-Hyuk Lee4, and Seung-Hong Hong2 

1 Intelligent Healthcare Research Center, Bucheon-City, Korea 
doctory@empal.com 

2 Dept. of Electronic Engineering, Inha Univ., Incheon, Korea 
kclips@hanmail.net, elecage@paran.com, shhong@inha.ac.kr 

3 Division for Advanced Robot Technology, KITECH, Korea 
lsm@kitech.re.kr 

4 Dept. of Electronic Engineering, Korea Polytechnic Univ., Gyeonggi-Do, Korea 
ehlee@kpu.ac.kr 

Abstract. The paradigm of robot which performs specific tasks remotely has 
changed into intelligent robot to perform public and individual tasks. Espe-
cially, in the robot and security industry, security guard robot provides a variety 
of information to the user and achieves its duty through the Web. The commu-
nication technique for these telepresence robots takes charge of the probability 
of various services in the robot industry. Last year, the interface for 
telepresence robot has developed over the Web or RF between robots, but these 
systems have the demerits of limited distance or geographical limit to be estab-
lished to an internet link. In this paper, we propose the SG-Robot(Security 
Guard Robot) that can be operated and conduct surveillance of the environment 
around itself anytime/anywhere using CDMA networking. SG-Robot was able 
to solve those problems, conduct the surveillance task and communicate be-
tween multi SG-Robot and users over the CDMA2000-1x communication net-
work efficiently. 

1   Introduction 

Various intelligent robot control solutions can be observed in various fields around 
our life. Telepresence robot has been also utilized with the guard robot, as using inter-
net. As broadband internet and CDMA communication networking are being used 
nation-widely in Korea, Korea has advanced infrastructure to utilize robots through 
wireless communication solutions. So, more derived and more intelligent applications 
can be added to the existing functionalities of robots by using CDMA communication 
solution in robot industry. 

Web-based tele-operation interfaces for robots have been developed and have 
gained serious interest over the last few years. Three of the earlier systems are the 
Mercury Project installed in 1994[1], Austria’s Tele-robot on the Web[2], which came 
on-line nearly at the same time, and the Tele-Garden[3], which replaced the Mercury 
robot in 1995.  While the Mercury robot and the Tele-Garden allow the Web user to 



634 J.-G. Ryu et al. 

perform different types of digging tasks, such as excavation of artifacts as well as 
watering and seeding flowers, the Tele-robot on the Web gives Web users the oppor-
tunity to build complex structures from toy blocks. 

Mobile robots which can be controlled over the Web provide exclusive remote con-
trol to a single person or provide queues to schedule user requests. KhepOnTheWeb[4] 
is a typical representative of mobile robots with a Web interface. Users can give ele-
mentary movement actions to the robots and observe them using several Web-cameras. 
Xavier[5] was probably the first mobile robot which operates in a populated office 
building controlled through the Web. Xavier can be advised by Web users to move to an 
office and to tell a knock-knock joke after arrival. Cyberguard[6] is a mobile security 
robot marketed by Cybermotion. The aim of Cyberguard is to patrol indoor building 
areas for intruders, fires and chemical threats. 

Telepresence robots are typically equipped with a video camera, a microphone, and 
a wireless transmitter that enables it to send signals to an internet connection. But, 
these systems have the demerits of geographical limit, requiring it to be operated in 
the environment with an established internet link. Current intelligent robots applied 
with image processing technology also has inferior product value because it uses low 
price level CMOS type cameras only, which have low frame rate and low image qual-
ity when encoding, and the function of transferring images wirelessly is still missing 
and only viewing images through PC from robot is provided now.  

Therefore, this paper purposes to combine robot solution with mobile communica-
tion technology and develop security guard robot utilizing CDMA communication 
infrastructure and image processing technology.  

2   System Configuration 

The SG-Robot project, a research and development activity entitled “Tele-operated 
robot using CDMA networking”, introduces a new communication interface approach 
to telepresence and security surveillance of robot at home or at outdoor. The user is 
offered the capability to remotely issue commands to navigate a specific place.  

SG-Robot is characterized by differential drive, turret drive for turning body  
without driving the wheels, communication interface and various sensors. The sen-
sory equipment includes auditory, vision, ultrasonic, and IR scanner sensors, which 
allow the robot to behave autonomously and to observe the environment around it.  

 

Fig. 1. Architecture of SG-Robot 

Figure 1 represents the architecture of the developed SG-Robot. The controller of 
SG-Robot entirely consists of the image controller and the robot controller. Each 
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controller exchanges command data through the wireless adhoc LAN. The reason of 
that is to easily establish the image controller for other robot systems. The robot con-
troller is divided into three branches by function: communication, sensory, and drive 
function. And the image controller is divided into two parts by function: inter-
nal/external communication and image processing function. The image controller 
directly communicates with mobile phone through the CDMA modem placed in robot 
system. Received/transmitted packets are streaming images and robot control com-
mands. Input images through a camera placed in front of the SG-Robot are com-
pressed with the QCIF size and transmitted to mobile phone by CDMA modem using 
CDMA2000-1x network. Image controller allows data to be sent to mobile phone, 
after CDMA modem connects to the relay server. 

Figure 2(a) shows mobile phone for controlling SG-Robot. CDMA mobile phone 
has two functions for controlling SG-Robot. First, it can display streaming images. 
When a camera is used for SG-Robot, motion picture data need to be transferred to 
mobile phone through the CDMA network. CDMA2000-1x network has very low bit 
rate of the bandwidth. Due to the mismatch between the data rates of the CDMA net-
work and the motion picture, data compression should be performed before the trans-
mission from the mobile phone. Image controller of the SG-Robot provides MPEG-4 
and JPEG compression of the motion picture. As mobile phone has low capacity mem-
ory, the baseline JPEG compressing methods are used in image coding over CDMA 
network. Next, mobile phone allows user to control SG-Robot. SG-Robot is operated 
by pushing the buttons. Therefore, a user can monitor the environment around SG-
Robot and control to navigate it through the LCD screen of mobile phone. 

The CDMA Modem in SG-Robot access to wireless network with PPP Protocol 
based on Mobile IP. For continuing connection between SG-Robot and mobile phone, 
relay server needs to be established. Multi SG-Robots and users can be also constructed 
in this configuration. The relay server allows multi users to access to SG-Robot in ac-
cordance with their permission degree. In the whole SG-Robot configuration, a relay 
strategy is designed to increase the system efficiency and to satisfy the isochronous 
requirements of showing motion pictures and providing command control of SG-Robot 
to multi users. Figure 2(b) shows the relay server for connection management. 

           

                                 (a)                                                      (b) 

Fig. 2. Mobile phone for controlling SG-Robot and Relay server for connection management 

3   Implementation 

The objectives of SG-Robot are to guard home or public places, to inform user of the 
state of emergency, and to be controlled for specific mission. To accomplish these 
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objectives, robot controller uses the RTAI (Real Time Application Interface) to pro-
vide real-time performance with embedded Linux. It provides a high-performance 
real-time kernel which supports both deadline and highest-priority-first scheduling. 

Sensor-based robotic systems contain both general and special purpose hardware, 
and thus the development of applications tends to be a very tedious and time consum-
ing task. In the SG-Robot system, obstacle avoiding behavior, various robot motion, 
efficient user interface, communication interface, and system fail check are easily 
implemented by using multitasking function, intertask communication mechanism, 
and real-time runtime libraries of RTAI. 

Figure 3(a) and 3(b) show the implemented framework in this system. The frame-
work for the SG-Robot controller consists of 5 layers, such as hardware layer, firm-
ware layer, task layer, thread layer, and GUI layer. Especially, in the thread layer and 
task layer, data share uses the shared memory and data transfer uses the FIFO. Each 
thread communicates with each other using the message event. 

Data interface of this robot framework was designed with similarly a nervous sys-
tem and memory system of human. As SG-Robot simultaneously processes the com-
mand of user and the navigation procedure, it can guarantee a high efficiency and 
stability the designed system. PBS series and sonar array is updated each 200ms, and 
odometry is only updated each 100ms. After gained sensor data is stored in shared 
memory, free navigation thread and find obstacle thread reprocess the information to 
avoid obstacle and to navigate to specific goal. 

Multi-threads in framework for image controller also have the soft real-time per-
formance. Captured image information is updated each 100ms and stored in Queue. 
At the same time, face recognition thread conducts the process to find who was 
known through comparing with sample face in DB, and CDMA communication 
thread sends the captured images in queue to mobile phone. 

   

                                   (a)                                                                         (b) 

Fig. 3. Framework for the SG-Robot controller and the Image Controller 

4   Experiments and Result 

To evaluate the designed system, we measure the transmission rate of motion pictures 
and command data in the office environment.  
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Fig. 4. Response time of robot control command and Transmission rate of streaming image to 
the mobile phone 

Figure 4 represents the response time of the robot after being issued the command 
by mobile phone and the transmission rate of streaming images from a camera in the 
robot to mobile phone. In general, the average response time was 0.3~0.4ms. But, the 
response time takes about 1sec from time to time, due to the irregular wave interfer-
ence or the spatial characteristics. The image transmission rate is 4~5frame/sec. 
Sometimes, it was also delayed about 2~3frames by the same reason. Figure 5 shows 
the scene which streaming images are transferred from camera in front of SG-Robot 
to mobile phone, when user operates the SG-Robot by mobile phone. Through the 
LCD screen displaying the images, user could recognize the scene and operate the 
robot to other place. 

 

Fig. 5. Images transmitted to mobile robot as the SG-Robot moves 

 

Fig. 6. SG-Robot navigation operated by the mobile phone of the user 

Figure 6 represents the navigated path when the user at outdoors operates the SG-
Robot located in modeling house in an indoor environment. We obtained a rate of 
95% of successive control during conducted experiments. The successive rate is cal-
culated using an experimental time and the time that is subtracted by delay time due 
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to irregular wave interference. In this experiment, the operator could control the SG-
Robot to navigate to a specific place through the LCD screen of mobile phone. 

5   Conclusion 

We have created a telepresence robot that allows SG-Robot to be operated by mobile 
phone through CDMA network. The outcomes of this study can be utilized for intelli-
gent service robot and URC (Ubiquitous Robotic Companion) industries and will be 
considered to be a valuable technology to apply robot technology to mobile commu-
nication. 
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Abstract. This research describes an ongoing expert system developed for 
Natural Language Processing (NLP), and presents an approach for Arabic 
language manipulation, which integrates Syntactical Morphological and 
Semantical Analyzer (SMSA). Informational goal of SMSA is processing 
Arabic language from its inductive database, which is organized without 
dictionary. 

Search engine is built up as a high performance linguistic engine that 
facilitates analyses of written texts in Arabic language, performs full linguistic 
processing on text, and generates robust parser for Arabic sentences. Learned 
knowledge is represented in form of rules and facts. Reasoning and inference 
are accredited to aid grammar induction containing syntactical, morphological 
and semantical rules, which are conducive towards language processing. 

Arabic sentences are divided into two main parts: statement sentence and 
composition sentence. In turn, statement sentence is divided into a noun, verbal, 
and conditional sentences. Composition sentence is splited up into imperative 
and expletive composition. Words are divided into two parts: possession and 
functional words, also verbs and nouns are sorted in semantical groups.  

Programming language Visual Prolog 6.1 is used. Database is built up to 
save Arabic sentences frames as facts. Facts of noun and verbal sentence are 
written as the following form:  

sentn2 ("Adverb" " " , "Subject" "  "). 
sentn2 ("Detached Nominative Pronoun" "  

 " ,"Predicate" "  "). 
 sentv2 ("Subject" "  ,"" Intransitive Verb" 

)."  "  
sentv2 ("Transitive Verb" "  " , "Object" 

"  "). 

Grammar of Arabic language are represented as rules. For example:  

Sentence = word1(X) + word2(Y) 

Rules are applied on this sentence as follows: 

If X="Subject" And Y="Predicate" Then slot of nominatives is called. 
If X="Past Verb" And Y="Subject" Then slot of accusatives is called. 
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Inductive algorithms associated with both database and gramatical rules 
involve a test methodology for building databases. Learned knowledge is 
principal in the expert system SMSA, Inductive learning is used to make 
decisions. Many rules are implemented for reasoning and inference using a 
segmentation algorithm based on forward and backward maximum matching, 
together with a database, each Arabic sentence is represented in a sequence of 
Arabic words. 

Search engine is built up to reach for the best goal from possible solutions. 
Inductive learning is particularly suitable to this context, where design system 
can be generated in an automated method. Collection of labeled data is built up, 
related rules are formed to make accurate predictions on future data, and to 
obtain reasoning and inference. Mechanism of search engine is designed to 
serve expert system to deal with text, it depends on Arabic language rules. 

Syntactical analyzer is designed to analyze the sentence into primitive 
elements (words), specify number of words available in each sentence (length 
of sentence), and find possible frames of the sentence as a noun or verbal 
phrase, and reach correct parsing of sentence in especial cases. Morphological 
analyzer is accredited to divide word to separate letters, strip word from extra 
letters, suffix and prefix, and find suitable weight. Semantical analyzer is built 
up to select correct frame for this sentence using group of semantical rules, and 
reach correct parsing and vowellation of sentence. 

Each sentence in Arabic language may be grammatically accepted but 
semantically not accepted. Role of the semantical analyzer comes to refuse 
wrong sentences that are not correct in the meaning, just like: the sentence ) 

 (  (The student wrote the water) is refused, because of the verb (write) 
can never be related to the word (water) at all. This verb is completely related to 
the nouns that can be written (lesson, homework, etc). So, semantical analyzer 
examines the third word, and finds whether it belongs to the group that can be 
related to the verb (write), if it does not belong to it, then it is rejected.  

When a sentence is entered to the expert system SMSA, it is analyzed using 
rules, search engine through reasoning and inference connections between 
database and SMSA to search on possible frames. Correct frame is reached after 
a series of executive procedures of words of sentence. For example, noun 
sentence is inserted: 

 (   ) "The sun is rising today" 

After being subjected to analysis, the words of this sentence are defined :  

List= "]","","["  [today , rising , sun]  
Length of this sentence is defined: Number of words= 3 

Possibilities at parsing this sentence are appeared as form: 

    =  +  +  

The sun is rising today =subject+predicate+prepositional 

    =  +  +  

The sun is rising today = subject + predicate + adverb 
....................... 

Basic rules are applied on each word of sentence to choose the correct 
parsing through the search engine mechanism: 
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• First word is a prepositional, a separated personal pronoun, an adverb 
or an interpreted infinitive is excluded. 

• Second word is an adjective is excluded, because the adjective rules 
can not be applied on the word ( ) (rising). 

• Third word ( ) (today) belongs to the adverbs group, so one frame 
is found for the correct parsing of sentence:  

    =  +  +  

The sun is rising today = subject + predicate + adverb 

Morphological analyzer strips words from defined article " " to find the 
suitable weights, then complete vowellation of sentence is reached: 

   "The sun is rising today" 

Semantical analyzer exams Semantical groups of words, these groups are 
suitable, so this sentence is accepted semantically.  

Experiment with the SMSA showed positive results in parsing and 
vowellation. Results thus far are encouraging. Ambiguity in Arabic language 
due to the inconsistent use or absence of vowellation, which should also be 
resolved in order to properly parsing of a given text. One of the most difficult 
tasks is determining true meaning of text, and semantic meaning of a sentence. 

Arabic language is a particularly challenging language for computer 
analysis, especially in data processing applications. Revolutionary applications 
of AI are currently in use around the world, recent advances in this application 
will lead to many more applications.  
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Abstract. Despite a technology bias which focuses on external elec-
tronic threats, insiders pose the greatest threat to commercial and
government organizations. One means of preventing insider theft is by
stopping potential insiders from becoming actual thieves. In most cases,
individuals do not begin work at an organization with the intent of doing
harm. Instead, over time something changes resulting in their becoming
an insider threat. By detecting warning signs it is possible to discover
potential insiders before they become actual insiders. Using the Author
Topic [1] clustering algorithm, we discern employees interests from their
daily emails. These interests provide a means to create two social net-
works that are used to locate potential insiders by finding individuals
who either (1) feel alienated from the organization (a key warning sign
of a possible disgruntled worker) or (2) have a hidden interest in a sen-
sitive( e.g. proprietary or classified) topic. In both cases, this is revealed
when someone demonstrates an interest in a topic but does not share
that interest with anyone in the organization.

The dataset used for this research is the Enron email corpus. Unlike
most organizations, Enron has a known whistleblower, Sherron Watkins,
who was considered an insider threat by her boss, Andy Fastow, who
was engaged in the illegal business practices [2]. The first step of the re-
search resolves the Enron email into a collection of stemmed words and
frequency counts (i.e. the number of times each word and each individual
occurs in each email). These frequency counts are then fed into Author
Topic producing four probability distributions: the probability of a word
given a topic (p(w|z)), the probability of an individual given a topic
(p(u|z)), the probability of a topic (p(z)) and the probability of a topic
given a document (p(z|d)). The second step creates two social networks
for each topic. The first, the implicit interest network, is constructed
by linking individuals who have shown an interest in the topic. An in-
dividual has an interest in a topic if the conditional probability for an
individual (p(u|z)) is 1.64 standard deviations above average conditional
probability for that topic. The second, the explicit email network, is con-
structed by linking individuals who have passed an email related to that
topic. An email is considered to be related to a topic if the conditional
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the U.S. Government.
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probability for that email (p(d|z)) is 1.64 standard deviations above av-
erage conditional probability for that topic. Individuals who have links
in the implicit interest network but not the explicit email network and
classified as having a clandestine interest in that topic.

In looking for potential insiders using the Enron dataset, the first
step is selecting the social networks related to a sensitive topic. For this
investigation, this topic concerns the off-book partnerships called the
Raptors. Four topics emerge with a non-zero conditional probability for
the word “raptor”. The next step is checking which individuals have
clandestine interests in these topics. These individuals have a link in
the implicit interest network but none in the explicit email network.
This reduces the list of potential insiders from over 34,000 to 71. This
process is then repeated using the topics that concern socializing in order
to determine which employees may be feeling alienated. Since there is
no clear word that defines socializing, several words are used including
dinner, drink, fun, tonight, love, weekend, family and game. Two topics
emerge with a non-zero probability for all of these words. When the
individuals with clandestine interests in socializing are compared with
individuals with a clandestine interest in the off-book partnerships, only
three individuals emerge with a clandestine interest in both. Sherron
Watkins is one of the three individuals.

Author Topic emerges from this research as an effective tool at re-
vealing potential insiders by datamining email. The topics generated by
Author Topic are easily identifiable both based on the most probable
words as well as the most probable individuals. In addition, Author Topic
effectively reveals Sherron Watkins as a potential insider by flagging both
her interest in the Raptor topic as well as her failure to communicate
that interest via email to any of her colleagues. However, it is one thing
to show that the signs existed that an individual was an insider after
the fact. What is needed is to show that Author Topic would have re-
vealed her before the fact. The analysis shows this as well since Sherron
Watkins is one of only 3 individuals (out of a possible 34,000) with both
a clandestine interest in the Raptor topic and a clandestine interest in
socializing. If there was cause for concern that someone might leak in-
formation about the Raptors, this analysis would have generated, prior
to the leak, a short list of people to pay closer attention to.
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Abstract. In recent decades, copyright violations have been moving into the criminal 
realm. This paper focuses on one fictitious P2P model, and discusses whether it 
contributes to the crime of copyright infringement for being involved in dealing with 
the distribution of digital content. After the perspective of digitized forensic 
investigation in the action research and the whole control mechanism, the facts show 
that a commercial server has full control over the P2P model.  

Keywords: Copyright Protection, P2P Model, Cyber-crime, Digital Content, Forensic 
Analysis. 

1   Introduction 

P2P networks exist for searching and downloading files. Before that can happen, the IP 
address of the intended destination is required, prior to or at the moment of 
downloading the file. To battle the problem, efficient investigations of local authorities 
are required in response to the increase of violations.  

2   Arguments on P2P Model 

Some P2P networks shared files of popular but copyrighted material, duplicated in a 
variety of digital formats. The sharing of these copies is illegal in most jurisdictions. 
This situation poses a great potential threat to the rather recent online copyright 
protection laws, even though some decisions are still pending. In order to prevent the 
public from finding out the true facts, the accused company, saying defendant, had been 
providing irrelevant information in an anti-forensics manner. This paper outlines the 
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perspective in the manner of forensic investigation to resolve the arguments offering to 
the court as a key reference at determining the sentence. 

3   Digitized Forensic Investigation 

In response to the demands of digitized forensic investigation coping with digital IT 
society, there have been three categories developed, referred to the investigations of 
digitized analyses of media analysis, code analysis and network analysis [1]. In this 
paper, however, the forensic investigation is presented in two ways, action research and 
the whole control mechanism in our case assumptions, respectively, where the former 
one is discussed in the view-point of the investigators as well as the criminals [2] and 
the latter one is in terms of identification authentication, index scheme and account 
record.  

3.1   Action Research: Two Four-Step Spiral Phases 

This paper uses the action research method for the following question: what kind of 
roles do servers play in this cyber event? To reach the fact in P2P copyright 
infringement, a model of spiral is proposed in this paper. The first phase focuses on the 
normal operation of this system, and the second phase uses the suggested examination 
of management technicians. 

The operations and functions of the ‘X’ program have undergone frequent 
fine-tuning to maximize the company’s profitability. Once the ‘X’ program runs, a 
number of peer links are established. If the ‘X’ program is not executed, the defined 
process will not run, and the specified TCP port is also not established. The 
communication between the client and the server can be controlled or monitored by 
program design. To turn uncompromising beginnings into effective endings is what 
allows researchers to improve the action and explore the results through a process of 
iteration. Once we blocked the access to certain IP addresses and entered the account 
password, we found that this project would take the last access IP information 
temporarily stored in its cache memory, and at that point one could search files 
without paying but could not swap files. When the client does not have the latest 
client IP list, prior membership verification is required to conduct a file swap. When 
all computers at last-log-in client IP list are off-line, a file search operation would 
yield no result on the computer screen. 

3.2   The Whole Control Mechanism 

On any commercial P2P model, the control mechanism is one of the most crucial parts 
for managers, and the server always plays a primary role. Many P2P models inevitably 
employ a client-server architecture to perform search, manage, or other operation. 
Identification authentication means that the server controls verification. An index 
scheme connotes that the server provides on-line peers, consisting of IP address, 
specified directory, and sharing files. These three components are essential to connect 
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and operate smoothly with peers. Any virtual-dollar balance information found on the 
server supposedly should be regarded as part of the account record.  

4   Conclusions 

Using the perspective of digitized forensic investigation proposed in this paper will 
further assist the law to make a clearer case study in respect to the suspect in the P2P 
case. A more precise perspective for determining the violations is pointed out. As a 
result, a structured report indicating all possible violations in this P2P model operation 
will be supplied to the court as a key reference for determining the sentence. 
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1   The Problem 

For many, accessing files (documents in our context) from the web is a daily activity.  
The web has de facto become the “first place” to find information.  For example, for 
many of the on-line community, Wikipedia is becoming the de facto first source of in-
formation, namely, the encyclopedia of choice.  This reliance on web content, how-
ever, has introduced new problems for employers, namely, their employees are simply 
"browsing away” their time.  To combat this perceived waste of time, some employers 
simply block access to the web for their employees.  However, by blocking employee 
web access, the employers eliminate a valuable information resource, one that can po-
tentially help employees accomplish their assigned activities. 

We propose a compromise in which employers define a user profile for each em-
ployee or employee group.  This profile defines the legitimate employee or employee 
group scope of interest.  Given such a profile, mechanisms that detect misuse (off-
topic browsing) can monitor employees searching for non-assigned topics. 

Traditionally, misuse was detected based on violations of access rights.  That is, 
for every file, a list of users that can access the file was maintained, and only the users 
on such a list were allowed access to the file.  Alternatively, but equivalently, for each 
user, a list of allowed files was established, and the user could only access those files.   

If one simply mapped an access list approach onto the web domain, one could limit 
the user to only a set of URLs with misuse defined as any access to any other URLs.  
Clearly, such an approach, however, is nonsensical for many reasons including: 

• File content is ignored; rather only a file’s location is taken into account; 
• Multiple URLs can point to the same location; hence, an accessed URL not ap-

pearing on the access list, namely indicating misuse, might actually be equivalent 
to a URL that appears on the list, indicating legitimate use; 

• New files appear daily; hence the access list will continuously be outdated. 

To account for file content rather than location, in [1, 2], we presented approaches 
based on information retrieval processing techniques, such as relevance feedback and 
clustering that detected off-topic searches. Later, we enhanced the work on the rele-
vance feedback approach [3] and likewise developed a supervised classifier that capital-
ized on training data to improve detection accuracy [4]. We apply those efforts herein. 

2   Investigating a Potential Solution 

Misuse detection techniques can be partitioned into two categories: system and con-
tent-based approaches.  System based approaches learn normal user characteristics for 
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such items as typing accuracy, frequency of certain operating systems commands, av-
erage number of mouse clicks per minute, frequency of access to a given set of files, 
etc. and compare these characteristics to the present user.  Significant deviation from 
normal usage results in an alarm.  Content-based approaches verify that the content 
accessed matches a valid scope of interest as represented by a user profile. 

Table 1. Results from the clustering & relevance feedback with and without training data 

 Clustering Results 
(w/o training data)

Relevance Feedback 
(w/o training data) 

Relevance Feedback 
(with training data) 

Recall 89.8 % 97.3 % 97.3 % 
Precision 83.5 % 75.7 % 83.4 % 

In the context of information systems, content-based detection schemes, user pro-
files generally consist of terms and phrases that accurately portray the topic of interest 
of the user. These profiles can either be assigned or learned.  For example, QUIET [6] 
supports the creation of vocabularies that represent a domain, or in our context, pro-
files.  Whether the user profiles are created or assigned, they represent the valid scope 
of interest, and queries or responses not matching the defined valid scope result in an 
alarm. 

We evaluate three content-based detection methods for search applications.  All 
approaches are based on either strictly information retrieval utilities, namely, rele-
vance feedback and clustering, or also on data mining operations.  In all three ap-
proaches, a user profile is defined, and results are matched against the profile.  If a 
sufficiently high percentage of returned documents do not match the profile, namely, 
have a similarity measure coefficient that indicates that they are irrelevant to the pro-
file, an alarm is indicated.  The system administrator is notified of the alarm and proc-
esses it as appropriate.   

The first approach clusters the returned documents and retains the documents cor-
responding to the largest two clusters [5].  Our assumption is that if these documents 
correspond to misuse, then the query is off-topic. 

The second approach evaluates selected terms from returned documents, namely 
relevance feedback terms.  These terms are matched against the user profile; if a suf-
ficiently high percentage of these terms do not match the user profile, an alarm is set.   

Finally, the third approach is identical to the second approach with the exception 
that a classifier is trained to aid in the detection.  As shown in the table above, the 
detection accuracy of this approach outperforms the rest.  Unfortunately, in the web 
environment, obtaining a representative and stable training set is not always possi-
ble; hence we used the publicly available test collection described in [3]. In such 
cases, if one favors the rate of detection then the relevance feedback approach is  
selected.  Otherwise, if the reduction of false positives is at a premium, namely de-
tection accuracy, then the clustering approach is selected.  Our future goal is to 
combine (fuse) both the relevance feedback and the clustering approaches to yield a 
system that sustains both a high rate of misuse detection with a low rate of false 
alarm. 
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Abstract. We suggest an efficient weighted sequential pattern mining algorithm 
with length decreasing support constraints. Our approach is to push weight con-
straints and length decreasing support constraints to improve performance.  

1   Introduction 

Data mining has become an important task with broad application. Algorithms for 
sequential pattern mining have been extensively developed such as general sequential 
pattern mining, closed sequential pattern mining, constraint-based sequential pattern 
mining, multi-dimensional sequence pattern mining, sequence mining in a noisy envi-
ronment, biological sequence mining, incremental sequence mining and sequence 
indexing. More efficient mining algorithms have recently been suggested. Specifi-
cally, sequential pattern growth based approaches have been developed which mine 
the complete set of frequent sequential patterns using a prefix projection growth 
method that reduces the search space without generating all candidates. The mined 
patterns can be used in various applications such as Biomedical and DNA data analy-
sis, and Web access pattern analysis.  

Two main concerns exist for sequential pattern mining in the real world. The first 
concern is that sequential patterns and items within sequential patterns have been 
treated uniformly, but real sequences have different importance. For this reason, 
weighted frequent pattern mining [2, 3] and weighted sequential pattern mining algo-
rithms [4] have been suggested. The items within a sequence are given different 
weights in the sequence database. The support of each pattern is usually decreased as 
the length of a pattern is increased, but weight has a different characteristic. A pattern 
which has low weight may obtain a higher weight after adding an item, so it is not 
guaranteed to keep the downward closure property. For instance, assume that a mini-
mum support is 3, the support of a pattern, <A> is 2, the support of a pattern, <AB> is 
also 2, the weight of pattern <A> is 1 and the weight of  pattern <B> is 2. The 
weighted support of pattern <A> is 2 and the weighted support of pattern “<AB>” is 
3. We can not prune pattern <A> even though the weighted support (2) of pattern 
<A> is less than the minimum support (3) because the weighted support of the pattern 
<AB> is equal to the minimum support and the pattern <AB> is a weighted sequential 
pattern. Therefore, the algorithm focuses on satisfying the downward closure  
property.  
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As a second concern, most of the previous mining algorithms are based on a constant 
minimum support threshold, irrespective of the length of the discovered patterns. The 
key observation here is that long sequential patterns can be interesting even though 
their support is low and short patterns can be interesting if they have high support. 
SLPMiner [1] for sequential pattern mining has addressed these issues. The down-
ward closure property can not be used with length decreasing support constraints. For 
this reason, the smallest valid extension (SVE) property was introduced to prune the 
search space. The weight constraint and the length decreasing support constraint are 
key factors, but no mining algorithm considers both constraints. In this paper, we re-
examine two basic but interesting constraints, a weight constraint and a length de-
creasing support constraint and suggest weighted sequential pattern mining based on 
length decreasing constraints. Our main approach is to push weight constraints and 
length decreasing support constraints into the projected pattern growth approach. In 
future work, this approach will be combined with pruning techniques suggested in 
other algorithms using length decreasing support constraints. 

2   Discussion 

The sequential order in a sequence database is important in many situations. In huge 
datasets, extracting valuable sequential patterns is not easy work. Previous sequential 
pattern mining algorithms use the same priority for each pattern or sequence. The 
number of sequential patterns becomes huge as the minimum support becomes lower 
so it is difficult for users to find more important sequential patterns. Applying weights 
is effective and efficient to not only generate more important sequential patterns but 
also adjust the number of sequential patterns. Specifically, it is more effective to ap-
ply weight constraints to sequential pattern mining with lower minimum support. 
Many opportunities exist to apply weight based sequential pattern mining.  
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Intelligence analysis is a difficult task that involves mining complex datasets for 
clues. Distinguishing between evidence of suspicious activity and background noise is 
complicated, as is making connections between events, people, and other evidence. 
While algorithms to parse, extract, and make connections between data are important 
to this field, at some point the data must be interpreted by human users. Information 
visualization allows people to employ their innate visual strengths to gain insights 
about data and is necessary to effectively understand both raw data and the filtered 
output of algorithms. 

While there are many barriers to effective intelligence analysis, based on related 
research and our own experience we focused our efforts on the following problems: 

1. Viewing geospatial and temporal data simultaneously is difficult; however, it is 
desirable to do so in order to identify “geotemporal” relationships that might show 
movement trends or where a terrorist plot might culminate into an attack. 

2. Intelligence data is often displayed with multiple views overlaid with numerous 
data points, connections, and details. This data can overwhelm the display space of 
a single monitor. 

3. Maintaining context within large datasets is challenging because it is mentally 
demanding to remember what was seen previously, where it was, and its potential 
relationship to current information. 

We developed a prototypical Gigapixel Intelligence Analysis Navigation Tool 
(GIANT) to solve to these problems. GIANT (Fig. 1) was developed in C++ with the 
OpenGL and QT 4.0 libraries on a Linux platform. It included a geospatial view that 
contained nodes mapped to their actual latitude and longitude coordinates on a 
mercator map projection, a timeline view, and an interface specifically designed for a 
large tiled display. The code was designed to run on a 12-node Linux cluster with 24 
LCD monitors (two monitors per server), which used Distributed Multihead X and 
Chromium. A MySQL database server operated as the backend, and was populated 
with data from “The Sign of the Crescent,” a case study from the Joint Military 
Intelligence College used to train intelligence analysts. This supporting architecture 
(Fig. 2) satisfied the performance, quality of service, data storage, reliability, and 
rapid access time requirements needed to support our visualization. 

We used node-linking techniques similar to the type often employed to represent 
social networks, and a geospatial visualization that placed nodes overtop of a map in 
their appropriate positions. The “geotemporal” problem was addressed by mapping 
activity age to the opacity of the edges between nodes. Each activity type was 
assigned its own color (for example a crime was red) so the older the link was, the  
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more transparent that color became. We also included a separate timeline view, 
however the edge opacity allowed a basic understanding of event ordering without 
requiring users to divide their focus between views. 

We addressed the remaining problems by using a high resolution tiled display. 
While the traditional visualization mantra of overview first, zoom and filter, and 
details on demand still applied to GIANT, the increased pixel count allowed us to 
display both a larger overview and more details, even with multiple views. Using a 
single monitor would cause us to lose either 96% (23 of the 24 screens) of the detail 
and/or overview, leaving no extra room to display both views concurrently. 

The increased pixel count also allowed us to avoid traditional information 
visualization navigation strategies such as panning and zooming, overview + detail, 
and focus + context, and their associated problems with maintaining context. Even 
though nodes occluded each other in highly active areas, the visualization still 
allowed examination of individual details without the use of a zoom. Instead we 
dispersed the nodes around their original location, and anchored them back home with 
a white line. Since the map was stationary, users were able to exploit their spatial 
memory to maintain context about where earlier clues were located. 

We also realized that traditional interface design methods fail when transferred 
directly to a large display. When working with a screen space that is physically large, 
we found that controls had to be near the user’s focus and appropriately sized. A 
typical slider interface configuration for a single monitor would use the entire display 
width. In our large display, this translated to a three meter slider positioned half a 
meter below the data that users were focused on. For this reason we used direct 
manipulation when possible and a floating window that contained other filters. These 
features of GIANT gave users the ability to quickly interact with and analyze data so 
that they could make intelligence-related knowledge discoveries. 

Tiled displays, such as the one presented in this paper, show great potential for 
intelligence analysis. Our preliminary evaluation provided positive results, which 
appear promising for future experimentation and system development. Analysts need 
visualizations that provide multiple views of large datasets, allow rapid access to 
details, and preserve the context of data. We expect that the GIANT system will 
satisfy these visualization requirements and are eager to compare and demonstrate its 
effectiveness at solving intelligence analysis problems against other visualizations 
developed for a range of displays. 

  

Fig. 1. GIANT’s 3x1 meter display Fig. 2. Implemented system architecture 
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The issue of maintaining privacy in data mining has attracted considerable attention 
over the last few years. In this paper, we continue the investigation of the techniques 
of distorting data in developing data mining techniques without compromising cus-
tomer privacy and present a privacy preserving data mining algorithm for finding 
frequent itemsets and mining association rules on distributed data allocated at differ-
ent sites. Experimental results show that such a distortion approach can provide high 
privacy of individual information and at the same time acquire a high level of accu-
racy in the mining result. 

We assume a scenario of mining association rules in distributed environments as 
follows: a transaction database DB(= ) is horizontally partitioned 
among n sites. An itemset X has local support count of X.supi at site Si ( ) if 
X.supi of the transactions contains X. The global support count of X is given as 
X.sup X.supi. An itemset X is globally supported if X.sup , where  is 
the user-defined minimum support. Global confidence of a rule can be given as 
{X }.sup/X.sup. The set of frequent itemsets consists of all k-itemsets that are globally 
supported. Thus the objective of distributed association rule mining is to find the set 
of frequent itemsets and the support counts for these itemsets and, based on this, gen-
erate association rules with the minimum support and minimum confidence. 

Markov chains can be applied to privacy preserving data mining, in which a 
Markov state corresponds to a frequent k-itemset . Let M={ } be a set of 
itemsets and PM be the itemset transition probability matrix of M subject to (1) pkl , 

(2) 1),1(
1

=≤≤∀
=

m

l klpmkk , where pkl is the probability with which itemset  

transits to itemset . In the algorithm presented in later section, we generate the 
distorted data value from a transaction by randomly transiting each given itemset in it. 

We denote the distorted set of k-itemsets, obtained with a distortion probability 
matrix PM, as D. Let SM( ) be the vector of expected support of itemsets on 
M and SD( ) be the vector of support of itemsets on D. We have 
SM( )= SD( )* PM

-1 where PM
-1 is the inverse matrix of PM. 

In a probabilistic distortion approach, we may have errors in the estimated supports 
of frequent itemsets with the reported values being either larger or smaller than the 
actual supports. This kind of error is qualified as the metric of Support Error which 
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reflects the average relative error in the reconstructed support values for those item-
sets that are correctly identified to be frequent. Errors in support estimation can also 
result in errors in the identification of the frequent itemsets. It is quite likely that for 
an itemset slightly above  that one of its subsets will have recovered support below 

. The itemset will be discarded from the candidate set due to a key property of 
Apriori algorithm that if itemsets is a frequent itemset, all of its subsets must have 
supports larger than . It will become especially an issue when the  setting is 
such that the support of a number of itemsets lies very close to this threshold value. 
This kind of error is measured by the metric of Identification Error, which reflects the 
percentage error in identifying frequent itemsets. Hence, to reduce such errors in 
frequent itemset identification, we discard only those itemsets whose recovered sup-
port is smaller than a candidate limit, given as *(1 σ ), for candidate set genera-
tion. Here σ  is a reduction coefficient. 

The distributed association rule mining algorithm, given the global minimum  
support, the global minimum confidence and the reduction coefficient, works as  
follows. 

Let k=1, let the candidate set be all the single items included in the dataset. Re-
peat the following steps until no itemset left in the candidate set. {(1) The common 
site broadcasts the transition probability matrix for k-itemsets included in the candi-
date set. (2) Each site generates its local frequent k-itemsets using Apriori-like  
algorithm. To each transaction located in its local dataset, it finds out the frequent 
itemsets included in this transaction and distorts them with the distortion approach 
and sends the distorted data to the common site. (3) The first site gets some “fake” 
itemsets randomly choosing from the predefined set of fake itemsets, adds them to 
its local frequent set of k-itemsets, and then sends its local frequent set (not the real 
one at this time) to the second site. The second site adds its local frequent set, the 
real one without fake itemsets, to the set it gets, deletes the duplicated itemsets,  
and sends the set to the third site. The third and other sites do the similar work till 
the set is sent back to the first site. The first site removes the random fake itemsets 
from the set and thus gets the global candidate set. And then the global candidate 
set is sent to the common site for data mining. (4) The common site reads the dis-
torted dataset from all the sites and scans it to compute all the supports for each  
k-itemset in the global candidate set. (5) The common site recovers the supports on 
the original dataset for each k-itemset in the global candidate set using above sup-
port recovery equation. (6) The common site discards every itemset whose support 
is below its candidate limit. (7) The common site saves for output only those  
k-itemsets and their supports whose recovered support is at least . (8) The com-
mon site forms all possible (k+1)-itemsets such that all their k-subsets are among 
the remaning itemsets generated in step(6). Let these (k+1)-itemsets be the new 
candidate set. (9) Let k=k+1.} The common site finds out all the association rules 
with all the saved itemsets and their supports, given the user-specified global mini-
mum confidence. 

We carry out the evaluation of the new algorithm on a synthetic dataset which  
was generated from the IBM Almaden generator. Experimental results show that 
providing high accuracy and at the same time preventing exact or partial disclosure of 
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individual information are conflicting objectives and the tradeoff between privacy and 
accuracy is sensitive to the transition matrix. Appropriate transition matrix must be 
chosen to achieve the goal of acquiring plausible values for both privacy level and 
accuracy. Future research involves the combination of probabilistic approach and 
cryptographic approach to get better performance for privacy preserving mining. 
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According to the advance of technologies, the speed gap between CPU and main
memory is getting larger every year. Due to the speed gap, it was perceived
important to make the most use of the cache residing between CPU and main
memory, and there have been a lot of research efforts on this issue. Among those
is the research on cache conscious trees for reducing the cost for accessing main
memory indexes. Cache conscious trees were designed to cause as few cache
misses as possible based on the characteristics of the cache. The most widely
known cache conscious trees are the CSB+-tree, the pkB-tree, and the CR-tree.
Since it is costly and error-prone to implement every cache conscious tree sep-
arately, we need a new systematic approach. An analogous approach was made
for the disk based indexes. The Generalized Search Tree (GiST) was proposed as
a framework for development of disk based indexes. The GiST basically provides
the common features for disk based balanced search trees. Hence, when devel-
oping a disk based index using the GiST, only the features specific to the index
need to be implemented. However, the GiST has the weakness that it cannot be
efficiently used for main memory indexes because it was originally designed for
the disk based indexes.

In this paper, we propose the Cache Conscious-Generalized Search Tree (CC-
GiST) by extending the GiST to be cache conscious. By analyzing the techniques
used by the existing cache conscious trees, we derive two generalized techniques
that can be applied to any cache conscious trees: the pointer compression and
the key compression techniques. The CC-GiST incorporates the techniques in
extending the disk based GiST. The pointer compression technique in cache con-
scious trees reduces the number of pointers in an internal node. It removes a sub-
set of n pointers ptri (1 ≤ i ≤ n) in the internal node, and stores the child node
(pointed by a pointer ptrj that is not removed) along with the subsequent child
nodes (originally pointed by the pointers ptrj+1, ptrj+2, . . . that are removed)
physically consecutively in the same segment. The key compression technique in
cache conscious trees reduces the size of a key so that Len(Compress(BaseKeyi,
Keyi)) ≤ Len(Keyi) holds, where Keyi is the i-th key in a node, and BaseKeyi
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is the base key used for compression and decompression of Keyi. The function
Compress returns the compressed key of Keyi using BaseKeyi, and the function
Len returns the size of a key.

The CC-GiST provides three classes of methods: the pointer methods, the key
methods, and the tree methods. The pointer and the tree methods are common
to all the cache conscious trees and are basically provided by the CC-GiST, while
the key methods should be implemented separately for each of cache conscious
trees. The objects stored in the CC-GiST can be of any data type as in the
GiST. The pointer methods are a set of functions to implement the pointer
compression technique. Although each cache conscious tree uses its own specific
pointer compression technique, the only thing needed to be done to implement
the tree using the CC-GiST is to set the flag IsFixedSizeSegment and the variable
MaxNumOfNodesInSegment appropriately. Pointer compression is automatically
performed in the CC-GiST according to these values. The key methods are a
set of functions to implement the key processing algorithms including the key
compression technique. Since each cache conscious tree uses its own specific key
processing algorithm, the key methods should be implemented to fully reflect
the features of the target tree. The tree methods provide the search, insert,
and delete functions that are common to all the cache conscious trees. When
developing a cache conscious tree using the CC-GiST, the tree methods can
be used as provided by the CC-GiST without any additional implementation.
Hence, it is very efficient and systematic to develop a cache conscious tree using
the CC-GiST. We completely rewrote the tree methods of the disk based GiST
to be cache conscious.

The CSB+-tree, the pkB-tree, and the CR-tree can be implemented using the
proposed CC-GiST. Specifically, users need to specify the key methods and set
a few flags and variables for each tree. We analyzed the performance of the CC-
GiST by comparing the performance of the cache conscious trees implemented
using the CC-GiST with the existing cache conscious trees. Given the node
size, the performance of the cache conscious trees is inversely proportional to
the average number of entries in a node. The less the number of entries is,
the more probably the cache misses are incurred, which causes the increase
of main memory accesses and thus the performance degradation of the cache
conscious tress. Therefore, the existing cache conscious trees tried to increase the
number of entries in a node using the pointer and the key compression techniques.
We compared the number of entries in an internal node in the cache conscious
trees implemented using the CC-GiST with those in the existing cache conscious
trees. As the result of our analysis, the CC-GiST has the negligible overhead for
supporting all the existing cache conscious trees in a single framework, and the
performance of the tree is almost unaffected.
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Privacy preserving data mining is a novel research direction. The main objective is to 
develop algorithms for modifying the original data in some way, so that the private 
information remains private even fter the mining process. 

Agrawal and Srikant first proposed a scheme for privacy preserving data mining 
using random perturbation [1]. Then, Rizvi and Haritsa presented a scheme called 
MASK to mine associations with secrecy constraints [2]; Du and Zhan proposed an 
approach to conduct privacy preserving decision tree building [3]. A methodology for 
hiding knowledge in database was also presented and applied to classification and 
association rule mining [4]. However, all those approaches are different in their 
frameworks and processes. Only can they deal with a special data type, a given 
mining algorithm, and one kind of the attribute of private information. 

In this paper, we present a new KD3 (Knowledge Discovery in Distorted Database) 
scheme for privacy preserving data mining that is shown in Fig. 1. In a general data 
mining process, the result X is directly discovered from a database D. However, in 
practice, maybe there is some private information in D. Therefore, the database D 
must be distorted to set up a published database D’ in which the private information is 
protected well enough. Then, we can reconstruct the original feature F from D’ 
through a reconstructing method, and make use of a mining method M to discover 
result X’ from D’ with feature F. The result X’ should be as close as possible to the 
real result X. The data distorting method, the feature reconstructing method, and the 
mining algorithm are all designed and implemented based on a consistent privacy 
preserving strategy. The whole KD3 process consists of the following six steps:  

− Data analysis: The first step is to analyze the original database D to identify the 
private information that needs to be protected, as well as its type, size, and scale. 

− Privacy preserving strategy (parameters) selection: The second step is to select a 
strategy and a set of parameters according to the data analyzing result. This is the 
key step. The data provider and the data miner must confer to find out a reasonable 
trade-off between privacy preservation and data usability. Then, the following 
steps will be instructed by the strategy as well as the selected parameters. 

− Data distortion: The third step is to preserve the private information in the original 
database D by data distortion according to the privacy preserving strategy selected 
in the second step. The main distorting methods include data transformation, data 
discretization, data hiding, data sampling, and adding noise to the original data. 

− Feature reconstruction: The main purpose of the former three steps is to preserve 
private information. From this step, our primary intention is to discover patterns 
and rules from the distorted database D’ generated in the third step. The fourth step 
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is to reconstruct the original feature F according to the privacy preserving strategy 
for the following mining process. 

− Data mining: The fifth step is to design a mining method M modified from the 
original method according to the privacy preserving strategy, and then mine the 
distorted database D’ with the reconstructed feature F. 

− Result generation: The final step is to generate the result X’. 

The former three steps are mainly performed by data providers, and the latter three 
steps are mostly accomplished by data miners. KD3 scheme has a clear process and 
independent modules. It is also of outstanding applicability in data distribution, data 
type, data mining algorithm, and the attribute of private information. We have already 
implemented privacy preserving classification [5] and association rule mining [6] 
based on KD3 scheme, and validated it by experiments. We also plan to apply KD3 
scheme to protect private knowledge such as sensitive association rules. 
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Fig. 1. KD3 Scheme 
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Abstract.  Software which can perform generalized, high-level reasoning with 
respect to the detection of deception is needed, is quite difficult to produce, and 
is absent from the arsenal of tools available to practitioners and researchers in 
this field. The author has produced such a program which reasons within the 
confines of a simple espionage scenario. This program provides the general 
architecture needed by our desired software. Significant work is still needed to 
mature this generalized architecture into a feasible tool. That work would 
include making the program far more robust (handling more varied and more 
complicated situations), increasing the knowledge base (in the vein of “common 
sense reasoning”), applying the architecture to many more scenarios, and 
generalizing the lessons learned from those scenarios. The goal of all this work 
is to develop an architecture which can automatically detect deception in a wide 
variety of contexts. 

The work presented here attempts to detect deception on the basis of actions.  
This is in sharp contrast with current approaches which detect deception on the 
basis of physiological factors, and on the basis of verbal and non-verbal queues.  
Software based on our architecture should be able to predict consequences of 
actions, and predict future actions. Further, in the light of uncertainty, multiple 
views of the world can be maintained simultaneously. (In the presence of 
uncertainty, the ability to postulate different ways that the world could be is 
very important. Not only can we represent different ways of perceiving the 
world, but we can also reason about those differences.) 

An agent architecture is used to represent agents (or entities), their 
interrelationships, and their actions. These details are represented in a very 
formal logic programming paradigm, called Answer Set Programming, which is 
more clearly specified as A-Prolog. The inference engine used is SMODELS    

We are also using a specific action language formalism. This formalism 
allows us to reason about prerequisites to actions, consequences of actions, co-
requisites of actions, mutual exclusivity of actions, and sequences of actions. It 
also allows us to represent and reason about time. We can predict future actions 
on the basis of observations. One method of detecting deception is the fact that 
present observations may not match our earlier predictions. Predicting future 
actions allows us to identify potential opportunities for deception. 

A very simple problem has been designed to demonstrate these techniques.  
In this simple scenario, there are 3 persons. Those 3 persons are agents, and 
potentially, double agents. The only actions these agents can perform are 
communicating messages. Our task is to identify that deception has occurred 
when these communications are inconsistent with present beliefs, or when they 
are inconsistent with each other. 
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To test this program, it is run under four different scenarios. The first 
scenario is a state of equilibrium: the world operates as normal, there are no 
contradictions, and there are no suspicions of deception. In this case, the 
program performs as desired, and there is no deception identified. That is, there 
are no “false positives”. 

The second scenario is that an agent communicates some information which 
is mutually exclusive with beliefs of the system. Since the system does not have 
any reason to doubt its own beliefs, the best explanation for this state of affairs 
is that the agent must be lying.  Hence, the agent is a double agent.  Deception 
has been detected. 

In the third scenario, we have two agents which communicate information 
which is contradictory with each other. We have a contradiction, and we have 
no reason to believe one agent over the other. Either one agent is lying, or the 
other agent is lying.  (We do not consider the case where both agents are lying.  
A bias that has purposefully been built into the system is that of a minimalist 
view:  we have the smallest set of beliefs that we are forced to have with respect 
to set inclusion.  In our example, this means that we have one liar instead of two 
liars.)  The problem is: which agent is the liar?  Since we do not have 
information to prefer the word of one agent over the other, we maintain two 
views of the world: one in which one agent is lying, and another in which the 
other agent is lying. We accept both views with equal veracity. 

In the final scenario, we have the same contradiction between the two 
agents. We also have a third agent who is communicating information 
contradictory to the first agent. The second agent and the third agent are in 
contradiction to the first agent. Either the first agent is lying, or the second and 
third agents are lying.  We have purposefully built in an additional bias: fewer 
liars are preferred over more liars. (This is dramatically different than the above 
bias.)  Without this bias, we would again have two views of the world:  one in 
which the first agent is lying, and the other in which the other two agents are 
lying.  (Both of these views are “minimal” with respect to set inclusion, and 
adhere to the semantics of logic programs.) If we allowed this to happen, we 
would again have to accept both views as equally plausible.  We could certainly 
do this. However, we have chosen to introduce the additional bias that fewer liars 
are preferred to more liars.  Therefore, the system maintains only one view of the 
world:  that the first agent is lying.  What is important about this last scenario is 
not only that we introduced this additional bias, but more importantly, we have 
resolved the uncertainty introduced by having two views of the world (induced 
by the previous scenario) by the introduction of additional information. The 
additional information helped us to narrow the range of possibilities, such that 
we could definitively conclude which agent was lying. 

Many enhancements can be made to our approach. We could more 
thoroughly understand contradictions (for example, to distinguish between 
mistakes and lies). We could also enhance the software to log observations, and 
to learn patterns of communication (specific to each agent). The patterns that 
would be looked for include not only frequency of discrepancies, but also some 
possible intent or motive behind the discrepancy. Another enhancement would 
be to provide for a very complex arsenal of actions which interrelate with each 
other.  We could also make predictions about future actions. A significant arena 
of enhancement would be in defining and addressing more forms of deception. 
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Abstract. Intelligent information retrieval tools can help intelligence
and security agencies to retrieve and exploit relevant information from
unstructured information sources and give them insight into the criminal
behavior and networks, in order to fight crime more efficiently and effec-
tively. This article aims at analysing off-the-shelf information extraction
tools on their applicability and competency for such applications.

1 Introduction

With increasing volume of crime data, intelligence and security agencies across
the world need intelligent support systems which can help them to retrieve and
exploit relevant information and give them insight into the criminal behavior
and networks, in order to fight crime more efficiently and effectively. The un-
structured information (e-mails, reports, web pages, etc.), representing the bulk
of all information, poses a great challenge in automation.

Many of the IR tools available today provide good and fast solution to the re-
trieval problems (retrieval, querying, structuring, visualization, extraction, etc.).
But it is also very difficult to know which of these tools are most effective for a
given application. We report our work on the evaluation of 10 tools, shortlisted
from a market selection of 23 tools, under the INFO-NS 1 project for the Belgian
Federal Police.

2 Evaluation Method

We identified several user profiles, their functional requirements and priorities
and generalized them over user profiles to five high-level use cases, namely (free
text search, Metadata Search, Classification, Named Entity Extraction and En-
tity Linking). For each of these use cases, we compiled a detailed evaluation
form based on sound evaluation frameworks, covering three crucial aspects of
assessment, Conformity[1], Quality, and Technical.

We tested the use cases on multilingual document collection containing more
than half a million real-life case reports, in Dutch and French, encoded in the
MS Word file format.
1 Visit agora at http://www.belspo.be/belspo/fedra/prog.asp?l=en&COD=AG
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3 Evaluation Results

Free Text Search: The proprietary fuzzy matching algorithm of one tool gave
excellent results on most of the variation types considered, whereas the use of
the Soundex ([2]) and edit distance ([3]) operators as provided by most other
tools proved to be ill-suited for most variation types. Moreover, neither Soundex
nor edit distance copes well with word reorderings, e.g. as with person names.

On relevance ranking ([4]) one tool consistently produced well-ranked result
lists (on a scale from 0 to 100, baseline+30 up to +70) and whereas other tools
clearly showed variable scores.

Metadata Search: Standard document attributes (such as url, title, author,
date, size), when available, are automatically imported by the tools. Most in-
formation retrieval tools also derive a static summary simply by extracting the
most salient sentences or phrases from the text.

Named Entity Extraction: IR tools support NE extraction ([5]) on common
entity types person names, organisations, locations, and time instances. Results
show high precision, up to 97%, on the most common entity types, while recall
is very poor, less than 50%.

4 Conclusions and Future Directions

This evaluation of tools has given us the impression that without a careful con-
sideration of functional requirements and integrating a good human computer
interaction feature these tools might prove to be of less fruitful. We have also
found that the tools lack support for cross lingual search, an important aspect
in a trilingual country like Belgium. While in case of entity extraction and clas-
sification most of the tools work on keyword matching, which does not give the
right contextual result and therefore decreases the relevancy factor and also they
lack support for noisy texts.
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Abstract. We will report evaluation of Automatic Named Entity Ex-
traction feature of IR tools on Dutch, French, and English text. The aim
is to analyze the competency of off-the-shelf information extraction tools
in recognizing entity types including person, organization, location, vehi-
cle, time, & currency from unstructured text. Within such an evaluation
one can compare the effectiveness of different approaches for identifying
named entities.

1 Introduction

Named Entity Extraction, a subfield of information extraction, also known as
NE Recognition (NER), is to recognize structured information, such as proper
names (person, location and organization), date & time, and numerical values
(currency and percentage) from natural language text. It has also been extended
to identify other patterns, such as email addresses, and URLs. We test named
entity extraction from text in the context of the INFO-NS 1 project.

We report our work on 4 commercial IR tools2, which utilises NER techniques
to identify meaningful entities from unstructured text. Named entity recognition
constitutes a basic operation in the structuring of texts. Its automation within
the Belgian Federal Police would tremendously aid operational analysts in the
coding (schematisation) of criminal cases, sometimes covering hundreds of pages
that otherwise would have to be skimmed manually for the discovery of entities
of interest.

2 Evaluation Method

A set of 6 police narrative reports (2 from each language, Dutch, French & En-
glish) has been used as the test bed. A human experimenter manually identifies
all entities of interest. We do this testing to measure the tools on conformity ([1])
1 Visit agora at http://www.belspo.be/belspo/fedra/prog.asp?l=en&COD=AG
2 Due to contractual obligations the names has not been disclosed.
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and qualitative criteria. We used standard measures of evaluation, namely pre-
cision, recall, and the F-measure ([2]) to assess the tools. We treat misalignment
between extracted entity mentions and a golden standard of manually extracted
mentions consistently in favor of the tools. For example, the extracted entity
“Congo” is equated with the full entity name “ Republic of congo”, when the
latter is present in the text.

3 Evaluation Results

Tools Tool-A Tool-B Tool-C Tool-D
Precision 0.944 0.718 0.976 0.959
Recall 0.440 0.145 0.397 0.681
F-measure 0.601 0.241 0.564 0.797

Results show high precision on the most common entity types (persons, or-
ganisations, locations), up to 97%. Recall is very poor however, less than 50%.

4 Conclusions and Future Directions

The evaluated tools rely largely on human editable dictionaries and work on
keyword matching, which does not give the right contextual result and therefore
decreases the relevancy factor. Some IE tools provide human editable and ex-
pandable rule sets. A rule is a simple regular expression, but can be extended to
incorporate lexical analysis of the source text and the context of entity may be
used to trigger recognition of their type. We also mention the problem of am-
biguity, resulting in errors, mostly when it comes to determine the entity type
(e.g. locations or organisation named after persons).

From these findings we may assume that the use of dictionaries and/or rule
sets, both are limited in scope and in their tolerance towards typographical,
compositional, and other kinds of observed variations.

Also none of the evaluated tools offers a learning approach to automated
entity recognition, whereas the academic community has made much progress in
this field ([3]). An equally important line of research is the extraction of entities
within noisy texts ([4]).
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Abstract. The primary author has performed previous work to create generalized, 
high-level reasoning software to identify deception on the basis of actions. The 
work here is to apply that software architecture to an entirely different domain. 
The original domain was an espionage scenario, and detected deception when 
communications were in conflict.  This present domain is reasoning about a 
child’s story to determine who is lying about the theft of some objects. Applying 
the previous work to a different domain is an attempt to demonstrate the 
generality of the architecture.  It is also an attempt to further generalize the 
software, and to formalize additional “common sense” strategies in the detection 
of deception. 

This software detects deception on the basis of actions. This is in sharp 
contrast with present approaches that detect deception based on physiological 
factors, as well as on verbal and non-verbal cues. Our approach models agents 
and their actions in a logic programming framework using a theory of agents, a 
theory of actions, and a theory of reasoning with respect to time.  As a test case, 
a children’s mystery is analyzed and implemented.  The goal of the story is to 
identify who stole some items. The software correctly reasons about who the 
potential suspects are, and ultimately, correctly identifies the chief culprit.  
Further, it can correctly introspect with regard to previously held beliefs. The 
program we have developed is able to mimic the thought processes and 
conclusions of a police investigation. 

To demonstrate our approach, we have created a scenario loosely based 
upon a child’s book.  The basic idea of the story is that a bat is missing, and the 
goal is to identify who stole the bat.  The flow of the story is as follows.  There 
is a practice at the beginning of the story.  A particular baseball bat is missing, 
and presumed stolen.  Everyone present at that practice is a suspect in the theft 
of the bat. There is a subsequent practice at which a glove becomes missing.  
Everyone present at that subsequent practice is a suspect in the theft of the 
glove. At this point, there are two separate, but partially overlapping lists of 
suspects. At a later time, someone is discovered in possession of the  glove.  
That person is assumed to have stolen the glove, and hence, the most likely 
person to have stolen the bat, since he was a suspect in the theft of both items.  
The events of our story occur over time. Our program can correctly represent 
and reason about these events.   
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The events in the story are sequential with respect to time and so the 
experiments were performed in incremental fashion. They are presented here as 
four distinct executions. However, each execution completely subsumes the 
previous exectuion. As such, each execution contains all the results of the 
earlier executions. 

Execution 1 is trivial, but is necessary to demonstrate that our program 
reasons correctly, and does not enter the arena with unfair predispositions. The 
results of this execution tell us that there are no items missing, and hence no 
suspects. 

Subsequently, a practice occurs (execution 2.) There are four persons present 
at this practice. A bat becomes missing, and is assumed stolen. Those present at 
the practice are assumed to be suspects.  Obviously, the owner of the bat is not 
a suspect. Therefore, there are three suspects in the theft of the bat.  The 
program correctly identifies those persons. 

Our third execution takes place at a subsequent practice. There are five 
persons present at this practice:  the same four persons that were present at the 
previous practice, plus one more person.  The significant event that happens at 
this practice is that a glove is missing, and assumed stolen. There are four 
suspects in the theft of the glove.  Again, the owner of the glove is not a suspect 
in the theft of the glove. The program correctly identifies who these suspects 
are, as well as correctly maintaining the suspects in the earlier theft. 

For our final execution, a specific individual is caught in possession of the 
glove. That person is therefore presumed to have stolen the glove. Further, that 
person is also presumed to be the chief suspect in the stealing of the bat since 
that person is also a suspect in that theft.  The other two suspects in the theft of 
the bat still remain suspects in that theft. However, the person who is identified 
as having stolen the glove rises to the top of the list of the suspects in the theft 
of the bat. That person is the chief suspect, and is the only chief suspect in the 
theft of the bat. If something happened such that that person was no longer 
considered the chief suspect, then the two remaining suspects would resurface 
as primary suspects. The program correctly performs these inferences, matching 
our intuition. 

We have seen the ability of the program to reason with available, incomplete 
information. It correctly models our intuition.  However, there are three very 
significant avenues by which this software could be enhanced.  First, we could 
more closely employ an already well established theory of actions.  Following 
this theory more closely, our actions could be more complicated.  In addition, 
our actions could have prerequisites, and consequences.  Certain actions could 
happen in parallel, and other actions could be mutually exclusive.  We could 
predict the consequences of actions, and we could predict future actions. 

Another significant enhancement would be to follow the tri-axis of police 
investigations.  That is, that suspects should have the means, motive, and 
opportunity.  In our scenario here, we ignored the first two (means and motive), 
and we trivialized the latter (opportunity.)  In our case, we considered that those 
who were present at practice had opportunity.  What if someone was at practice, 
but was in the concession stand the entire time (meaning that they were 
nowhere near the bat)?  This introduces the idea of degree of opportunity.  Or, 
what about the opportunity a car rider may have had?  (That is, someone who 
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rode in the car with the owner and her bat, but who did not attend practice.)  
This expands our definition of opportunity. 

Another enhancement would be to apply this software to solve other 
mysteries. This pursuit would highlight other considerations. Further, the 
overlap between scenarios may identify opportunities for more general 
approaches. 
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Abstract. Previously, we proposed techniques to detect the misuse of search 
systems using predominantly relevance feedback based techniques. Although 
the approaches developed achieved high detection rate, they did so with a 
relatively high rate of false alarm. We now present a clustering query results 
based approach. This approach supports a higher precision, i.e., lower false 
alarm rate, with only a modest compromise on detection rate, namely recall.   

1   Introduction 

We expand our misuse detection efforts, the most recent of which is described in [1].  
Like in previous efforts, the first phase defines a user profile, and the second phase 
detects potential misuse by comparing a user’s search results against his/her profile.  
We did not modify the first phase, but the second phase now clusters query results, 
whereas previously, this detection phase was based on relevance feedback.   

Our relevance feedback based efforts focused on detection rate (recall) possibly at 
the expense of detection accuracy (precision). Our clustering approach improves 
precision but with a modest degradation of recall. Our future efforts will focus on 
fusing both approaches to yield a higher level of combined recall and precision, 
namely a high F-measure. 

2   Detection Using Query Result Clustering  

Briefly, the approach is as follows. A query is issued. The returned results are 
clustered, and a set of clusters is retained. Hierarchical clustering is used for better 
accuracy, as the number of items to be clustered is small. Cluster selection algorithms 
are listed in Table 1.  

Table 1. Cluster Selection Methods 

Algorithms Definition 
CR1a Keeping the largest cluster 
CR1b Keeping the cluster with the highest similarity to the query 
CR2a Keeping the two largest clusters 
CR2b Keeping the largest cluster, and the second or third largest 

cluster, based on which is more similar to the query 
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Table 4. Short / Tolerant 

Algorithm Precision Recall 
CR1a 81.96 85.61 
CR1b 79.81 84.11 
CR2a 83.50 85.50 
CR2b 82.53 86.83  

Table 5. Short / Stringent  

Algorithm Precision Recall 
CR1a 72.39 91.04 
CR1b 71.14 90.88 
CR2a 74.50 91.30 
CR2b 73.61 92.64  

Regardless which cluster selection approach is used, the top t (tfnidf based) terms 
from each document within the selected clusters defines the user’s actual search 
intent. If the profile and terms are not sufficiently similar (given a threshold), then 
potential misuse exists. 

3   Experimentation  

Since no benchmark collection exists, we once again used our TREC-based test 
collection that we made publicly available and described in our prior efforts.   
Likewise, we again evaluated both short and long queries and stringent and tolerant 
detection configurations. 

Our results are presented in Tables 2-5.  Our initial experiment (CR1a) involved 
only the largest cluster.  While our initial results were promising, we were unsure if 
keeping a cluster based solely on size was the best way to determine the best 
documents.  We next tried a method (CR1b) that computes the centroid of each 
cluster, and compares it to the query.  This proved to be a worse way to detect misuse 
as precision and recall dropped for both the stringent and tolerant evaluation plans.  
The only exception to this pattern was that the recall of the descriptive query in the 
stringent mode improved slightly.  As our focus is to improve precision without 
significantly worsening the recall, we chose CR1a. 

We then evaluated the effect of using more clusters to detect misuse. Our next 
method (CR2a) was similar to (CR1a), except that it keeps the two largest clusters 
rather than only the top cluster.  This resulted in an improvement over (CR1a) in 
precision and recall, both for the stringent and tolerant evaluation plans.  Since 
keeping two clusters was an improvement, we expanded our experimentation using 
two clusters.  Our next method (CR2b) retains the largest cluster and the second or 
third largest, based on which cluster has a greater similarity to the query.  The 
observed performance of (CR2b) was equivalent to (CR2a). We thus concluded that 
using two clusters outperforms using one cluster.   Future experiments will consist of 
a larger number of retained clusters and using more sophisticated ranking measures. 

Table 2. Long / Tolerant

Algorithm Precision Recall 
CR1a 87.35 83.24 
CR1b 86.13 81.73 
CR2a 88.63 83.74 
CR2b 88.38 84.38  

Table 3. Long / Stringent   

Algorithm Precision Recall 
CR1a 78.43 91.25 
CR1b 76.63 91.96 
CR2a 78.48 92.76 
CR2b 78.69 93.20 
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1   Introduction 

Understanding networks of connections among individuals is an important element of 
counterterrorism analysis.  Determining nodes and links for such networks is one of 
the most labor-intensive aspects of counterterrorism analysis.  This paper presents an 
automated approach for generating and displaying an initial estimate of nodes and 
links relevant to a chosen topic.  This work combines the use of entity extraction and 
latent semantic indexing (LSI).   

2   Experimental Procedure 

This investigation employed a test collection of 158,492 English-language news arti-
cles from the time period 2002 to 2003.  The text of the articles was pre-processed us-
ing the LingPipe entity extraction software.  Identified entity names were treated as 
units in creating an LSI representation space for these documents.  The LSI space was 
created using version 2.6.2 of the text analytics software from Content Analyst Com-
pany, using log entropy weighting and 300 dimensions.  A brief document describing 
the Salafist Group for Call and Combat (GSPC) was used as a seed query.   

3   Results 

Figure 1 depicts a link chart directly generated from the relationship information rep-
resented in the LSI space, drawn using TouchGraph.  This chart was generated by 
connecting all names that simultaneously satisfied two criteria: 

• The angle between their representation vector in the LSI space and that for the 
GSPC text query had a cosine greater than .5. 

• The angle between their representation vector and the vector for one of the other 
names had a cosine greater than .8. 

This graph provides a good representation of connections within this terrorist 
group, as reflected in the test collection. All of the relationships shown in the chart are 
meaningful. Abou Doha, who has the largest number of connections (ten), was the 
senior representative of the GSPC in Europe at the time of the articles. Abu Qutada 
the spiritual leader for the GSPC in Europe, was closely associated with him.  Djamel 
Beghal was the leader of a GSPC cell and Kamel Daoudi was his principal aide in that 
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cell.  Mabrouk Echiker, Meroine Berrahal, Laurent Mourad, and Yacine Akhnouche 
were members of the GSPC cell in Frankfurt. Brahim Yadel was closely associated 
with these other individuals. Hassan Hattab interacted with the European elements of 
the GSPC primarily through Doha and Qutada. Richard Reid and Rachid Ramda re-
ceived support from the GSPC but apparently were not members of it.   

 

Fig. 1. Link chart for GSPC generated using cosine thresholds of .5 and .8 

4   Conclusion 

The experiment reported here demonstrates that the LSI technique, combined with  
entity extraction, can be used to support terrorist network analysis based on large col-
lections of real-world documents. Identified relationships represent the aggregate im-
plications of high-order associations. Thus, although the specific nature of each  
association is not derived, the links can reflect quite subtle relationships. Of particular 
interest is that, using the cross-lingual capabilities of LSI, documents in multiple lan-
guages can be analyzed simultaneously. In fact, the relationship information contained 
in foreign-language documents can be exploited in creating graphs using the method 
described here without having to translate any of the foreign-language text. 
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Abstract. A new rule called Acceleration-like Association Rule that denotes the 
evolving direction of rules is proposed by analyzing the changes of the support 
and confidence in the primitive dataset and the increment dataset. Although this 
kind of rules can’t be strong in the final rule set, they can decide the developing 
trend of the rule. Experiment with the UCI datasets shows that our algorithm 
can efficiently discover this kind of rules which are very useful for decision, in-
cluding criminal symptom analysis and terrorism forecasting. 

1   Introduction 

Many of current algorithms are based on a hypothesis that global pattern to be studied 
should be kept constant. But rules mined previously in the updated dataset may be 
inconsistent with the past rules when dataset is updated [1-4]. S.Zhang [2] presented 
an aggregation and maintenance algorithm for association rules based on cardinality. 
Illumined by S.Zhang’s view, we present our novel idea and its mining algorithm. 

2   Concept of Acceleration-Like Association Rule 

One company has been dealing with selling household appliances for many years. The 
sale of air-conditioner in South China has been very good during recent years. This 
company found a strong rule in its dataset with Apriori-like algorithm: 

Area="South China" and goods="air-conditioner"  sale="much" 
Moreover, if we add statistical data of sale in the past year to the dataset of previ-

ous years, the same rule can be found too. Because of continuous rain in the past year, 
the sale of air-conditioner dropped evidently. We only analyze the dataset of last year 
and find that this rule is not valid anymore. Is this rule strong on earth? We believe 
that this kind of knowledge is valuable.  

It is assumed that D is a dataset, S the rule set of D, D+ the increment dataset, S+ 
the rule set of D+, W1 and W2 the weights of D and D+ respectively. To reflect this 
change of support and confidence of rules with the data increment, we adopt the com-
petitive set CS, which is introduced in [2]. In the meantime, suppose r∈S+ is a rule. 

                                                           
* This research is supported by the Aeronautical Science Foundation of China under Grant No. 
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(1) If r∈CS S+,  r is not only a strong rule in D+ but also a candidate rule in D. 
The total measure degree of rule r, support(r) in D D+ and confidence(r) in D D+ 
may be greater than or equal to the thresholds Minsup and Minconf respectively. If 
rule r meets the following conditions, 
         support(r) in D+ > Minsup                          confidence(r) in D+ > Minconf 
         support(r) in D D+ < Minsup                   confidence(r) in D D+ < Minconf, 
rule r must be positive, just like the acceleration is greater than zero. The reason is 
that r "stands out" in the increment dataset D+ although r is unable to become strong 
in the final dataset.  

(2) If r∈S CS+, rule r belongs to the strong rules of D and the candidate rules of 
D+. If rule r meets the following conditions, 
         support(r) in D > Minsup                            confidence(r) in D > Minconf 
         support(r) in D D+ < Minsup                   confidence(r) in D D+ < Minconf 
rule r is negative, just like the acceleration is less than zero. Current algorithms cannot 
cope with this two type of rules and will delete them from the rule set S. 

3   Experiment 

Experiment was conducted on the UCI vote dataset. Firstly, the first 350 records of 
vote dataset were taken as original dataset while the following 85 records as incre-
ment dataset. The minimum support and minimum confidence are the same. Four 
positive and five negative rules were discovered. A positive example is 

if  mx-missile = n  then  religious-groups-in-schools = y 
Secondly, the first 235 records were taken as original dataset while the following 

200 records as increment dataset. Only four negative ones were gotten.  
Thirdly, the first 135 records were taken as original dataset while the following 300 

records as the increment dataset. Only five negative ones were discovered. 
Compared with the lookup rules of the entire dataset, our algorithm always results 

in better outcomes whether the size of increment data is less than, greater than or 
equal to that of original data. 
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Social network analysis has emerged as a key technique in countering crime
and terrorism. The Enron e-mail dataset, originally made public and posted to
the web by the Federal Energy Regulatory Commission during its investigation,
consists of around half a million e-mails among several thousand individuals.
It is valuable in the sense that it is perhaps the only real e-mail dataset that
is accessible to the research community. This paper presents preliminary re-
sults of an analysis of the Enron e-mail dataset based on a variation of the
Author-Recipient-Topic (ART) model [1]. The GR-ART model described here
uses grammatical relations as features, rather than bags of words. It is our hy-
pothesis that using grammatical relations as features will provide a more useful
model of authors, topics, and recipients than will the use of words alone. This
research complements earlier research by one of the authors in applying infor-
mation extraction techniques to cross-document named entity co-reference [2].

The ART model is based on several earlier models, including Latent Dirichlet
Allocation (LDA) [3] and the Author-Topic (AT) model [4]. LDA is a generative
probabilistic model of a corpus, where each document is represented by a mixture
of latent topics and each topic is characterized by a multinomial distribution
over words. AT can model the message content for a specific topic in order to
decide how likely it is that a new message is about this topic. The ART model
is an extension of the AT model. It is a Bayesian network that models message
content over the relation links in a social network, which consists of all the
senders and recipients of all the messages. ART extends the author modeling in
AT to author-recipient pairs. For each message, the sender is observed and each
of the message’s recipients is also observed. The probability of a corpus in ART
model is the product of the marginal probabilities of single documents.

Carroll et al. [5] proposed an annotation scheme, in which each sentence in
the corpus is marked-up with a set of grammatical relations (GRs), specifying
the syntactic dependency that holds between each head and its dependent. This
approach is implemented in the Robust Accurate Statistical Parsing (RASP)
software.

Our proposed GR-ART model uses grammatical relations in place of words as
in the ART, AT, and LDA models. Grammatical relations are substantial forms
of syntactic features and syntactic features encode some semantic information.
By introducing grammatical relations into these models, it is expected that more
semantic information can be extracted from the text and the underlying social
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network can be better modeled. The RASP-ART model uses Gibbs sampling to
construct an author-topic matrix and a GR (Grammar Relation)-topic matrix.

One of the goals of this study is to analyze the distribution of authors for any
specific topic (and vice versa), and find those most related to that topic. On the
other hand, the pair-wise relationship between authors, based on the similarity
of their topic distributions, is also of interest. If two authors have very similar
topic distributions over all of their email, they can be considered role-equivalent.
Results from this study are still being analyzed. It is not yet possible to confirm
the hypothesis that grammatical relations will yield better performance than
bags of words. However, early analysis suggests that one further extension of
the ART model could be to investigate the topic distributions of senders and re-
cipients separately. This could help to detect discrepancies of people’s activities
when they serve in different roles, and to reveal more complicated social relation-
ships beyond those shown by the current study. To the best of our knowledge, a
suitable methodology has not yet been developed for analyzing social networks
in the context of e-mail corpora. Research reported to date has been exploratory.
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Intelligence analysts at law enforcement agencies face a difficult task with ef-
ficiently monitoring and analysing the electronic communications of suspected
criminals and terrorists. Firstly there are thousands of accounts to search through
and enormous amounts of data to process, in order to search for accounts ex-
hibiting certain kinds of suspicious behaviour that may indicate the presence of
possible criminal or terrorist suspects. Secondly, while suspicious accounts are
being monitored the intelligence analyst needs to be alerted when the suspicious
accounts start exhibiting “unusual” or “abnormal” communication behaviour,
indicating the occurrence of criminal or terrorist communication activities. Such
alerts need to clearly show the analyst what type of “abnormal” behaviour is
occurring so that the analyst can determine whether to further investigate the
behaviour of the suspicious account or dismiss the alert. Our work focuses on
traffic analysis of e-mail communications, by investigating different Artificial
Intelligence (A.I.) or machine learning techniques to determine whether they
are capable of assisting an analyst in searching for suspicious e-mail accounts
and monitoring those accounts for “unusual” or “abnormal” communication be-
haviour.

There are few works that have been published on behaviour profiling the
communication traffic of e-mail users. Work has been completed by Columbia
University [1], where they developed an Email Mining Toolkit (EMT) system
for profiling the communication traffic behaviour of e-mail users. Their system
creates a set of behaviour profile models of each e-mail user and checks the recent
behaviour of e-mail accounts to determine whether there has been any “abnor-
mal” changes from the user’s behaviour profile. Behaviour profile models used
on each user were: 24-hour behaviour profile, frequency of communication with
recipients, and group communication models. In our work, we take a different
approach by focusing more on classifying e-mail accounts based on particular
types of e-mail traffic behaviour characteristics (e.g. speed of replies, delays be-
tween e-mails sent, no. of e-mails sent per week), rather than building a set of
behaviour profile models for each e-mail user and checking for deviations from
the profile.

The system we are currently developing is the e-mail traffic analyser system,
shown in Figure 1. The e-mail traffic analyser system has been developed using
a modular approach, utilising freely available programs developed by other re-
searchers (GUESS, TimeSearcher, and WEKA) as well as developing our own
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Fig. 1. The e-mail traffic analyser system

components. This approach allows us to quickly build up the system using avail-
able components rather than building each component individually.

Data is input into an e-mail traffic database by filtering the e-mail traffic
generated by our simulated e-mail system [2]. The simulation model allows
us to input different types of behaviour profiles for each e-mail client in the
e-mail system, so that each e-mail client exhibits different e-mail traffic be-
haviour according to the behaviour profile assigned. Using this approach, we at
least know what kind of behaviour is present in the data and are able to verify
that the A.I. or machine learning technique is detecting the correct type of be-
haviour, as opposed to obtaining real e-mail data and not knowing what type of
behaviour is present.

Visualisation of the e-mail traffic data is provided by the TimeSearcher and
GUESS programs to aid the user in observing the relationships and patterns
found in the e-mail traffic data, through the use of time-series and social net-
work visualisation. Classification of e-mail accounts is performed using the J4.8
decision tree algorithm provided by the WEKA program. Our studies so far have
found we can use decision trees to classify e-mail accounts based on the types of
“unusual” behaviour exhibited by e-mail clients in the simulated e-mail system.
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Abstract. The Link Analysis Workbench (LAW) is a tool for detecting and mon-
itoring situations of interest using inexact matching of graphical patterns. Here
we describe some recent advances to LAW: incorporating hierarchy, cardinality,
disjunction, and constraints in the pattern language and similarity metric, and a
flexible, user-friendly interface for displaying matching data. These capabilities
support analysts in rapidly exploring and understanding large, incomplete rela-
tional data sets.

The Link Analysis Workbench (LAW) is designed to help intelligence analysts find
instances in the world of generic scenarios comprised of combinations of events and
facts about players involved in those events. This problem requires more than a simple
database querying capability because of ambiguity and uncertainty within the intelli-
gence process—noisy and incomplete data, etc. To deal with these problems and to
meet the additional requirement of understandability, LAW uses an intuitive pattern
language based on semantic graphs, along with a simple similarity metric, based on
graph edit distance, that supports the retrieval and ranking of inexact matches. The core
of LAW is described in [1]. Here, we summarize some advances to the pattern language,
matcher, and user interface made since that earlier paper.

Hierarchical Patterns and Cardinality Constraints. LAW’s Graph Edit Model (GEM)
pattern language allows patterns to be composed and combined hierarchically, so that
one pattern can be a subpattern of another. Figure 1(a) shows a hierarchical pattern. A
subpattern is connected to its parent pattern through interface nodes—the oval-shaped
nodes of Figure 1(a)—which allow a parent pattern and subpattern to share an identical
entity. Each subpattern has its own set of inexact match criteria with respect to the graph
edit distance metric. A subpattern may also have an associated cardinality constraint,
indicating minimum or maximum numbers of matches of that subpattern—e.g., “three
or more meetings.” Multiple matches to subpatterns with cardinality constraints will be
aggregated within a given match of the parent pattern. Hierarchy and cardinality provide
expected advantages in understandability, modularity, and expressive power, and they
also provide surprising efficiency benefits. See [2] for details.

� This research was supported under Air Force Research Laboratory (AFRL) contract number
F30602-01-C-0193.
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(a) (b)

Fig. 1. Two images from the LAW interface: (a) a hierarchical pattern with cardinality constraints,
and (b) the display of match results

Disjunction. Disjunctive subpatterns indicate multiple alternative ways of achieving a
condition within a pattern. As with hierarchical patterns, each disjunct is attached to
its parent graph through interface nodes. One interesting benefit of disjunction is that it
allows the formulation of recursive patterns, which can be used to specify, for example,
arbitrary-length paths of repeating nodes and links.

Constraints. GEM supports constraints between attributes on one or more nodes. Con-
straints may specify, for example, that the amount of a transfer is $10,000 or more, or
that one event occurs before another one. A constraint in GEM is treated the same as any
other relation between nodes with respect to the similarity metric. That is, a constraint
may be soft, with an associated cost in edit distance if it is not met.

Results Display. Figure 1(b) shows one of LAW’s match results displays. The display
shows, for each match, a thumbnail version of the pattern depicting missing and par-
tially matching elements (right side), along with textual descriptions of the pattern roles
played by elements in the data (left side). The analyst can expand any subpattern in
the display to see a similar table for the sub-match. In addition, to make sense of large
numbers of matches, the analyst can bring up an alternate view of the match set: a ta-
ble showing only the main nodes as columns. He can then sort and regroup matches
according to any particular node.
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Abstract. Security is a critical concern for mediator-based data inte-
gration among heterogeneous data sources. This paper provides a model-
ing and architectural solution to the problem of mediation security that
addresses the security challenges including context-awareness, semantic
heterogeneity, and multiple security policy specification. A generic, ex-
tensible modeling method for the security policies in mediation systems
is presented. A series of authorization constraints are identified based on
the relationship on the different security components in the mediation
systems. Moreover, we enforce the flexible access control to mediation
systems while providing uniform access for heterogeneous data sources.

Keywords: Mediation, security, access control, constraints.

1 Flexible Context-Aware Authorization Specification for
Mediation Systems

We use subject subj to denote those entities for which authorization permission
can be specified. i.e subjects are therefore users, groups, and roles. And object obj
refers to entities on which authorization can be specified, i.e. objects and object
schemas. The context cxt is used to denote the context-related information, i.e.
environmental information or relationship defined on the subjects and objects.
The context information can be captured either by environmental sensors or
by accessing data sources or user credentials. Constrained authorization is an
authorization followed by a set of Literals. A constrained authorization is defined
as (< subj >, < obj >, < sign > < op >, < level >) ← (L1& . . .&Ln)
EachLi is a predefinedpredicate, i.e., in,dirin, typeof . The permission (< subj >,
< obj >, < op >, < level >) is granted when all predicates after ← are true.

We now categorize and enumerate a variety of constraints that have been
identified as the relationship over the entities in the mediation data system (O,
S, OP , C, OA, SA). The authorization constraints denoted by the predicates
are illustrated as follows:

1. context-based constraints, the authorization is decided by either a certain
property of the user or a specific property of the environment, i.e, time.

2. subject-based constraints are used to define the relationship betwen subjects,
i.e., hierarchical, exclusive. The security policies could be propagated along
the subject hierarchy.
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3. object-based constraints could be a subset of O, the set of objects, or of
T , the set of types. They can be employed to defined the hierarchical or
exclusive relationship between two objects.

4. operation-based constraints are defined to define the relationship between
operations, i.e., exclusive relationship.

5. history-based constraints prvent the user from obtaining the sensitive data
by data mining.

6. information-flow constraints prevent the inforamtion flowing from high sen-
sitive level to low sensitive level.

7. semantic mapping constraints can enforce the propagation of security spec-
ification from the global level to the local source level.

2 Authorization Enforcement Architecture

Our architecture assumes that access is requested by a user (subject), possible
playing a role. The authorization enforcement architecture is designed to check
whether the authorization can be derived by the access control module from the
authorization rules. The authorization enforcement architecture is composed of
the following modules: Access control module who receives the requests for au-
thorization decisions from the user; Policy Locator module who is activated for
the specific request; Policy locator (0 or more) module who locate(s) and eval-
uates applicable policies by calling the constraint services; Constraint service
(0 or more) module who is/are called by policy locators to evaluate the con-
straints specified in the constrained authorizations; Dynamic attribute manager
(0 or more) module who is/are called to to evaluate the individual authorization
constraint; and Decision Combinator who resolves conflicts and makes decision.
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Fig. 1. A Flexible Context-aware Authorization Framework
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1 Introduction

Current authentication mechanisms have a barely addressed problem: they only
authenticate a user at the login procedure. If a user leaves the desk without
logging out or locking computer session, an intruder has an occasion to use the
system.

This paper proposes an authentication methodology that is both inexpensive
and non-intrusive and authenticates users continuously while using a computer
keyboard. The proposed methodology uses neural networks committee machines
to recognize user’s typing pattern, which is a biometric behavioral characteristic.
The continuous authentication prevents potential attacks when user leaves the
desk without logging out or locking computer session. Some experiments are
done to evaluate and calibrate the authentication committee.

2 Methodology

The methodology proposed to authenticate users by keystroke dynamics can be
divided into 2 steps: collecting data and modeling user template; and collecting
data and classifying data to authenticate or to deny a user. In this study, we
used as a structure representing users template a framework of ANNs grouped
in a committee machine as can be seen in figure 1.

In order to represent each user template, a set of 13 ANNs sharing same
topology are trained individually. The weights of this combination of ANNs
become each user template. In the authentication step, data to be analyzed are
presented to each network previously trained and a combination of all those
ANNs outputs will decide whether the user is a valid one or is an intruder.

To provide training for the proposed committee machine, data from true user
training set are presented as valid to each ANN. Accordingly, to each ANN
invalid data set will be all other users training sets.

In order to define whether a given sample is valid or not, two variable thresh-
olds were determined in the combination of committee machines. The first one
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Fig. 1. Committee machine framework with the user 1 template

indicates which must be the minimum percentage of digraphs classified as valid
ones by the committee machine. The second variable threshold is related to the
number of ANNs that must classify data as valid.

3 Experiments and Results

In order to check proposed methodology performance some experiments were
performed. These experiments used proposed committee machine to represent
user template and user classification. In one of the experiments, thresholds are
variable to each user committee machine classifier. The best results shown that
a 0% FAR and a 0.15% FRR can be achieved, what was an excellent success
rate when compared with other authentication methods. Other feature of the
methodology is that new users can be easily added to the system, without the
need to re-train all the Neural Networks.

4 Conclusions

From this study we can conclude that is possible to develop a secure, inexpensive,
and continuous authentication method by behavioral characteristics of keystroke
dynamics, using committee machines as classifiers.

Using ANNs in an adaptation of committee machines, the results obtained
make possible to classify a user as true or intruder with accuracy comparable
with other studies about the subject. From those results we can conclude that
system effectiveness is improved using distinct thresholds for each user. Many
studies in this research area show the need to re-training ANNs whenever a
new user is added to the system as a major negative factor of using ANNs for
authentication. This is the primary contribution of this study, because using
committee machines there is no such need to re-train ANNs, we only have to
train the ANNs that will constitute that user’s committee machine and a new
ANN for the committee machines of all the other users.
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The ubiquity and invisibility characteristics of ubiquitous computing (ubicomp) arise many 
security problems, especially in the field of access control. Some important issues that are 
needed to be addressed in access control design are: (1) Ubicomp environment is 
composed of huge amount of entities. Therefore, determination of access rights must be 
based on role or group of role, instead of individuals. (2) The context (e.g. user’s location, 
user’s need, etc) changes dynamically over time. Hence authorization of user’s 
accessibility is required to be based on such contextual information for proper enforce-
ment of the required policies. (3) Users may not know what credentials are to be provided 
to access a specific service. In that case, the delivery service must support some interaction 
mechanism to explicitly acquire necessary credentials from users. (4) Numerous entities, 
roaming across different domains in ubiquitous network, are usually unknown to the local 
system. Access control should be based on the notion of trust to grant privileges in such 
circumstances. Lots of works have been done in the area of access control. Most of them 
have followed any of the four main approaches: Role-based Access Control (RBAC), 
Policy-based Access Control (PBAC), Context-based Access Control (CBAC), and Trust-
based Access Control (TBAC). However, each of these approaches itself can not fulfill 
such security requirements of ubicomp. Hence we propose a Hybrid Access Control 
(HAC) model to tackle the problems of these approaches while taking their major 
advantages. HAC is hybrid of RBAC, PBAC, CBAC, and TBAC. 

Architecture: HAC consists of Trust Calculator (TC), Context Provider (CP), Policy 
Manager (PM), Role Manager (RM), and Access Control Manager (ACM). Trust 
Calculator is responsible for calculating trust value on principal P (user). Context 
Provider provides user’s context (UC) and system’s context (SC) to ACM. Policy 
Manager maintains system policies and service policies. System policy deals with the 
permission over resource access on the system level. Service policy is local policy of 
each service. It defines what actions can be performed on the services and who are 
authorized to perform them. Role Manager stores roles in hierarchical structure. Fig 1 
depicts the workflow of HAC including three major operations: deduction, abduction, 
and trust comparison. When a user sends a service request (RS) to the ACM along 
with his credentials (CP), the ACM firstly perform deduction operation (step 1, 
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written in the circle). It evaluates the service request by using policy rules from Policy 
Manager and context (UC, SC) from Context Provider, and it makes a decision 
whether this request is permitted or not. If the service request is not allowed due to 
limited privileges of his credentials, the system will pass this request to abduction 
operation. By checking the request and system policies, the abduction operation finds 
the minimum additional credentials (Cm) that the user must provide in order to get 
access permission. This additional credential requirement is sent to the user (step 2). 
If the user provides such credentials, then there is no problem for him to access the 
resource (step 3). If the user is unknown to the system or he is not able to provide 
required credentials, Trust Calculator computes trust value on this principal (TV) 
based on recommendations of other principals, history of its interaction with the 
system, and other factors. It then passes this value to Trust Comparison (step 5). If the 
trust value exceeds the predefined trust value of given service/resource, he will be 
permitted to access to that service/resource, otherwise the access is denied. After that, 
ACM sends a feedback to Trust Calculator to update interaction information (step 6). 
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Fig. 1. Flow of Hybrid Access Control 

By adopting role hierarchical structure, HAC can reduce the complexity and cost 
of security administration. HAC also uses context in design of principal to 
dynamically assign and adapt permissions to users. Whenever the context changes, 
role of user is also changed accordingly. By doing this, HAC provides flexible, 
convenient, and high secure accessing to resource. Deduction and Abduction are two 
fundamental operations that support users to specify the required credential for 
accessing the resource. These deal with the problem that a user usually does not have 
prior knowledge of required credentials to access certain resources. Moreover, trust 
management is involved as the final operation to deal with the problems of 
uncertainty between different domains. By applying trust, we want to provide as 
many services as possible to unknown users even though they can not show necessary 
credentials. Though HAC was introduced as a promising approach for ubicomp, it is 
not a complete security model. There are many works that we are still working on 
such as defining access control policy and integrating risk analysis. 
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1   Introduction 

Analysis, evaluation and forecast for the collection, memory and management of 
information play an important role in the research and engineering application of 
intelligence and security informatics. Theoretically speaking, the developed science 
and technology have already well-founded for decision and strategy of ISI. For exam-
ple, all the production, consumption, distributing and reserves of the energy of the 
country or worldwide could be searched, tracked and resisted dynamic in virtue of the 
information analysis, such as petroleum, forest and coal and so on. Whereas, greats of 
impacts still remain extremely difficult among key issues in ISI research. Such as the 
incapability of repeated or re-constructed of the situation, or the impossibility of re-
ducing and simplifying the experiments to acquire the necessary data and so on, all 
these factors awfully obstacle the new advanced process of ISI research. Specially, 
the project attempts to build a parallel system support for ISI decision analysis and 
support based on a newly developed computational theory with the artificial societies 
and computational experiments. 

2   Methodology 

In artificial societies, the computers are assumed as social labs that could generate the 
relationship between the artificial human and the societal through autonomous pro-
gramming. Base on this concept, to some extents, the accuracy of real systems is no 
longer the only criterion for model construction. Instead, the artificial model begins to 
turn into an alternative of a real system or an equivalent to the reality. That is to say, 
once the artificial mode of the natural system was created and put under the real, 
simulative situations or their mixed environments, we could inspect, detect, analyze 
and comprehend their interplay including the influence factors of the artificial mode 
and real events by the method of emergence. Thus, artificial societies provide a valid 
measure and effective mode for depicting and generating the real performance. 

A parallel system consists of a real system and an artificial system, which could be 
linked in different means of operations. Actually, whatever mathematical modeling or 
computational simulating even virtual reality, are all the instances that use parallel 



 A Parallel System Strategy of Evaluation and Forecasting for Security Information 691 

theory to design and analyze. Then, the characteristics and the relationship of the 
reality and the artificial system could be compared and detected according to parallel 
systems. Hence, the parallel systems of the real system and artificial system provide 
the support to evaluate, forecast, manage and control for ISI research and analysis. 
Moreover, various concepts and methods developed in adaptive control can be used in 
operations of parallel systems. 

This study attempts to build a large-scale energy platform, consisted of energy de-
mand of the worldwide, the policy and its possible sequent, or the dynamic deduction 
of the energy situation with artificial society and parallel system. In order to verify the 
methodology of ISI research, greats of experiments are necessary for the energy paral-
lel system under artificial societies. As we known, in reality, for many problems in 
ISI, it is commonly very difficult, costly and sometimes impossible to study con-
cerned objects through active and controlled experiments. But the computational 
experiment is an alternative and complement to actual physical experiments. Compu-
tational experiments are natural applications of artificial systems too. Various tech-
niques in experiment design and statistical analysis can be applied here directly. 

In short, the parallel system provides the methodologies evaluation and forecast 
with artificial societies and computational experiments for security intelligence. 
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1   Introduction 

In recent years, it has become clear that our ability to create vast information assets 
far outstrips our ability to exploit and protect them.  The Intelligence Community 
faces particularly significant information management challenges as they seek to: im-
prove information awareness amongst analysts; improve the reliability of intelligence; 
safely share information with warfighters and allies; and root out malicious insiders.  
One means to mitigating these challenges is to provide reliable knowledge of the 
provenance (i.e., lineage) of documents.  This knowledge would allow, for instance, 
analysts to identify source information underpinning an intelligence report.   

There are two primary approaches to establishing information provenance.  First, 
we might seek to develop information systems or processes that track (through meta-
data) the source of data imported into new intelligence products.  Unfortunately, in-
formation system heterogeneity makes such an approach largely impractical.   

The more attractive alternative is to recover provenance knowledge as required by 
users.  This approach is exemplified by plagiarism detection tools.  The most common 
approach employed by these systems is to calculate and compare compact document 
fingerprints by hashing select substrings.  Unfortunately these approaches are only ef-
fective when documents are near-duplicates [3].  The commercial Turnitin plagiarism 
detection service utilizes a different approach – relying on detecting long strings of 
words shared by co-derived documents.  Regrettably this tactic is susceptible to errors 
when faced with heavily edited text or shared (but inconsequential) boilerplate text.  

2   Efficiently and Accurately Identifying Text Provenance 

In order to support new Intelligence Community applications and to overcome the 
shortcomings of past approaches, we have developed a new approach that enables the 
scalable comparison of the full text of documents.  Fundamental to our InfoTracker 
system is the concept of a suffix tree [2].  Our contribution is in the development of a 
means to detect derivative text (and thereby information provenance) even when over-
laps are much less pervasive than assumed by previous approaches. 

                                                           
* This work was supported by the ARDA/DTO Advanced Information Assurance program un-

der contract NBCHC030077. 
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We accomplish this by contrasting two distinct corpora, one composed of docu-
ments of interest (e.g., intelligence reports) and the other composed of background 
knowledge made up of, for instance, hundreds of thousands of randomly selected 
Web documents.  By analyzing string overlaps in the light of general language usage, 
InfoTracker is better able to judge the likelihood that text strings could be produced 
independently.  In other words, while previous approaches exploit the rareness of long 
strings (e.g., eight words or more), InfoTracker can exploit its greater knowledge of 
common text patterns to recognize much shorter strings of text that are likely co-
derived.  This allows InfoTracker to succeed in a number of situations where past ap-
proaches would fail including identifying co-derivative relationships between para-
phrases or between documents processed with different Optical Character Recogni-
tion (OCR) systems (each of which generates its own errors). 

Enabling this new capability is a data structure based on String B-Trees [1], which 
is disk resident and allows incremental updating.  Our approach also scales well – 
with the size of the index being linear in the size of the corpus, and document updates 
to the index and query parsing both being linear in the length of the new input.   

3   Applications 

In our poster and accompanying software demonstration we will provide details of 
our approach and describe how InfoTracker can be profitably employed in a wide va-
riety of applications of import to the Intelligence Community.  Some of these include:  

• Identifying documents underpinning integrated intelligence products.  This would 
allow analysts to independently verify and more easily reuse component data.  

• Detecting malicious insiders.  Infotracker can detect attempts to place classified 
material within documents with unclassified labels for exfiltration.  

• Facilitating legitimate declassification.  We have found, unexpectedly, that In-
foTracker can effectively track the contents of short text redactions, and thereby 
improve the accuracy, consistency, and efficiency of future declassification tasks. 

• Data spill recovery.  Methods for identifying derivative text could be extremely 
helpful in determining where accidentally released intelligence has reached. 
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1   Introduction 

In today’s environment, analysts in all intelligence disciplines spend much of their 
time performing research and producing results, with a minimal amount of time dedi-
cated to analysis.  By changing current analysis, the amount of time dedicated to per-
forming research and reporting results can be dramatically minimized.  This allows 
more time for in-depth analysis of actionable information and better overall knowl-
edge management being provided to the statesman and the war-fighter. 

The world’s data is generally comprised within two categories: 

• Structured Data, which is tabular and easily works within row/column formats 
such as names, places, numbers, dates, etc.   

• Unstructured Data, which is just about every type of information, not listed above, 
to include pictures, satellite images, signals, documents, e-mails, fingerprints, 
medical images, audio files, etc.   

The Greentree Group has been developing a capability to remove obstacles associated 
with manipulation and analysis of unstructured data.  We are now applying this tech-
nology to the task of transforming unstructured data into structured data and perform-
ing rapid analysis to determine correlations.  The result is a high performance system 
that provides detailed answers to complex situations with sub-second response time 
on multi-petabyte data sets.   

Recognizing the extraordinary business application potential of this implementa-
tion we have been maturing and expanding this data storage and mining technique 
directed at image mapping applications. 

2   Image Mapping 

In automating the procedure in which computers interpret pictures, we utilize a method 
of computational analysis known as Wavelet Analysis.  Wavelet Analysis offers a 
mathematical means of detecting patterns within images.  Not only do Wavelets provide 
computational analysis, but they also formulate excellent compression algorithms, 
which allow complex computer images to be stored digitally in a drastically compressed 
format, thus reducing storage, memory and CPU processing requirements.  In essence, 
Wavelets provide a way to compute and visualize higher levels of information from 
seemingly random data streams and store the images in a compressed format.   Identical 
images will have identical Wavelet Signatures.  Yet, very similar images will still have 
different Signatures.  It is possible to use the signatures to detect and locate differences 
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between images of similar content because the signatures include location dependant 
information.  Potential image comparison applications include: 

• Photos/Satellite Imagery/Aerial Photography (JPEGs, TIFs, GIFs, etc.): 
• Automated image recognition (Tanks, SCUDS, facial, etc.) 
• Trend analysis over time 
• Signal analysis (Automated signal recognition/comparison and noise removal) 

The following examples were produced by sampling matches based on 1,100 im-
ages.  The results, based on over 1.2 million possibilities, were returned in sub-
second response time on a relatively small test platform. 

The two LANDSAT images below are of the same land mass.  Due to the position 
filtering, the location of the similarities is overcome and the two images were consid-
ered close matches due to the strong signatures that the land masses generate.  

 
Rank: 1 of 1,100 
Difference: 18.98 
 
 

 
 
 

 
Trend analysis based on “triggers” automates the tedious task for analysts to de-

termine when changes occur in an area of interest: 
 
 

                    Rank: 1 of 1,100       
                    Difference 9.05 
 
 
 
 
 
 
 

3   Future Capabilities 

It is believed that further research on tuning the algorithm will yield better matching 
capability and performance.  Areas for continued development include: 

• Integrated image recognition; the ability to analyze satellite images to automati-
cally find certain military equipment or discern a T-72 tank from a haystack. 

• In database processing to parallelize the signature generation. 
• Other areas yet to be identified by customer requirements. 

For intelligence agencies, this technology represents a paradigm shift in intelli-
gence gathering and enables agencies to rapidly make educated decisions and gain a 
tactical advantage. 
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Abstract. A security defence framework is proposed that offers capabilities for 
distributed sensing of security threats, centralised analysis and coordinated 
response. The centralised analysis component of the framework uses graph and 
evolutionary computing techniques to analyse distributed threats perceived in 
the network. 
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1   Introduction 

A new paradigm in security defence is envisaged where distributed defence mechanisms 
are required with the potential to provide distributed threat detection, centralised 
analysis and coordinated countermeasures to perceived threats to networks. A 
distributed security infrastructure operates across the whole network. And distributed 
solutions offer three significant advantages over point solutions, namely, their abilities 
to: (i) Collate information about threats across a population of hosts rather than an 
individual host; (ii) Analyse threats across a population of hosts rather than a part of the 
network; and (iii) Coordinate the deployment or reconfiguration of multiple 
countermeasures across a network. 

2   Proposed Security Defence Framework 

Emerging security threats are shown to be distributed and coordinated [1]; while 
existing defence mechanisms defend in isolation. We propose a new security defence 
paradigm –“Sensor, Analysis and Response” (SAR) that offer potentials for 
distributed defence mechanisms to computer network systems. The SAR approach 
provides capabilities for distributed sensing of threats, centralised analyses and 
coordinated responses to perceived threats on the network. And also offers extension 
mechanisms to cooperate human countermeasures in its analysis of threats, which 
relies on security spaces [2] for communicating security information among security 
components (sensors, analysers and responders) in the framework (see fig. 1). 

The proposed logical framework defines 4 types of component; sensor components 
that contribute evidence about security related events, analysis components that 
implement autonomous software agents capable of analysing evidence, an abstract 
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“security space” through which sensor and analysis components communicate, and 
finally, response components implement countermeasures and can be configured to 
protect networks. The requirements for the framework are to offer mechanisms to: (i) 
distribute  sensors in the network to gather security threats; and to correlate and 
normalise threat incidences; providing secure distributed network monitoring 
capabilities; (ii) provide appropriate and expressive representation of security threats; 
(iii) provide “centralised” analyse of threats - integrated and real-time - that assists 
defence mechanisms in decision making; (iv) provide appropriate and coordinated 
countermeasures to perceived threats; (v) provide cooperation with human expertise. 
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Fig. 1. Conceptualised Operations in the Framework 

3   Experiment and Analysis of Result 

A network simulator model (ns-2) is used to sense security threats in a midsize 
network. Threats gathered are processed using a graph library –GraphML [3], and 
codify from subgraph problem to genetic algorithms (GA). We represent node of the 
graphs as genes in a chromosome, while the corresponding pair of node in the 
subgraph (fig. 2) represents position. By pairing chromosomes for each graph we 
obtain an initial population N=20. String permutation crossover, translocation 
mutation and elitism all utilised to evolve concrete security threats at the 7th iteration 
(fig. 3) with a crossover and mutation rate of (pc = 0.5) and (pm = 0.001) respectively. 

 

 

 

 

Fig.2. Subgraph (temp- 
late graph) 
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4   Conclusion 

Our proposed framework offers capabilities to detecting emerging threats by 
distributing security sensors across the network that communicate threats evidences to 
the analysis component. The analysis component analyses these evidences to inform 
appropriate countermeasures to perceived threats on the whole network. Although we 
used graph and genetic algorithms in our analysis; however, other analysis techniques 
can be utilised in the framework. 
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Classification of threats has always been a major security decision issue when a per-
son walks through a security portal. To classify threat by combining data from multi-
ple sensors like Millimeter Wave (MMW) imagery and Multi-zone Metal Detector is 
proposed and studied. Decisions made according to data from multiple sensors are 
analyzed. We present results for processing the fused sensor data and study the per-
formance of several learning algorithms on this task. Usually the decision is being 
made based on single types of sensors, e.g., pulse induction metal detectors. We wish 
to identify the threats which are not determined by metal detectors alone.  

There are numerous papers in the literature on the conventional way of fusing data 
from multiple sensors. The focus has been to identify the kind, shape, and location of 
weapons; whereas, the concern is to determine if a person is a threat or not irrespec-
tive of what object is being carried.  

In this paper, we propose a decision technique based on a multi sensor security 
portal. The decision is made by a classifier, which is learned based on the vector level 
fused data from multiple sensors. We show an improvement in performance of a secu-
rity portal at detecting threats by combining multiple sensors.  

Currently, our portal consists of a walk-through pin-point metal detector (MD) sen-
sor and a millimeter-wave (MMW) imagery sensor. Results in this paper are based on 
the fusion of the MD and MMW sensors, but we also plan to incorporate additional 
sensors like infrared cameras and vapor trace detectors.  

To keep the data as low level as possible with no intervention of human knowledge 
in the form of image processing, pixel-level fusion techniques have been used. We 
averaged to a factor of 25 to reduce an image from 200 x 200 to 8 x 8. Two Millime-
ter Wave Images are taken of a person, one of the upper half (Figure 1- First from 
left) and another of the lower half (Figure 1- Second from left). The metal detector 
gives sensor values for 19 different zones of the archway through which a person 
passes (Figure 1- Third from left). Emulating a real-life scenario the set of sensors 
were placed in a room operating at room temperature.  

Our model is provided profiles for training purpose. Each profile represents a sam-
ple case of a person passing through the portal. Information given as a profile includes 
the upper body MMW image, lower body MMW image, 19 metal detector zone read-
ings and a possible classification. The combination of the MMW and MD sensor 
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values is given to the learning algorithm. The learning algorithm finds classifiers 
capable of distinguishing threats from non-threats. The knowledge gained by the 
learning algorithm based on the training data is then used for prediction on the testing 
dataset.  

              

Fig. 1. First from left: Millimeter Wave Image of person carrying suspicious object on their 
upper chest. Second from left: Millimeter Wave Image of person carrying suspicious object on 
their right thigh. Third from left: Person walking through Pin-point Metal Detector. Fourth 
from left: Lights getting illuminated when person carries gun. 

Various learning algorithms were used to classify the profiles. For conducting the 
experiments we used the Weka (The Waikato Environment for Knowledge Analysis) 
data mining tool. Among the classifiers used was Decision trees (J48), Multi-layer 
perceptron (MLP), and SMO (Sequential Minimal Optimization). The table below 
presents the percentage of test cases correctly classified for the various algorithms. 
Using both sensors outperforms either sensor individually. 

 J48 SMO MLP 
Both sensors 90.32 % 97.58 % 95.96 % 

Only MMW Image 77.41 % 87.90 % 85.48 % 
Only Metal Detector 88.71 % 75.8 % 83.87 % 

Until now, threats have been detected in a person based on a single sensor or based 
on multiple sensors for identifying the object a person is carrying. The idea of using 
multiple sensors has shown better accuracy as compared to a single sensor looking at 
the results of all the algorithms above. Furthermore, various other sensors can be 
introduced to augment the sensor data.   
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Detection Processes. In detection processes, decision making includes comparing 
indicators with thresholds that determine the preferred course of action. The 
prototypical detection problem deals with identification of elements that belong to a 
class when mixed with elements that do not belong to it. In our model, we integrate 
elements from social judgment theory SJT (Brunswik, 1943) (e.g., lens model of 
judgment analysis) and signal detection theory SDT (Green & Swets, 1966) using the 
system dynamics framework (Forrester, 1961; Sterman, 2000) to further the 
understanding of detection processes. 

SJT evolved from Brunswik’s (1943) probabilistic functionalist psychology 
coupled with multiple correlation and regression-based statistical analysis (Hammond 
& Stewart, 2001). The decomposition of judgment is the central focus of this theory 
but fails to explore outcomes derived from decisions following the judgment. On the 
other hand, although SDT fails to address the mechanisms of judgment that lead to a 
selection, the theory offers a mechanism to understand uncertainty and decompose 
outcome into four categories: true positives, true negatives, false positives, and false 
negatives. Integrating these theories might lead to a better understanding of the 
integrated selection-detection problem in a holistic manner.  

 
Detection Model. The detection model has three basic sectors: judgment, decision 
making, and threshold setting. The sectors are interconnected through one major 
feedback mechanism that leads to the adjustment of the decision threshold over time. 
Numerical simulation is used to explore the model under various conditions. 

In the model, we use a three-cue structure to determine distal variable (the 
phenomenon to be detected) behavior. In addition, an error term captures the inherent 
unpredictability of the environment. Cues are formulated as independent stochastic 
variables. Judges generate judgments based on a noisy signal of the information cues, 
judge bias, and judge reliability (modeled as a stochastic variable).  

Events and actions are modeled by comparing their values with a criterion 
threshold (definition of what constitutes an event) and a decision threshold, 
respectively. Decomposition of the judgment process, and of the threshold-setting 
mechanism, allows for the identification of different sources of error: poor judgment 
and poor decision-threshold setting. In the model, outcome feedback (knowledge of 
the results) is used to modify the decision threshold as a result of the influence (based 
on a fixed payoff matrix) of the four types of outcomes in the decision process. 
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The model was parameterized to create a base-case run that captures the case in 
which a conservative judge selects a cautious decision threshold and applies it 
consistently as a decision policy. In this case, however, the judge has neither perfect 
information (measurement error exists) nor the correct judgment weights. Four 
additional scenarios are simulated: perfect information, perfect judgment weights, 
perfectly consistent judgment, and a combined case of the previous conditions. The 
environment, in all cases, is 80% predictable (see Table 1 for the results). 

Table 1. Numerical Simulation Output 

Modified Erev et al 1995 Payoff 
with 40 Events (TP+FN) and 400 

Judgments
Fixed (F)

Dynamic 
(D)

Perfect 
Info (F)

Perfect 
Info (D)

Perfect 
Weights 

(F)

Perfect 
Weights 

(D)

Consistent 
Judge (F)

Consistent 
Judge (D)

Combined 
(F)

Combined 
(D)

True Positives 26 31 20 31 30 34 22 31 39 37
False Negatives 14 9 20 9 10 6 18 9 1 3
False Positives 190 243 193 269 179 226 168 229 162 170
True Negatives 169 116 166 90 180 133 191 130 197 189
Actions (TP + FP) 216 274 213 300 209 260 190 260 201 207
Number of Errors (FP + FN) 204 252 213 278 189 232 186 238 163 173
Non-Events (TN+FP) 359 359 359 359 359 359 359 359 359 359
Sensitivity (TP/Total Events) 65.00% 77.50% 50.00% 77.50% 75.00% 85.00% 55.00% 77.50% 97.50% 92.50%
Specificity (TN/Total Non-Events) 47.08% 32.31% 46.24% 25.07% 50.14% 37.05% 53.20% 36.21% 54.87% 52.65%  

The simulated detection process, even when very efficient in detecting events 
(sensitivity of 97.5% and 92.5% in the combined case), is not efficient in defining a 
threshold that could eliminate errors. (An optimal level can be found as a function of 
the payoff structure of the detection problem. Different payoff structures will yield 
different optimal decision cutoff levels.) 

 
Conclusions and Future Research. Combining judgment decomposition and outcome 
decomposition in a single dynamic framework seems promising to increase 
understanding of selection-detection processes. A number of problems and opportunities 
are associated with the approach taken in this research as theory integration is a delicate 
enterprise in itself. The research presented here still requires refinement of the structure 
of the model and exploration of current decision threshold adjustment behavioral 
theories (see Erev, 1998). Additionally, data need to be collected to identify descriptive 
time series to continue with the process of confidence building. The creation of such an 
integrated model of judgment and decision making for detection problems can provide 
additional help in understanding the implications and complications of these processes 
in complex situations. 
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Extended Abstract

The Internet has certain properties which make it the first choice for communi-
cations during an emergency. Experiences during the Kobe earthquake in 1995
indicated that the Internet was more resilient than other networks [1]. Fault
tolerance and fault recovery were basic DARPA requirements [2]. The lack of
a central controller or base station (as used in the two way radio systems of-
ten used by emergency handling teams) eliminates a potential critical point of
failure.

In a large developed area, there will be numerous TCP/IP networks installed:
fiber, copper, wireless, and cable. Internet connectivity is typically provided
through communications carriers which operate for profit. Over the past few
decades, governments have encouraged or caused, e.g. through privatisation of a
government utility, increasing numbers of suppliers of communications services.
In a region, the larger utilities and enterprises provide their own networks, each
individually registered with the Internet authorities as an Autonomous System
(AS). These competing networks normally operate independently, with common
gateway points where traffic is passed from one carrier to another. In a time of
a large scale emergency in the area, these independent networks provide a basis
for a fault tolerant network with good capacity and compatibility with many
other networks and user devices. Even though a single network may not be fault
tolerant, the diversity and duplication of links and nodes of the combined indi-
vidual infrastructures are the correct components to form an adaptive network
suitable for the situation. The difficulty of course is in merging the independent
competing networks into a single collaborative network.

During a large scale emergency traffic behaves quite differently from normal
times. The emergency recovery team needs a communication network with ca-
pabilities and configurations which have a very different profile from everyday
communications networks, to avoid network overload from enquiry bursts and
to favour emergency management traffic. Ideally, this temporary network would
involve a merger of all commercial networks in the area which at other times
� National ICT Australia is funded by the Australian Government’s Backing
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are competitive. Merging networks involves reconfiguration of significant nodes
throughout the individual ASes. For large networks, care is needed to ensure in-
efficiencies and manual errors are not introduced, resulting in a single temporary
AS which is inferior to the original arrangement.

To function as a single composite network, the routing tables of at least the
gateway routers need to be modified so the networks co-operate and share the
loads, and give priority to traffic to/from emergency services devices. Current
router software is based on the assumption of a stable network with only small
and incremental changes. During an emergency, speed and accuracy are vital, but
at those times there is more chance of human error. To simplify communications
management throughout a region, it is desirable to be able to describe the ideal
network behaviour at that time in a high level policy style specification, and to
have the relevant network components automatically reconfigured in accordance
with the regional specification.

To accomplish this goal, management must be able to simply specify a com-
plete and unambiguous high level policy for the communications network, and
accomplish this act in times of stress and time pressure with a minimum of delay.
An RFC on policies for routing first appeared in 1989 and languages for policy
specification were used in RIPE-81 in 1993 [3]. Further work has been done, e.g.
[4], relating to the control of traffic through transit networks, but we conclude
they are not the type of policies or policy description languages needed during
an emergency.

As well as the technical difficulties involved in merging networks, there are
numerous non-technical barriers, such as commercial secrets, privacy, legal liabil-
ity, and policies. If the the ASes are highly competitive, commercially sensitive
information on operational details might be difficult to obtain, and there is the
risk of incompatible equipment, formats, databases or support systems.

In future work we will investigate in more detail requirements for solutions
and ways to meet them [5].
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Background 

As the world becomes more and more interconnected and complex, the emergent 
events, such as terrorist acts, infectious diseases and natural disasters challenge the 
rapid response ability of the public and the governments more and more. In general, 
emergency responses always involve so many complex problems that it beyond the 
decision capacity of a single person or organization. To meet this challenge, some 
new approaches of decision support for emergency responses need to be discovered. In 
this paper, a framework of this type of system, CWME, is introduced. It’s based on the 
theories for Open Complex Giant Systems [1]. The key point of this system is to syn-
thesize the intelligence of experts, the high performance of computers and data, infor-
mation to understand the problems comprehensively and to make better decisions. 

Overview of CWME System and Its Working Process 

Faced more and more complex problems related to the social systems, ecological sys-
tems and etc., many scientists try to find innovative ways to study these problems in an 
unified framework. In the early 1990s, Prof. Tsein and his colleagues summarized their 
experiences in the fields of seminar, C3I and warfare simulation, information & intelli-
gence technologies, man-computer cooperated intelligent systems, etc. and proposed a 
methodology, Hall for Workshop of Meta-synthetic Engineering  (HWME), to deal with 
these complex problems. Sponsored by the National Natural Science Foundation of 
China (NSFC), we have successfully build a prototype of HWME, called Cyberspace 
for Workshop of Meta-synthetic Engineering (CWME)[2], which is considered a appro-
priate platform for decision support for emergency responses. 

CWME is a distributed group support system. It consists of three parts: a discus-
sion center, a data center and an information/knowledge center. The three centers are 
interconnected by the Internet. They form a cyberspace on the Internet. Data, informa-
tion, knowledge, models, model building tools and other resources related to emer-
gency responses can be added to the platform at ordinary times. When an emergent 
event happens, experts (maybe in different locations) that are familiar to the fields 
affected by the event are invited to login CWME via the Internet. Each expert can 
study the situation and propose the solution with the aid of data, model and other 
computerized tools supplied by CWME. While, different experts can exchange their 
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ideas and knowledge via the discussion center, which provides effective interaction, 
dialog and consensus tools to improve the quality of group support. 

The general process of group support for emergency responses in CWME is as fol-
lows: 1) Experts discuss the situation rapidly and propose an initial response draft; 2) 
Each expert examines the draft from the point of view of his/her field. The intelli-
gence and security informatics technologies and tools [3-5] always play an important 
role in this step; 3) Experts discuss, argue and modify the initial draft. Data, models 
and other tools are often utilized to prove their opinions; 4) Experts evaluate the 
modified draft through discussion and calculation; 5) If the draft doesn’t satisfy the 
group, experts may return to step 1. They will consider the situation again and repeat 
step 2 - 5. 6) If the draft is OK, experts submit the draft to decision maker to response 
the emergent event. And the group support process ends. 

In CWME, the data center, the information/knowledge center, in addition to the 
discussion center, make up a virtual collaborative workspace. An initial draft can be 
rapidly proposed by experts from their experiences, conjecture and intuition. And then 
the draft will be quantitatively evaluated with the aid of computers’ high performance. 
Information and knowledge stored in computers and experts’ brains help experts ob-
tain sound solution in the whole process. Thus, the experts, the computers and the 
information/knowledge bases form a giant man-computer cooperated intelligent sys-
tem. Different members of the system play different roles. They work together and 
complement each other to accelerate the speed of decision making, and to improve the 
quality of decision, which are extremely important for emergency responses. 
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60334020, 60302016) and Beijing NSF (Grant 4042024). 

References 

1. T. S. Tsein, R. W. Dai, J. Y. Yu. “A New Scientific Field: Open Complex Giant Systems 
and Its Methodology”, Ziran Zazhi, 1990, 13(1):3-10. 

2. R. W. Dai, Y. D. Li. Researches on Hall for Workshop of Meta-synthetic Engineering and 
System Complexity, Complex Systems and Complex Science, 2004, 1(4):1-24. 

3. Hsinchun Chen and Fei-Yue Wang, "Artificial Intelligence for Homeland Security", IEEE 
Intelligent Systems, Vol. 20, Issue 5, 2005, pp. 12-16.  

4. Y. Y. Yao, Fei-Yue Wang J. Wang,, D. Zeng " Rule + Exception Strategies for Security 
Information Analysis" , IEEE Intelligent Systems, Vol. 20, Issue 5, 2005, pp. 52-57.  

5. H. Chen, F.-Y. Wang, and D. Zeng "Intelligence and Security informatics for Homeland 
Security: Information, Communication and Transportation", IEEE Trans. Intelligent Trans-
portation  Systems, Vol. 5, No. 4, 2004, pp. 329-341. 



 

S. Mehrotra et al. (Eds.): ISI 2006, LNCS 3975, pp. 708 – 710, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

Abnormal Detection Algorithm Based on  
Match Range Model 

Jungan Chen 

Zhejiang Wanli University 
Ningbo, Zhejiang, 315100, China 

friendcen21@hotmail.com  

Two main techniques used to build Intrusion Detection System (IDS), abnormal 
detection and misuse detection, have their own strengths and limitations respectively. 
It implies that an effective IDS should employ an abnormal detector and a misuse 
detector in parallel. While the human immune system (HIS) distinguishes previously 
known and unknown pathogens from human body via its own passive layers which 
are called natural immune systems and adaptive immune systems. Natural immune 
system is akin to the misuse detector of IDS and adaptive immune system is similar to 
the abnormal detector. Inspired from adaptive immune system, Negative Selection 
Algorithm (NSA) is applied to abnormal detection. But NSA can not generate 
dynamic detectors changed with nonselves. Inspired from affinity maturation, 
Dynamic Negative Selection Algorithm Based on Affinity Maturation (DNSA-AM), 
where NSA is used to delete detectors which detect any selves, is proposed and can be 
adapted to the change of nonselves. Match rule with the match threshold (r) is one of 
the most important components in NSA and DNSA-AM. ‘r’ is related to selves and 
must be set at first. So DNSA-AM can not be adapted to the change of selves. 

In Human Immune System, T-cells maturation goes through two processes, 
positive and negative selection. Positive selection requires T-cells to recognize self 
cells with lower affinity, while T- cells must not recognize self cells with higher 
affinity in negative selection. Based on this principle, there is a range between lower 
affinity and higher affinity. So a match range model with selfmin, selfmax is proposed 
in this work. Selfmin is the minimal distance between detector and selves. Selfmax is 
the maximal distance. The range between selfmin and selfmax is belonged to the self 
space. Based on this model, a new match rule called range-match rule is proposed. 
i.e., when the distance is bigger than selfmax or smaller than selfmin, a nonself is 
detected.  One detector with selfmax, selfmin will not detect any selves because the 
distance between detector and selves must be in the range between selfmax and 
selfmin. So the function of setting selfmax, selfmin of one detector could be equal to 
the function of NSA. In this work, Dynamic Negative Selection Algorithm Based on 
Match Range Model (DNSA-MRM) is proposed. It is tested by simulation experiment 
for anomaly detection and compared with DNSA-AM. The results show that DNSA-
MRM is more effective than DNSA-AM with following characters: 

Self-adapted Match Range: In DNSA-MRM, range-match rule is used, NSA is 
replaced by the process of setting the value of selfmax,selfmin. There is no match 
threshold but match range. Match range can be adapted to the change of selves 
because the value of selfmax and selfmin is evaluated by selves. 
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Less Time Complexity: DNSA-MRM with range-match rule executes more 
effectively than DNSA-AM with r-match rule because the detected range of one 
detector with match range is always wider than the detector with r. So there is less 
time complexity in DNSA-MRM. 

Otherwise, DNSA-MRM has other characters: 

DetectionSpeed changed with AttackSpeed: Some parameters is defines as 
following:     Speed = the number of nonselves / the number of generations; 

DetectionSpeed = the number of nonselves detected / generation spended; 
AttackSpeed = m / n; (the number of nonselves m in  every n generations) 

In Fig.1, the slope of curve is  1/DetectionSpeed, so the steeper  slope means the 
lower detection speed. In the second fig, the slope of curve is lead to stable when the 
AttackSpeed is not smaller than 4/5, i.e., the maxim detection speed is reached, which 
means system is running in full power. When the AttackSpeed is smaller than 4/5, the 
slope of curve is becoming big, i.e., the detection speed is becoming slow with 
AttackSpeed, which means that system is not running in full power. In first fig, when 
AttackSpeed changed with time, the slope of curve changed, which means that 
running power of the system is changed with AttackSpeed. In a word, running power 
of the system or detection speed is changed with AttackSpeed. Also, it is shown that 
DNSA-MRM can detect new unknown nonselves quickly, which reflects the effective 
function of adaptive immune system. 

 

Fig. 1. Results of Detection Speed:  Random generated string is used. The length of detector is 
64, =0.95, =1- =0.05, MaxGeneration is 250, the number of selves is 1000, the number of 
detectors is 200. In the legend, Test 1:[1,2,4,6,8] means that the number of nonselves happened 
in [0,5,10,15,20]th generation is [1,2,4,6,8]. 

Learning: With the stimulation of nonselves, DNSA-MRM will produce detectors 
with higher fitness. Some detectors will survive for a long time because of the 
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stimulation of the same or similar nonselves repeatedly, so the patterns of nonselves 
will be remembered, which called ‘memory’ or ‘learning’. Learning can accelerate the 
DetetctionSpeed just like the secondary response in immune system. 
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Abstract. Intrusion Detection Systems (IDSs) and security tools are
used to monitor potential attacks in network infrastructures. The IDSs
and tools trigger alerts of potential attacks in networks. However, most
of these alerts are false positives. The high volumes of false positives
makes manually analysis of alerts difficult and inefficient. In this paper we
present a novel approach for efficient intelligent detection and response
to suspect packets and benign false positives. The intelligent strategy
consists of Network Quarantine Channels (NQCs) with multiple zones
for isolation and interaction with the suspect packets in real-time. We
propose multiple feedback methods to enhance the capability of the IDS
to detect threats and benign attacks. We describe new techniques for
feeding the results of the NQC to the IDS. These approaches are effective
in responding to benign and attack packets.

1 Introduction

The motivation for the NQCs is the reduction of false positives through the di-
version of suspicious packets to separate and multiple channels in the NQC. Each
NQC channel analyzes different attack types, categories or subcategories. This
enables the NQC-based IDS to respond appropriately to benign and malicious
traffic. The problem is that many IDSs have high levels of false positives [10, 8].
Furthermore, unsuitable adaptive rules and honeypots [1] have limitations, since
they depend on these same logs from the IDS or firewalls [9, 7, 5] or signatures
on the IDS [4, 6].

2 An Overview of the Approach

The approach for solving the problem of benign and suspected network traffic con-
sists of generating false network responses to suspect packets at the perimeter to
obtain more information about the source of the suspect packets and the inten-
tions of that source. The responses supply reply conditions desired by the suspect
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source packet. This results in the suspect packet providing more packets with in-
formation on the connection’s identity. An overview of the architecture for an in-
telligent detection and response strategy through NQCs is shown in Figure 1. The
NQC approach improves on existing solutions including adaptive rules, honeypots
and other administrative interventions [2]. It performes the roles of the adminis-
trator in the automatic separation and analysis of benign traffic. The difference
from honeypots [3] is that this approach includes interaction with the IDS, feed-
backs methods to the IDS and detailed analysis of connection types. Honeypots
do not include interaction with the IDS, feedbacks to the IDS [11]. The NQCs re-
sponds to all suspicious traffic and after interactive responses and analysis, send
feedback messages to the IDS to filter out all benign traffic. This includes traffic
with internal IP addresses, which have commonly known alerts. Those with exter-
nal IP addresses are re-directed to the NQC zones for analysis of their attributes,
including the protocols, applications, categories and subcategories.

Suspicious/Benign 
Packet from Source Host

Benign
or 
Attack 
Packet 

Suspicious Packet Diverted to

Internal Network:Internal Network:

Destination Destination 
Hosts/ServersHosts/Servers

Feedback from NQC to IDS

Alert Status Updates 
on IDS Monitor from
NQC Feedback, 
Adaptive Alert 
Filters and Policies

Network Quarantined Channels

Internet and External Internet and External 
NetworksNetworks

NQC
Response 
to Source 
Host 

FirewallsFirewalls

Perimeter/Perimeter/BoundaryBoundary
RRoutersouters and Switchesand Switches

IDS
Monitor

IDS AlertsIDS Alerts
/Database /Database 

Alert Patterns Alert Patterns 
Database Database 

NQC Packet
Analysis ConsoleConsole

Source HostSource Host

Multiple
NQCs

and
Zones

Fig. 1. Overview of Network Quarantined Channels for Analysis and Response to At-
tacks and Intrusions

The communication between the NQC and the IDS consists of feedback meth-
ods. The effects of these feedback methods on the effectiveness of the proposed
approach are as follows. The first approach involves direct communication from
the NQC to the IDS database using message flags. If the alert is benign, it is sub-
sequently removed from the alert view of the IDS, and this reduces the number
of false positives. The second approach involves communication from the NQC
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to the IDS using adaptive rules in the IDS Alert Filter. The filter rules specify
that the benign packets should be filtered from the IDS alert monitor, and this
also reduces false positives. The third approach involves communication to the
IDS using adaptive rules in the IDS alert policies. The policy rules state that the
source IP address and destination, port and packet type should be denied access
to the destination host. This means the packet does not generate any further
alerts on the IDS monitor, which also reduces false positives. The final approach
consists of a combination of all three actions simultaneously. The advantage of
simultaneous action is that the effect is immediate. Since the IDS requires time
to update the policies and filters, a flag message is faster.

3 Experimental Results

The method involves the diversion of suspected network attacks to the quaran-
tined channels and zones. This is followed by sending responses to the suspicious
packets, which appear as valid return packets to the potential attacker. This
results in further packets from the attacker, which if they persist, are directed
to subsequent zones for additional responses. These interactive responses are
repeated until the identity of the source and the nature of the attack types, cat-
egory or subcategories have been determined in the NQCs so that an appropriate
response can be applied to the suspicious packet. The results for suspicious con-
nections in the multiple NQC channels and zones are as follows. The patterns of
the suspicious packets were detected as attacks in different channels of the NQC.
Initially this was detected by the IDS in the DMZ and diverted to the quaran-
tined zones for response and further analysis by the IDS sensors, using the attack
patterns analysis console. The normal packet did not trigger an IDS alert at the
DMZ. The suspicious but benign connections alerted on the IDS as suspicious
protocol and application anomalies, but proved to be actually benign. Reduc-
tion of false positives and misclassifications through the NQC channels result in
accuracy in detection for appropriate and relevant response. This approach has
proven effective in both architecture and methodology so that effective counter-
measures can be taken to curtail misclassifications and false positives through
effective intelligent real-time response. The attack was diverted for containment
and analysis and stored in the database for subsequent analysis. Once the at-
tack type was determined, the attack was denied access to the network via TCP
disconnection and resets, etc.

4 Conclusion

The development of an intelligent detection and response strategy involving
NQCs resulted in the reduction of false positives in network attacks. The feed-
back methods of the results of the NQC to the IDS, including flags, were used to
distinguish normal benign packets from attack packets for appropriate automatic
real-time responses. This reduced manual administrative interventions, misdi-
rected efforts and the time given to false positives. Furthermore, the feedback
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methods enhanced intrusion detection capabilities and responses to suspicious
packets through the reduction of false positives.
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Abstract. We present a PCA-LVQ model and a balanced-training method for 
efficient intrusion alert analysis. For the connection records in the 1999 
DARPA intrusion dataset, we firstly get a dimension-reduced dataset through 
Principal Component Analysis (PCA). Then, we use the Learning Vector 
Quantization (LVQ) neural network to perform intrusion alert clustering on the 
purified intrusion dataset. The experiment results show that the PCA-LVQ 
model and the balanced-training method are effective: the time costs can be 
shortened about by three times, and the accuracy of detection can be elevated to 
a higher level, especially for the U2R and R2L alerts. 

1   Introduction 

Although often used as the benchmark for intrusion alert analysis, the 1999 DARPA 
intrusion dataset includes large volume of inessential information. The existence of 
these insignificant information will result in some adverse scenarios. So, in our 
opinion, to operate directly on the rough intrusion dataset is not an optimal method. 

We propose a new hybrid method for intrusion alert analysis. We call it PCA-LVQ 
method. Concretely speaking, we first preprocess the rough intrusion dataset by 
performing principal component analysis. Then, we will use the learning vector 
quantization neural network to analyze the connection records in the purified intrusion 
dataset. By this PCA-LVQ method, we aim at obtaining the higher accuracy of 
detection with the lowered system performance costs than before. We will verify this 
method through some experiments. 

2   Intrusion Dataset and Principal Component Analysis 

The intrusion dataset includes 39 attack types, 22 of which appear in both the training 
dataset and the test dataset, and other attack types appear only in the test dataset. All 
these attack types can be categorized into 4 classes, i.e. R2L, DOS, U2R and Probing. 
Both the attack types and the normal traffic are represented by the connection records, 
and each connection record consists of 41 features. 

PCA is a useful technique for dimension reduction and multivariate analysis 
[1].Limited to the length, we will not describe it in detail. Through PCA and security 
domain knowledge, we select 12 key features to represent the connection records. 
Thus, the purified intrusion dataset is a finite set of the 12-dimension Euclidean space, 

12
CRR , which will be analyzed by the learning vector quantization neural network.  
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3   Alert Clustering Using LVQ 

LVQ is a supervised competitive neural network model. By using pre-assigned cluster 
labels to the training samples, it can maximize correct data classification [2]. In the 
training phase, by using modified LVQ algorithm, the Euclidean space 12

CRR  will be 

divided into 5 subspace, 12
2

1212
Pr

12 ,,, RUDOSobingNormal RRRR  and 12
2 LRR , each subspace is  also 

called a cluster center. Then, in the test phase, given a connection record CR as the 
input of the LVQ neural network, it will be categorized into one of 
{ }12

2
12

2
1212

Pr
12 ,,,, LRRUDOSobingNormal RRRRR . More formally, we describe the problem as follows:  

Given codebook { }12
22Pr ,,,, RYYYYYYC LRRUDOSobingNormal ∈=  and the input vector X  to 

be clustered, LVQ will look for a certain codeword Y from C and stipulate the 
correctness of the following expression: { }XYXYCYCY −≤−∈∀∧∈ '' . 

4   Experiment Results and Conclusion 

Our method has been verified through experiments. We use the LVQ model in the 
experiment 1 and PCA-LVQ model in the experiment 2. In both the experiments, we 
adopt our modified LVQ algorithm and balanced-training method. From the 
experiment 1, we can see that our method has higher clustering accuracy rate than 
other research [3,4], especially for the U2R and R2L alerts (from less than 5% to 
more than 60%). Through the experiment 2, the overall clustering accuracy rate can 
be increased farther, which shows that the PCA-LVQ model is effective. Besides, the 
time cost can be shortened about by three times. 

As a whole, the major contribution of our work includes the betterment of the LVQ 
algorithm, the balanced-training method and the first application of the PCA-LVQ 
model on intrusion alert analysis. The experiments showed that our method is correct 
and efficient for intrusion alert analysis. 
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Distributed Denial of Service (DDoS) attacks have posed an immense threat to
the Internet. Various DDoS attack tools and their late editions come to the fore
and DDoS field rapidly becomes more and more complex. In order to understand
and deal with DDoS attacks, it is of great significance to classify them. Thus, a
formalized and scalable taxonomy is needed, and in this paper, the taxonomy is
proposed as follows:

The basic idea of the taxonomy is to use Hierarchical Clustered method to
classify various DDoS attacks based on similarity. It is necessary to abstractly
describe attacks for problem formulation and to measure distance between dif-
ferent attacks for clustering analysis.

In order to make problem formulation, we extract features of DDoS attacks
and build a Binary Weighted Tree based on these features. First, select com-
parable and representative features [1][2](such as topologies of attacks network,
types of attack flood, IP spoof, etc.) to compose a feature set, and of course,
this set is scalable. Second, build a tree corresponding with a feature. And to
the tree, encode its edges. The binary code string’s length of the edges connect-
ing the node and its children is �log2 n� , and n is the number of the node’s
children. The binary code strings of these edges in turn are the first n strings
from 00. . . 0 to 11. . . 1. Then, assign weight for each node based on their weighti-
ness. For example, Fig 1 shows the tree of Exploit Weakness. To each attack, we
could record one’s information about the path it passed in the tree using a se-
quence of three-tuple, and each three-tuple is (name, code, weight). Here name
is the name of the node; code is encoding string of the edge connecting the node
with its parent; weight is the weight of the node in the tree. In addition, set
weights for different features because they play different role in the clustering
process. In this way, DDoS attacks could be abstractly described for problem
formulation.

We use similarity to measure the difference between attacks, and in this
paper similarity is defined as the reciprocal of the distance between attacks.
So the problem now is how to get that distance. There are two steps: First,
to each feature, calculate the distance between two attacks. Here is the al-
gorithm: According to the sequences of three-tuples of the two attacks, com-
pare each code of three-tuples in different sequences one by one . Till the first
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Fig. 1. Binary Weighted Tree of Exploit Weakness

different codes, we can choose the weight of this node as the value of the dis-
tance. Second, sum the distances with weight corresponding to the features, and
the sum is the final distance between two attacks. For instance, Fig 1 shows
the paths that attacks a1 and a2 pass through the tree of Exploit Weakness.
The sequences of three-tuples can be formed as (here we have assigned the
weights):

a1 : (BruceForce, 000, 1), (Filterable, 00, 2)
a2 : (BruceForce, 000, 1), (Non− filterable, 01, 2)
According to the algorithm mentioned above, to Exploit Weakness feature,

the distance between a1 and a2 is 2.
Finally, we can use Hierarchical Clustered method to classify various DDoS

attacks. Suppose there are n attacks, the process are as follows:

STEP1: calculate similarities between twain of the n attack samples, and record
them as a similarity matrix;

STEP2: construct n classes, each attacks is one class;
STEP3: find out the greatest element from the similarity matrix, and merge the

two classes whose similarity is the greatest. If there is more than one
greatest element, merge the ecorresponding classes simultaneously;

STEP4: calculate the similarities between the new class and each of the classes
currently, and update the similarity matrix. If the number of classes is
one, skip to STEP5, or else, skip to STEP3;

STEP5: make the clustering pedigree graph according to the process above;
STEP6: set Threshold, get the number of the classes and divide the attack

samples into classes.

To test and evaluate our taxonomy, we have performed a series of experiments
with 12 real DDoS attacks. The result shows that our taxonomy is valid not
only to the attacks currently known and their different editions, but also to the
derivatives based on known attacks.

The abstract and formalized taxonomy proposed in this paper is important
to the development of realistic models of DDoS simulation and experimentation.
In addition, this taxonomy can be used for performing attacks detection and
analyzing as a Plug-in, and can also be packaged as an automated tool to aid in
rapid response to DDoS attacks.
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Filtering and classifying features of attack traffic is a crucial issue for network 
security applications such as intrusion detection systems (IDS). In this research, a 
genetic-clustering algorithm has been developed to detect and classify the data 
instances collected from IDS into normal or attack clusters automatically. The 
proposed algorithm can obtain the optimal clustering solution based on the minimum 
within-cluster distance (WCD) and maximum between-cluster distance (BCD). The 
advantages of the proposed algorithm are increasing the DR(Detection Rate), 
reducing the process time, decreasing the FNR(False Negative Rate) and also identify 
new attack traffics. The proposed algorithm is consisted of two phases, training phase 
and testing phase, and used the dataset generated from the 1999 KDD Cup dataset.  

The Training Phase Steps: 1. Data Normalization: source data were normalized as 
unbiased data; 2. Encode Chromosome: encoded the normalized data set into the 
format of genetic algorithm; 3. Initialization Population: produced the first generation 
population; 4. Termination Conditions: defined a termination condition such as while (t 
!= MG and r != RB) {... }, where MG is maximum generation, RB=MG/m, m is a 
given number and 1<m<MG ; 5. Fitness Function: WCD was defined as equation(1). 
BCD was defined as equation(2). The optimal classification must satisfy the condition 
max(BCD/WCD). The fitness function is given by equation(3). This fitness function is 
utilized as the evaluation tool for population selection; 6. Evaluation: evaluated each 
population and selected the best elitist one. The elitist of current generation would be 
replaced if a fitter member existed at its next generation; 7. Crossover: this work 
adopted the one-point crossover mechanism. The total number of members of P(t), the 
population of current generation, to be executed by crossover procedure is PN×PCR, 
where PN is number of population, PCR is probability of crossover; 8. Mutation: 
altered the selected chromosome from original chromosome to TGM(The Global 
Mean) or TFM(The Farthest Mean).  Figure 1 shows the main procedures of Training 
Phase. The Testing Phase: according to the results of Training Phase, Testing Phase 
labels each instance as attack or normal. Figure 2 shows the Testing Phase main steps. 
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=  , where n is the number of instances in cluster j. (1) 

,( ( ) / )
1 1

k k
BCD D m m ki ii i

=
= =

, where mi is the mean of cluster i. (2) 

i i
F(P(t)) = max(BCD(P (t))/WCD(P (t))), where i = 1, 2, ..., PN.  (3) 



 Practical Intrusion Detection Using Genetic-Clustering 721 

True

False

Initial
Cluster

Evaluate Crossover Mutation Select
elitist

Terminate Label each cluster

Evaluate

 

Fig. 1. The procedures flowchart of Training Phase 
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Fig. 2. The procedures flowchart of Testing Phase 

The Training data set has 4500 instances that include 3967 normal and 533 attack 
instances; Testing data set has 1000 instances that include 884 normal and 116 attack 
instances. The parameters for the following experiment were set as follows: 
population = 20; MG = 200 and 300; RB = MG/10; K(the number of cluster) = 
2,3,…,30; the probability of crossover = 0.6 and probability of mutation = 0.05; 
NR(Normal Rate, the rate of normal instances at a cluster) are 0.8, 0.9 and 0.95. Table 
1 is our main experimental results. Table 1 lists the optimal result of DR and FNR; we 
can determine that the optimal result for system future work. The training phase is a 
time-consuming process, and the processing time depends on the source instances, the 
number of population and the number of clusters. The response time of testing phase 
is shorter than training phase, and is dependent on the testing data set and the value K, 
which determines the response time. The lower the value of K takes the shorter the 
response time. 

Table 1. The optimal result of DR and FNR 

MG NR DR(%) FNR(%) K 
0.8 94.10 3.45 15 
0.9 94.40 3.45 30 

200 

0.95 94.10 3.45 13 
0.8 95.10 3.45 18 
0.9 93.90 3.45 30 

300 

0.95 94.20 3.45 23 

This investigation presented a solution to detect, classify and analyze IDS datasets 
and obtain high DR and low FNR of IDS, and also get the optimal solution for the 
number of clusters, the best means of clusters, NR and MG. Experimental results 
demonstrate that the optimal DR is greater than 95%; the FNR is lower than 3.5%. 
Hence, the new approach is feasible for IDS, and can be applied to any IDS.  
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Abstract. In this paper, a new approach is suggested for designing and develop-
ing an intrusion detection application where the domain expertise is used for 
generating it more easily. This approach uses ontologies as a way of grasping 
the knowledge of a domain, expressing the intrusion detection system much 
more in terms of the end users domain, generating the intrusion detection more 
easily and performing intelligent reasoning. Experimental results show that our 
anomaly detection techniques are very promising and are successful in auto-
matically detecting intrusions at very low false alarm rate compared with sev-
eral important traditional classification techniques. 

1   Introduction 

Undercoffer et al. [4] have defined the ontology for intrusion detection. Our approach 
can be seen as a more intelligent way of designing an intrusion detection application. 
The rest of this paper is organized as follows. Section 2 discusses the relevant aspects 
of detecting intrusion. Section 3 overviews our techniques applied on the detecting 
intrusion and the idea behind our approach. Our results and analysis are presented in 
Section 4. Conclusions and future works are presented in Section 5.  

2   Related Works 

There are mainly four types of intrusion detection techniques: anomaly detection [5], 
misuse detection [3], data mining [5].and ontology-based system [4]. 

3  Our Ontology-Based Intrusion Detection Model  

Our approach is divided into three phases, namely, a specification phase, a mapping 
phase and a generation phase. We have prototyped the logic portion of our system 
using DAMLJessKB [1] reasoning system.  
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4  Our Results and Analysis 

Our experimental dataset was the KDD Cup 1999 Data [2], which contained a wide 
variety of intrusions simulated in a military network environment. The simulated 
attacks fell in one of the following four categories: (1) DOS; (2) R2L; (3) U2R; and 
(4) Probing. The hit rate (HT) is the ration of the number of hits to the total number 
of the truly intrusive data records. The false alarm rate (FAR) is the ration of false 
alarms to the total number of the truly normal data records. Experimental results are 
presented in Table 1.  

Table 1.   PD, HT and FAR for various algorithms 

 

5    Conclusions and Future Works 

Our approach allows user to model an intrusion detection application at the concep-
tual level and in terms of concepts from the application domain. This is realized by 
using a Domain Ontology, which captures the domain knowledge. Simulation results 
demonstrated that for four given attack categories the ontology-based mode per-
formed better.  
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Abstract. As network technology presses forward, Gigabit Ethernet has be-
come the actual standard for large network installations. Therefore, it is neces-
sary to research on security analysis mechanism, which is capable to process 
high traffic volume over the high-speed network. This paper proposes FPGA 
based high-performance IDS to detect and respond variant attacks on high-
speed links. Most of all, It is possible through the pattern matching function and 
heuristic analysis function that is processed in FPGA Logic. In other words, we 
focus on the network intrusion detection mechanism applied in high-speed net-
work. 

1   Introduction 

As a response to increased threats, many Network based Intrusion Detection Sys-
tems(NIDSs) have been developed to serve as a last line of defense in the overall 
protection scheme of a computer system[1]. However, existing NIDSs have problems 
of a lowering of performance as ever, such as bottleneck, overhead in collecting and 
analyzing data in a specific component. Therefore, the effort of performing NIDS on 
high-speed links has been the focus of much debate in the intrusion detection commu-
nity[2]. And, there is an emerging need for security analysis techniques that can keep 
up with the increased network throughput. This paper proposes high-performance IDS 
to detect and respond attacks on the high-speed network. It is possible through the 
function that is processed in FPGA(Field Programmable Gate Array) Logic. So, our 
proposed system has hardware architecture that can provide efficient way to detect 
and respond variant attack behaviors on high-speed and high volume large-scale net-
work. 

2   FPGA-Based High-Performance Intrusion Detection System 

Our system is aimed at real-time network-based intrusion detection based on misuse 
detection approach. For instruction detection on high-speed links, our system has 
three FPGA Chips. One is ATIE(Anomaly Traffic Inspection Engine) FPGA Chip for 
wire-speed packet forwarding and blocking, another is PPE(Pre-Processing Engine) 
FPGA Chip for packet preprocessing, and the other is IDE(Intrusion Detection  
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Engine) FPGA Chip for high-performance intrusion detection. The detection mecha-
nism of our system is mainly run on IDE FPGA Chip. This chip has three detection 
mechanisms. 

First, header lookup mechanism is performed by flexible header combination 
lookup algorithm. This algorithm compares pre-defined header related rule-sets with 
header information of incoming packets. If the incoming packet is matched with exist-
ing header patterns, 256bits match result is sent to payload matching logic and traffic 
volume based heuristic analysis logic. Second, payload matching mechanism is per-
formed by linked word based store-less running search algorithm. This algorithm uses 
the pattern reconstruction technique. Reconstruction pattern length has boundary of 
size5 or 7 because of the limit of block memory in FPGA Chip. Also, this algorithm 
uses the spectrum dispersion technique. The spectrum dispersion technique is method 
to calculate unique hash values about reconstructed patterns. Through these opera-
tions, our system performs the pattern matching operation without lowing of perform-
ance and packet loss. Finally, traffic volume based analysis mechanism is performed 
by traffic volume based heuristic analysis algorithm. This mechanism generates alert 
message by traffic volume within time threshold. Through this mechanism, our sys-
tem is capable of detecting the DoS and Port-scan attacks such as TCP syn flooding 
attack, UDP Bomb, SYN/ACK/XMAS Port-scans, and so forth. 

3   Conclusions and Future Work 

In this paper, we designed the architecture of our system that performs the real-time 
traffic analysis and intrusion detection on high-speed links, and proposed the detec-
tion mechanism in FPGA-based reconfiguring hardware that supports more efficient 
intrusion detection. Also, we have developed the prototype of our system for the 
analysis of the traffic carried by a Gigabit link. In future, we will go and consider on 
system performance, availability, faults-tolerance test with prototype. Also, we will 
keep up our efforts for improvement in performance of detection mechanism on high-
speed links. Finally, we will implement and expand our designed system and give 
more effort to demonstrate effectiveness of our system. 
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Abstract. Recent attacks typically cause not only traffic congestion but also 
network failure exhausting network bandwidth, router processing capacity using 
the abnormal traffic or excessive network traffic, so that they can have an ex-
tremely large impact on the public network. Therefore we propose the detection 
mechanism of network traffic anomalies. This mechanism analyzes flow data 
based on the statistical anomaly detection, which supports the two analysis 
method- ratio based analysis and volume based analysis and correlates the re-
sults from these two models. 

1   Introduction 

Today’s attack usually targets on a public network because the damage of the public 
network attack is far stronger than an enterprise network or systems attack and the 
speed of its propagation is far faster. It can cause not only traffic congestion but also 
network failure using the abnormal traffic or excessive network traffic. Therefore 
focusing on the traffic anomalies with the excessive abnormal network traffic, we 
developed the Security Management System (SMS) which can provide detecting, 
diagnosing, and responding to anomalies in real-time. SMS diagnoses the network 
state analyzing security alerts from network security equipments such as IDS and 
firewall and flow data from the measuring equip. such as Netflow of Cisco, and it 
takes the response actions to mitigate and treat the security threat.  However in this 
paper, we introduce the only detection mechanism of network traffic anomalies.  

2   Anomaly Detection of Excessive Network Traffic 

We analyze flow data based on not signature based detection but anomaly detection 
and support the two analysis method-ratio based analysis and volume based analysis 
and correlate the results from these two models to solve the problems of each model 
and reduce the false-positive error. Firstly we collect and analyze the network flow 
data from Cisco Netflows periodically according to the characteristic parameter for 
analysis. Then considering the analysis count, traffic learning period and threshold 
calculated from two analysis models, our detection mechanism decides and reports 
the network traffic abnormal state and profiles the normal state with the normal traffic 
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data to determine the normal/abnormal state of network. Also we provide the severity 
level to the manager to response to the threat. 

Our detection system uses exponential smoothing model and population proportion 
testing model for each volume and ratio based analysis. To know the traffic analysis 
mechanism of our SMS applied exponential model, refer to the paper [2].  

Ti(t+1) =Tv(t, t+1) / Ttotal(t, t+1) (1) 

µ =N µ + Ti(t+1) / N+1,  σ 2 = β σ2 + (1- β) { Ti(t) - µ } 2 ,    σ = √σ 2 (2) 

Threshold = µ + zα  σ (3) 

Formula (1)~(3) shows some formulas of proportion testing. Ti(t+1): rate of spe-
cific traffic at time t+1, Tv(t, t+1): volume of specific traffic, Ttotal(t,t+1): total traffic 
volume at time t+1. µ, σ: mean and deviation of standard distribution, β: exponential 
constant(0.02: the larger β is, the more fluctuant the threshold is). N: sample size 
(number of analysis period), Zα: level of significance. In formula (3), we finally calcu-
late the ratio based threshold, which is used as a means of detecting the traffic anoma-
lies and updated continually by µ and σ updated with the normal state values.  

3   Conclusion  

In this paper, we present the anomaly detection mechanism for detecting excessive 
network traffic based on correlation model using both ratio-based analysis model and 
volume-based analysis model. The result of our anomaly detection can be used to 
manage a network in combination with the security response policy, thereby we can 
provide an automatic detection and response. Also because our mechanism integrates 
and analyzes the traffics of not the private network but all managed networks, it can 
detect more quickly abnormal situations such as network performance degradation, 
traffic congestion, etc., in the initial step of network attack.  
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The ability to mine relational data has become important in several domains (e.g., 
counter-terrorism), and a graph-based representation of this data has proven useful in 
detecting various relational, structural patterns [1]. Here, we analyze the use of graph 
properties as a method for uncovering anomalies in data represented as a graph. 
 
Graph Properties. While our initial research examined many of the basic graph 
properties, only a few of them proved to be insightful as to the structure of a graph for 
anomaly detection purposes. For the average shortest path length L, we used the 
Floyd-Warshall all-pairs algorithm. For a measurement of density, we chose to use a 
definition that is commonly used when defining social networks [4]. For 
connectedness, we used a definition that Broder et al. [2] defined in their paper. For 
some of the more complex graph properties, we investigated two measurements.  
First, there is the maximum eigenvalue of a graph [5]. Another, which was used in 
identifying e-mail “spammers”, is the graph clustering coefficient [3]. 
 
Synthetic Results. For each of our tests, we created 6 different graph size types 
consisting of approximately 35, 100, 400, 1000, and 2000 vertices, and another being 
a dense graph of 100 vertices and 1000 edges. For each of these increment sizes, we 
created 30 non-anomalous graphs.  We then generated 30 anomalous graphs for each 
of the graph types and for each of the following structural anomalies: add 
substructure, remove substructure, move edge, and add isolated substructure. The 
density of small graphs lessens when an anomalous substructure is connected to 
existing vertices in the graph.  This makes sense, as the ratio of actual vertices and 
edges to the number of possible pairs would increase, resulting in a lower density.  
This also explains why the density of graphs that contain isolated substructures is 
less, due to containing unconnected vertices. Also, the removal of a substructure 
results in a wide deviation in the density measurement. The connectedness of the 
smaller graphs varies for each of the different types of anomalies. The insertion and 
isolation anomalies result in lower values, and insertion of an isolated substructure 
has an even greater variation on the measurement.  The same behavior is also found in 
dense graphs. Changes in the clustering coefficient on smaller graphs are only evident 
for inserted isolated anomalous substructures and the anomaly of moved edges.  This 
variance, because of the moved edges, is significant due to the way the deviation 
changes. As the graphs get larger, the distribution still holds, but the coefficient of the 
graphs with moved edges increases significantly. The average path length and 
eigenvalue metrics behave similarly to the above metrics, except that they are better 
indicators of inserted substructures and moved edges. 
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Fig. 1. Graph representation of cargo and anomaly (insertion in bold, removals as dotted lines) 

Cargo Results. This data set consists of cargo shipments that represent imported 
items from foreign countries to the U.S. The anomalies that we introduced into the 
cargo data consist of two scenarios.  The first anomaly represents drug smuggling [6], 
whereby the perpetrators attempt to smuggle the contraband into the U.S. without 
disclosing some financial information about the shipment.  Also, an extra port was 
traversed in-route.  While the shipment looked for the most part like containers of 
toys, food, and bicycles from Jamaica, there were a couple of structural alterations.  
Fig. 1 shows a graphical representation of a shipment (as a substructure in the entire 
graph) that contains the anomaly. For the second anomaly representing an arms 
shipment [7], similar to the first anomaly, there is certain manifest information not 
consistent with other similar (but legal) shipments. In addition, the original port of 
departure (in this case, China) is removed from the manifest. Again, these are all 
structural changes in the graph representation of the cargo data. 

For both of these anomalies, there are no significant deviations displayed using the 
average shortest path or eigenvalue metrics. However, there are visible differences for 
the density, connectedness and clustering coefficient measurements. Another 
encouraging metric that can be used is the combination of individual measurements to 
provide a clearer view.  For instance, when combining the density, connectedness and 
clustering coefficient measurements, we get values for the drug smuggling and arms 
shipment scenarios that clearly indicate anomalies.  Similar results are evident when 
applying different combinations on the synthetic data sets. 

Conclusion. We show that differences in graph properties between normal graphs and 
those intentionally altered can detect anomalies.  While the changes vary based on the 
type of modification, they can be combined to clarify what is occurring, as was shown 
in the results from the issue of analyzing cargo containers for illegal, and possibly 
terrorist-related, shipments.   
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1 Introduction

Currently, a buffer overflow attack is one of the most serious and widely utilized
attacks in computer systems. Defense methods against this attack can be classi-
fied as three: compiler modification, system software modification, and hardware
modification. Among them, most of the cases, hardware modification methods
aim at detecting or tolerating alternation of return addresses in the memory
stack. However, to the best of our knowledge, the previous methods cannot de-
fend against frame pointer overwrite attacks, where an adversary can control
the execution at his/her will by modifying the saved frame pointers in the stack.
In this extended abstract, we present a new reliable hardware stack to detect
alternation of saved frame pointers as well as return addresses.

2 Frame Pointer Overwrite Attack

First, we explain the frame pointer overwrite attack [1]. Assume that a vulner-
able code has a local buffer and performs strcpy() function to copy the input
parameter string into this buffer. The activation record (a. k. a. stack frame)
consists of local variables (where that buffer resides in), a saved frame pointer,
and a return address. If an adversary can overflow the buffer with a large pa-
rameter string during strcpy() operation, he/she can overwrite the saved frame
pointer (detailed procedure is in [1]), which can be used to control the execution
flow at his/her will. To the best of our knowledge, there is no hardware based
scheme to defend against this attack, which is motivation of our work.

3 Proposed Method

In this section we describe the proposed hardware stack. This stack resides in
the CPU, has the fixed size, and supports overflow/underflow detection facilities.
The stored value is a set of 3-tuple: <saved frame pointer, stack pointer, return
address>. Fig. 1 shows the structure of the hardware stack.
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Fig. 1. Hardware stack in the proposed scheme

When the call instruction is executed, a 3-tuple is pushed into the hardware
stack and when the ret instruction is executed, the 3-tuple is popped. Detailed
description is as follows.

1. call instruction execution: First, the return address and the value of
stack pointer %esp are stored into the hardware stack. Then, the original
call operation is performed (the return address is stored in the memory
stack and the instruction pointer %eip is set to the starting address of the
callee function). After the call instruction is executed, the CPU observes the
fetched instructions until ‘pushl %ebp’ appears. If so, after that command is
executed, the hardware stack stores the value of %ebp (= the saved frame
pointer) and completes storing the 3-tuple.

2. ret instruction execution: When the CPU fetches ‘popl %ebp’, it triggers
a certain internal status bit. This status bit is turned off when the value
of the register %ebp is changed (by instructions addl/movl/incl, etc). In the
case of the execution of ‘ret’, if that internal bit is on, the CPU compares
the value of %ebp with the saved frame pointer in the hardware stack. If two
values are identical, then the CPU performs the following 2 comparisons:
the saved stack pointer in the hardware stack and the value of the register
%esp, the return address in the hardware stack and the return address in the
memory stack. If they are identical to each other, the CPU executes the ret
instruction. Otherwise, it terminates the execution and raises an exception.

4 Conclusion

We have designed a new hardware stack, which contains 3-tuples <return ad-
dress, stack pointer, frame pointer> to defend against both the stack smashing
attack and the frame pointer overwrite attack. Our scheme can be viewed as
an approach to increase trustworthiness as well as to enhance security of the
systems to be protected.
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1   Introduction 

Email worm, as the name implies, spreads through infected email messages. The worm 
may be carried by attachment, or the email may contain links to an infected website. 
When the user opens the attachment, or clicks the link, the host is immediately infected. 
Email worms use the vulnerability of the email software of the host machine and sends 
infected emails to the addresses stored in the address book. In this way, new machines 
get infected. Examples of email worms are “W32.mydoom.M@mm”, “W32.Zafi.d”, 
“W32.LoveGate.w”, “W32.Mytob.c”, and so on. Worms do a lot of harm to computers 
and people. They can clog the network traffic, cause damage to the system and make the 
system unstable or even unusable.  

There has been a significant amount of research going on to combat worms. The  
traditional way of dealing with a known worm is to apply signature based detection. 
But the problem with this approach is that it involves significant amount of human   
intervention and it may take long time (from days to weeks) to discover the signature. 
Since worms can propagate very fast, there should be a much faster way to detect 
them before any damage is done.  

This research work deals with the problem of detecting new email worms without 
discovering their signatures. Thus, we are concerned with automatic (i.e., without any 
human intervention) and efficient detection of novel worms. Our work is inspired by 
Martin et. al.’s two-layer approach [1] to detect novel worms. In this approach differ-
ent features of the email (e.g.: no. of chars in body etc) are extracted and the email is 
classified as clean or infected based on these features. Their goal is to reduce both the 
false positive and false negative rate. To achieve this, they employ two classifiers in 
series. The first classifier in the series is Support Vector Machine (SVM), which 
works as a novelty detector. The next classifier in the series is Naïve Bayes (NB). 
They report a very high accuracy, leading to very low false positive and false negative 
rate on the data set. But the problem with their experiment is that it does not apply a 
balanced data set to test the accuracy , nor does  it report any cross validation result. 
Our contributions to this research work are as follows: First, we apply a NB classifier 
and an SVM classifier and compare their individual performance with SVM + NB 
series implementation. We have shown that both NB and SVM alone gives better ac-
curacy than the combined method. So, we claim that one of the layers of the two-layer 
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approach is redundant. Second, we rearranged the data set so that it becomes more 
balanced. We then divide the data set into two portions: one containing only known 
worms (and some clean emails), the other containing only novel worm. Then we ap-
ply a three-fold cross validation on the first portion of the data set, and test the accu-
racy on the novel worms on each of the learned classifiers.  

2   Results 

Table 1 reports the accuracy of the cross validation and novel detection for each data 
set. The cross validation accuracy is shown under the column accuracy and the accu-
racy of detecting novel worms is shown under the column novel detection accuracy. 
Each worm at the row heading is the novel worm for that data set. We have shown 
that either NB or SVM alone is more effective than the SVM+NB series method.  For 
example, in the last row of table 1, we report the overall accuracy of these methods, 
and notice that the novel detection accuracy of NB and SVM are much higher than 
that of NB+SVM. The choice between NB and SVM is in fact a trade off between  
simplicity and accuracy. When optimum accuracy is a premium, we should prefer 
SVM, on the other hand, NB can be trained much faster than SVM and very easily 
implemented, but sacrificing accuracy up to a certain amount. 

Table 1. Comparison of accuracy of different classifiers on the worm data set 

 NB SVM SVM+NB 

Worm Type Accuracy 
(%) 

Novel  
detection 
Accuracy 

(%) 

Accuracy 
(%) 

Novel    
detection 
Accuracy 

(%) 

Accuracy 
(%) 

Novel      
detection 
Accuracy 

(%) 

mydoom.m 99.42 21.72 99.58 94.03 99.38 21.06 

sobig.f 99.11 97.01 99.77 97.01 99.27 96.52 

Netsky.d 99.15 97.01 99.69 65.01 99.19 64.02 

mydoom.u 99.11 97.01 99.69 96.19 99.19 96.19 

bagle.f 99.27 97.01 99.61 98.01 99.31 95.52 

bubbleboy 99.19 0 99.65 0 99.31 0 

Overall 99.21 68.29 99.67 75.04 99.28 62.22 
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Wireless sensor networks (WSNs) consisting of thousands of sensor nodes have many 
potential applications nowadays from temperature, light monitoring in a smart house 
to detecting enemy’s movement in a battle field. In most cases, sensor networks are 
deployed in open and unprotected environments so it is very attractive to adversaries. 
Although some preventive mechanisms were proposed and installed, they do not 
guarantee the security of sensor networks one hundred percent. Thus, it is necessary 
to have some mechanisms of intrusion detection as a second protecting wall to 
prevent intruders from causing damages to the networks. 

A lot of work has been done on Intrusion Detection System (IDS) for traditional 
wired networks so far. However, it is not appropriate to apply directly IDSs in wired 
networks into sensor networks because of unique characteristics of sensor networks. 
From the intrusion detection viewpoint, the main challenges in sensor networks are 
their flexible network topologies, lack of concentration points where traffic can be 
analyzed and the most important, sensor resource constraints. In this paper, we 
proposed another approach to detect intrusion in sensor networks by using 
Cumulative Sum algorithm (CuSum) to detect anomalies based on statistical 
information of packets in the networks. The network is considered under attacks if 
any abrupt change of one of these features is reported. 

 
Proposed Algorithm: Some of the most common attacks in sensor networks include: 
wormhole, blackhole, HELLO flood attack, Jamming, … Most of them focus on 
vulnerabilities of routing protocols. To realize the anomaly characteristics of these 
attacks, we divide them into three major categories: (1) attracting other nodes to send 
their traffic to a compromised node, (2) causing collision to disrupt sensor network 
and (3) exhausting a node’s resources by sending many packets to the target. It is 
straightforward to see that attacks in each category makes the network traffic deviated 
from that in normal condition in different ways. If the network is under attacks in the 
first category, traffic to some nodes (compromised nodes) will be suddenly increased. 
Attacks in the second category will raise the number of packet collision and attacks in 
the third category is realized by the increasing amount of outgoing traffic related to 
one node. Therefore, we can detect attacks in sensor networks by monitoring these 
                                                           
* This work was supported by IITA Professorship for Visiting Faculty Position in Korea from 
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author. 
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anomalies. They are the changes in (1) the number of incoming packets to a node, (2) 
the number of collisions associated with packets sent by a node and (3) the number of 
outgoing packets from a node. 

In order to detect these changes, we use the non-parametric CUSUM algorithm 
which is used to detect the change of mean value of a random sequence based on the 
cumulative effect of the changes made in the sequence. Our algorithm is described 
briefly as following: 

 
all CuSum = 0 
n = 0 
repeat 
 n = n + 1 

for each neighbor i do 
 CuSum(inc i) : = (CuSum(inc i) + Xn(inc i))+ 

 CuSum(out i) : = (CuSum(out i) + Xn(out i))+ 

if any CuSum > Its Threshold then 
  Signal attack indication 
end for 
CuSum(collision) : = (CuSum(collision) + 

Xn(collision))+ 
if CuSum(collision) > Its Threshold then 

  Signal attack indication 
until Finished 
 

where n is the nth sampling period. Xn(inc i) means the number of incoming packets 
of ith neighbor in the nth sampling period. Xn(out i) means the number of outgoing 
packets of ith neighbor. Xn(collision) means the number of collision packets of the 
monitor node in the nth sampling period.  

Our algorithm is very light-weight and powerful to detect abrupt changes in a 
random sequence. Suppose that the monitor node in the network has k neighbors, the 
algorithm 2 shows us that the complexity in each step (each sampling period) is O(k). 
In common sensor networks, k is often less than 10 so the monitor node just needs to 
do some basic operations in each sampling period. Besides, little amount of memory 
resource is required for some counters. So this solution adapts well to memory and 
computational power constraints of wireless sensor networks. 

 
Intrusion Detection model: Because of the lack of central point to collect data, our 
Intrusion Detection System is distributed. That means some nodes, called monitor 
nodes, will be installed Intrusion Detection Agents to protect themselves and their 
neighbors (called monitored node). Monitor nodes are selected so that every node in 
the network is monitored by at least one monitor node. One node can be monitored by 
several monitor nodes. There is a trade off between security level and resources. The 
more monitor nodes, the higher security level. 



S. Mehrotra et al. (Eds.): ISI 2006, LNCS 3975, pp. 737 – 738, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

A New Methodology of Analyzing Security Vulnerability 
for Network Services 

Yong Ho Song, Jung Min Park, Yongsu Park, and Eul Gyu Im 

College of Information and Communications, Hanyang University, Seoul, Korea  
{yhsong, jmpark, yongsu, imeg}@hanyang.ac.kr 

The explosively increasing use of Internet has brought to the emergence and 
dissemination of new network worms and viruses. The techniques exploited by those 
malicious software codes become so sophisticated that even newly updated anti-virus 
engines often fail to detect the existence of the codes successfully. One of the security 
defects in network services often exploited by the codes is the vulnerability due to 
buffer overflow [1].  

Considering the potential damages that could arise from such security attacks, it is 
desirable to detect security vulnerabilities of the services in advance and take 
preventive measures to deal with the problems. The precise identification of service 
defects in security usually requires the thorough inspection of software source codes. 
However, in many cases the codes are considered as a valuable property of 
developers, not open to the public.  

Many techniques have been proposed to address this problem [1][2]. One of the 
well-known techniques is fuzzing which repeatedly makes a large number of 
subroutine calls to a suspected target service with varying input parameters exceeding 
a presumed upper bound in length or size. In this technique, service malfunction or 
abnormal execution behavior is considered as a clue to the existence of buffer 
overflow vulnerability in target service. However, this technique has two limitations: 
first, the upper bound of input parameters is difficult to determine, second, abnormal 
behavior of fuzzed service provides no clue on the precise location of security defects. 

This paper proposes a new methodology to analyze security vulnerability of 
executable binaries for stack overflow attacks. The proposed technique consists of 
two different mechanisms, called runtime stack frame analysis (RSFA) and return 
address check (RAC), adding to existing fuzzing mechanisms to lift the limitations 
above.  

The RSFA measures the size of stack frame at the beginning of every subroutine 
execution. The stack frame of a called subroutine contains both a return address and 
subroutine-local variables. Considering that stack overflow attacks often alter return 
addresses in stack via improperly-sized string copy operation, the measured size of 
stack frame could be considered as an upper bound of input parameters. One of the 
difficulties associated with RSFA is that a given input parameter may be indirectly 
used by other child subroutines called in a nested fashion. In this case, all the stack 
frames of child subroutines must be measured and the maximum of them should be 
chosen as upper bound of input parameters.   

In order to identify the existence of successful attack, the RAC mechanism 
generates a log data containing a pair of return addresses for each function, one saved 
on procedure call and the other saved on return. The log is examined off-line after the 
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completion of service execution to check whether each pair of return addresses is 
matched. The automated log generation eliminates unnecessary user intervention to 
service execution, which enhances analysis productivity. For generating a log, the 
RAC sets breakpoints on the first instruction and the last (return) instructions of each 
subroutine and records program execution states including return addresses into the 
log on each breakpoint trigger. In RISCs, all the instructions are aligned in memory, 
which helps to identify those instructions. However, in CISCs, the instructions vary in 
length depending upon their type, which makes it difficult to precisely identify the 
locations of call and return instructions before executing them.  

Both RSFA and RAC works together to determine whether and where the security 
vulnerability exists. The RSFA effectively contributes to the reduction of the time to 
check vulnerability by finding upper bounds on input parameter for each subroutine 
and the RAC provides evidence of vulnerability instead of presuming existence of 
vulnerability from service crash or misbehavior.  

The proposed technique works in two stages. The first is the RSFA stage where the 
service under inspection runs with a set of arbitrarily chosen inputs. This stage 
measures the frame size for the subroutines invoked during execution. The second is 
the RAC stage where the log of system states including return addresses is created.  
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Fig. 1. The proposed runtime analysis framework 

In this work, a tracing framework based on a Windows-based debugging tool, 
called dum(b)ug, has been developed to trace calls to the subroutines exported at a 
header of the Windows PE file format. The framework includes a parser for 
executable files in Windows PE format, a breakpoint manager, a partial dis-
assembler, and a thread handler. One of the limitations in the current implementation 
of the framework is that only exported subroutines of target services in .dll files can 
be traced. It is because the address information is available at the PE header only for 
exported subroutines. Through the experiments, it is observed that this framework is 
effective in using fuzzing techniques for vulnerability analysis with less time 
overheads and more accuracy, particularly when only execution binaries are available. 
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Abstract. Wireless IP Networks have gained popularity in ubiquitous
environment, providing users mobility and flexibility in accessing infor-
mation. Existing solutions for wireless LAN networks have been exposed
to security vulnerabilities. The further widespread deployment of wireless
LANs, however, depends on whether secure networking can be achieved.
In this poster, we envisage a simple authentication scheme using one-time
password protocol for IEEE 802.11 wireless LAN. �

Extended Abstract

Wireless IP Networks have gained popularity in ubiquitous environment, provid-
ing users mobility and flexibility in accessing information. Existing solutions for
wireless LAN networks have been exposed to security vulnerabilities. The free-
dom and mobility that wireless LANs promise also present some serious security
challenges. The further widespread deployment of wireless LANs, however, de-
pends on whether secure networking can be achieved. Major security measures
provided for IEEE 802.11 WLAN are Wired Equivalent Privacy (WEP), Wi-Fi
Protected Access (WPA) and IEEE 802.11i.

Lamport proposed a One-time password (OTP) /hash-chaining technique,
which has been used in many applications. The S/KEY authentication system is
designed to provide users with OTPs which can be used to control user access to
remote hosts. OTP system provides protections against passive eavesdropping
and replay attacks.

There is a desire to increase the security and performance of authentication
mechanisms due to strong user authentication, protection of user credentials,
mutual authentication and generation of session keys. As demand for strong
user authentication grows, OTP based authentication tends to become more
common. We propose a simple scheme for implementing authentication scheme
based on hash function. The authentication protocol is proposed to solve the
weak authentication and security flaw problem of WEP in 802.11 WLAN. There
are four phases in proposed authentication scheme.
� This study was supported (in part) by research funds from Chosun University 2005.
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Phase 0: Discovery phase
In the discovery phase, the client (STA) and Access Point (AP) locate each other
and discover each other’s capabilities. IEEE 802.11 provides integrated discovery
support utilizing Beacon frames, allowing the STA to determine capabilities of AP.

Phase 1: OTP authentication phase
The authentication phase begins once the STA and AP discover each other. This
phase always includes OTP authentication. In this phase, the STA authenticates
itself as a legal member for a particular AP. On receiving AP’s request message,
a STA sends {IDC‖YC‖H(IDC , A)}. Then the AP sends {IDA‖IDC} to the
server. Depending on IDC , the server examines PWC , SB, and client’s privacy
key (KC) from user’s database, and generates a new stream bits (SBN ) and A.
The IDC and SBN are encrypted with KC producing EKC (IDC‖SBN ), which
in turn along with IDC , and A are encrypted by server with symmetric cryp-
tosystem to get EAS(IDC‖A‖EKC (IDC‖SBN)). This message is send to the AP.
Then the AP computes and verifies H(IDC , A) between the client and the server.
If true, it will send authentication success frame {IDC‖YA‖EKC (IDC‖SBN)}
to the STA. The STA accomplishes authentication procedure, then it sends
{IDC‖H(SBN)} to the server through the AP to update client’s database in
the server. The STA and the AP apply YA or YC to generate a session key (K),
then the STA sends {IDC‖EK(otp‖ctr‖IDC)} to the AP. The AP responds with
{IDC‖H(otp, ctr)} to the STA.

Phase 2: Secure key exchange phase
The Secure key exchange phase begins after the completion of OTP authentica-
tion. The phase 2 is used to negotiate a new secret key between the STA and the
AP. In this phase, a message authentication code (MAC) is added to each packet
and then is encrypted together, and the receiver should check the MAC. The
STA sends {IDC‖EK(otpI+1‖H(otpI , ctr, IDC))} to AP. It should be noted that
H(optI+1) is equal to otpI and K is session key by OTP authentication phase.
The AP checks the MAC and IDC by checking if H(optI+1) is equal to otpI .
If this is true, the STA is a legal member. It will replace otpI by optI+1 and
decrease the counter by 1. And AP transmits H(otpI , ctr) to STA. The STA
checks hash value and decreases the counter by 1.

Phase 3: Refreshing OTP phases
When the counter decreases to zero, the STA should change its OTP, otherwise
the AP has the right to prohibit the STA from using its services. The STA sends
its {IDC‖EK(otpI+1‖otpN‖ctrN , H(otpI+1, otpN , ctrN , IDC))} to AP. The AP
verifies the MAC and otpI+1 (check H(otpI+1) is equal to otpI). If this is true,
the STA is a legal member, and AP replaces otpI by otpN and resets ctr to ctrN .
Then the AP sends {IDC‖H(otpI , ctr)} to the STA. The STA checks his ID and
the hash value.
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Abstract. The emergence of wireless sensor networks should allow for
entirely new kinds of infrastructure in the ubiquitous computing environ-
ments while physical attacks will be new concerns. We study security of
wireless sensor networks with experiments on physical capture attacks.

1 Introduction

A wireless sensor network (WSN) is composed of a large number of sensor nodes
for covering wide area through multi-hop connections, and has various kinds of
applications including environmental monitoring, industrial monitoring, safety
and security services, military system, health-care services, etc. The mission criti-
cal applications of WSNs make security and privacy functions required. However,
one of the major obstacles to securing the WSNs is a possible physical capture
attack, while the economically viable sensor nodes are severely constrained in
their capabilities. Since the sensor nodes are deployed in an unattended or even
hostile fashion, they can readily be captured and memory-dumped by adver-
saries, while this is not the easy case in the conventional computer networks. In
this work, we study the security of WSNs with experiments on such physical cap-
ture attacks. We then discuss several methods for mitigating those weaknesses.

2 Sensor Nodes

Sensor nodes are small low-powered devices which are constrained in their
computation, communication, and storage capabilities. They may sense around
themselves and communicate over wireless channels, but within short ranges.
They also tend to fall into the sleep mode for saving their power. Therefore, it is
not easy to add security functions to sensor nodes. For our experimental study,
we choose the Mica2 mote produced by Crossbow, Inc [1]. The Mica2 mote
is composed of Atmel ATmega128L AVR RISC CPU (8-bit, upto 7.37MHz),
128KB program memory, 4KB SRAM, and 512KB flash memory. It also has a
51-pin Hirose connector (DF9-51P-1V) for connecting to sensor and program-
ming boards. This connector is needed for customization and further update of
� This research was supported by the MIC (Ministry of Information and Communi-

cation), Korea, under the ITRC (Information Technology Research Center) support
program supervised by the IITA (Institute of Information Technology Assessment).
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the sensor nodes. The most recent advances in the mote technologies come from
Intel’s IMote2 in which X-Scale MPU (PXA-271 or 3) is incorporated along with
various I/O connectors including mini USB ports [2]. We believe the given ex-
ternal ports may attract the adversaries for physical capture attacks while the
tamper-resistant packaging of each sensor node is still far from practice.

3 Experiments on Physical Attacks

We let Mica2 equipped with the Berkeley TinySec link security architecture
which uses Skipjack as block cipher and CBC-MAC for message authentica-
tion, respectively. TinySec utilizes 16-byte secret keys that must be stored in
.tinyos keyfile, and supports 29-byte packets for TinyOS. We get a default
key, 94C68C9E275F6572C2603B5D15DA9868, when compiling TinySec as under-
lined in Figure 1-(a). Thus, the secret key will be stored in program memory.

type length address data checksumtype length address data checksum

94C68C9E275F65
72C2603B5D15DA9868

Fig. 1. TinySec Compilation and Memory Dump

Among the deployed nodes, an attacker could capture one and connect
through the 51-pin port or JTAG pins. This is classified as a physical attack. As
depicted in Figure 1-(b), the UISP software is simply utilized for memory dump
through the serial port of MIB 510 programming board to which the captured
node is engaged via the 51-pin connector. Then we could obtain the Motorola
s-records in text as depicted in (c) and (d). It took only 33 seconds. In this
experiment, we could see easily that the secret key (bold characters in (d)) is
disclosed simply by removing type, length, address, and checksum fields in the
obtained s-records.

4 Risk Analysis and Discussion

Sensor nodes are vulnerable to physical attacks since simple memory dump can
be conducted in short time. These weaknesses may affect the security of future in-
frastructure severely, while lots of them are overlooked in many security schemes
today. For example, ZigBee Alliance wants its residential mode in which the se-
cret key is similarly pre-installed only within program memory [3]. Dynamic key
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establishment schemes should even store secret keys in flash memory for robust-
ness, while it can be dumped through JTAG ports. Conclusively, we recommend
to develop and utilize location-aware schemes for security of WSNs, e.g., [4], and
to exploit wisely the velocity and movement sensing capabilities of sensor boards
for the purpose. We will show and discuss more details in our poster.
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Abstract. The Terrorism today is transnational in scope, reach, and presence, 
and this is perhaps its greatest source of power. Terrorist acts are planned and 
perpetrated by collections of loosely organized people operating in shadowy 
networks that are difficult to define and identify. They move freely throughout 
the world, hide when necessary, and exploit safe harbors proffered by rogue en-
tities. They find unpunished and oftentimes unidentifiable sponsorship and sup-
port, operate in small independent cells, strike infrequently, and utilize weapons 
of mass effect and the media’s response in an attempt to influence governments. 

Identifying terrorists and terrorist cells whose identities and whereabouts we do not 
always know is difficult.  Equally difficult is detecting and preempting terrorists en-
gaged in adverse actions and plots against the U.S. Terrorism is considered a low-
intensity/low-density form of warfare; however, terrorist plots and activities will leave 
an information signature, albeit not one that is easily detected. 

One result of the increasing number of terrorist attacks throughout the world as 
well as the seemingly frequent release of new viruses or worms has been the realiza-
tion that better mechanisms need to be developed to share information. 

Now we are giving the data about the incidents of bomb blasts in Bangladesh for 
last few years. The data are arranges in the order of, date of incident, place of inci-
dent, target, weapon used and number of death/injury. 

01. 17 Aug 2005,63 districts of Bangladesh,To scare public and to establish their 
presence, 459 Home-made bombs, 2/100. 

02. 27 Jan 2005, Boidder Bazaar / Habiganj, Shah AMS Kibria, Former Finance 
Minister and Foreign Secretary, Grenade, 5/70. 

03. 9 Sep 2004, Chittagong, Noapara / Jessore, Takerhat / Joypurhat, To scare public  
with bombs, 4 bombs, 800gm explosive material, 1 / 0. 

04. 21 Aug 2004, Dhaka, key leaders of opposition political party, Grenade &  
gun shot19/300. 

05. 27 Jun 2004, Khulna, Killing of Humayun Kabir, Editor of a regional daily news 
paper, Bomb1/0. 

06. 21 May 2004, Shrine of Shah Jalal/Sylhet, The British High Commissioner,  
Grenade, 3/50. 

07. 21 Feb 2004,  Fulbaria / Mymensingh, Rally on Language Movement day, Bomb  
recovered from water tank, Not reported 
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08. 28 Jan 2004, Golakandi / Narayangonj, Visitors to a traditional winter fair, Bomb, 
2/20.  

09. 12 Jan 2004, Shrine of Shah Jalal / Sylhet, Religious congregation, Bomb, 5/50. 
10. 11 Mar 2003, Khulna, Attack on police, Series bomb blast, 2/2. 
11. 1 Mar 2003, Khulna, People visiting international Trade fair, Bomb, 1/10. 
12. 17 Jan 2003, Shrine of Pagla Pir / Shakhipore, Tangail, Village carnival, Bomb, 

7/20.  
13. 6 Dec 2002, Four Cinema Halls / Mymensigh, Viewers who came to enjoy  

cinema on Eid holidays, Time bombs, 18/300. 
14. 26 Sep 2001, Political party’s meeting / Sunamgonj, Attendees of the meeting, 

Bomb, 4/0. 
15. 23 Sep 2001, Bagerhat, Election Campaign rally. 
16. 16 Jun 2001, Nrayangonj, A political party’s district office, People gathered in 

the office building for election preparations, 22/50. 
17. 3 June 2001, Baniarchar / Gopalgonj, Religious congregation, Time bomb, 10/25. 
18. 14 Apr 2001, Ramna Park / Dhaka, People celebrating Bengali New Year,  

Remote control bombs, 11/22. 
19. 20 Jan 2001, Dhaka, Opposition political party meeting and rally, Explosive  

implement underneath the earth, 7/50. 
20. 20 Jan 2001, Dhaka, Opposition party rally, Government supporters hurled 

bombs, 0/30. 
21. 20 Jul 2001, Kotalipara / Gopalgonj, Attempt to assassinate the then Prime  

minister, Two heavy bombs were planted at the helipad, not printed.    
22. 8 Oct 1999, Holy prayer hall / Khulna, People gathered for saying prayer, Bomb, 

8/0. 
23. 6 Mar 1999, Jessore, Cultural conference, Explosives underneath the earth,  

10/100.    
 
Terrorism neither can be eradicated from the country over night nor can a single 
agency combat it. It demands integrated effort from all related private and public 
agencies. Government cannot alone handle the issue single handedly. So we should 
all come forward to prevent this terrorism to live better and  peaceful life. 
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Abstract. This paper will discuss terrorism in general term in Bangladesh. Study 
also makes an endeavor to find out the relation of international and regional 
terrorism in present perspective. In the early phase of the paper, we described 
about the terrorist organizations in Bangladesh. There after, in the paper will focus 
on the effects of terrorism in our social environment in Bangladesh. We show the 
bad impacts of terrorism in out society. Terrorism is a great threats for any 
country and we all should try to overcome from this burden. 

So far none has been able to define terrorism in a manner that could be universally 
acceptable. Most dictionaries describe terrorism as an act of frightening or 
intimidating individuals, populations or even governments. In the negative sense, the 
word defines heartless and evil-minded individuals and organizations with no 
perceived moral compass. In a more positive light, self-sacrificing freedom fighters 
will to give life or limb for a noble cause. For the personal gain terrorism has become 
a new culture to our society in the recent past. Poor governance, unhealthy political 
environment, extreme poverty etc has resulted the present deteriorating law and order 
situation in which the normal citizens no longer can expect a peaceful state of mind. 
Although, there is no declared ideological or political terrorist groups operating in the 
country, but the country is today besieged with acts of terrorism mostly by day- to-
day political hood looms and criminals. 

Linkup of Bangladeshi terrorist group with international terrorist organization is 
yet a matter of controversy. Whatever may be the form or pattern of terrorism in 
Bangladesh, the causes are many and multi dimensional. The vital causes of terrorism 
are poverty, corruption and political instability. Ethnic and religious differences, drug, 
weak law enforcing agencies, violence in print and audio-visual media etc promote 
the terrorist activities. 

The government has identified as well as 11 Islami fundamentalist group in the 
country and 48 camps of this fundamentalist group. Those are : Jamatul Mujahidin, 
Party of Allah (Allah’r Dal), Al Queda, Harkatul Jihad, Taliban Cadre, Islamic Ain 
Bastobayan Committee, Sarbahara. 

Some of the affected area for terrorism are: Effects on the National Security, 
Psychological Impact, Effect on Politics, Effect on Economy, Effect on Education, 
Social Insecurity. 
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An in depth study reveals that, poverty, political instability and corruption are the 
prime causes of terrorism in our country. There are other causes, which also 
contribute substantially for the growth of terrorism. However, the widely talked issue 
i.e. religious terrorism has negligible influence in overall perspective. There is some 
sympathetic group for the Taliban or Al Queda or believer of Islamic Jihad, but they 
do not fall under terrorist categories. Some external force and hostile media are 
portraying the existence of terrorism in Bangladesh for their interest. However, those 
could not be proved. Though terrorism in true sense is not prevailing in the country, 
but the society has become vulnerable to any kind of terrorism due to poverty, 
political instability and other causes. For Bangladesh to curb the movement potentials 
a thorough corrective drive in the field of politics is the first step that would ensure 
developing a healthy political atmosphere guided by the educated class. The 
confidence of the deprived class will have to be restored. The market economy will 
have to be controlled so that people can have equal access to the market in terms of 
purchasing power. The political unity in case of national interest has to be maintained 
and corruption free administrations with effective law enforcing agencies have to 
surface. The youth force will have to be directed towards the correct path with 
opportunities to flourish in the life. The religious and cultural values and social ethics 
are to be infused in the national character. Proper religious education must be ensured 
in every level of the society to curb the rise of fundamentalism. The ruling party and 
the administration must be made accountable to the people. The national electronic 
and print media should be made free to express neutral views and help keep a balance 
in the society. Armed forces may play a significant role to combat terrorism. At 
regional level SAARC may also play vital role to combat cross border terrorism. 
Finally, What is essential is a general awareness, a holistic and proactive approach 
towards solving the problems; only then the country can possibly avoid falling prey to 
terrorism. 
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Abstract. decider.track, dt", is a unique proprietary and "Electronic 
Neurotransmitter" technology which literally mimics both the conscious and 
intuitive reasoning of humans - hunch decisions. "dt" is a “Portable Distributed 
Object”(PDO ) based on the unique world wide patented Co-Mining  technological 
breakthrough, which acts as “mobile intelligence”, travelling in the global 
cyberspace to link information distributed in space and in time.  

1   Introduction 

decider.track (“dt”) with Co-Mining  inside tracks, day and night, disparate events 
and relates them to discover abnormalities. It can link relevant global information 
distributed in international intelligence services data bases around the world, to track 
dangerous people, or terrorists. It has the ability to decode the invisible bias 
introduced by the human subjectivity of operators when they are under the pressure of 
continuous, sometimes contradictory and overwhelming, global information flows. 

“dt” is a revolutionary, unique AI technology, originating from European civil and 
Defence industries, with 150 industrial R&D person-years in advanced cognitive 
sciences, [1] to [5]. Nowadays developed by Co-Mining  Technology, it has become 
a mature technology patented world-wide[6], a complementary proposal for Net 
Centric Operations applied in Defence, Global Security and  Global Finance [7]. 

2   Global Security Need 

In high-risk environments where human lives or where large sums of money are at 
stake - such as those related to homeland or global security and finance - decision 
processes can last several months and require successions of micro-decisions and 
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requests which require the police or finance investigations. The greatest difficulties 
for humans, more than finding the right information at the right time, is to make the 
right requests in the right data bases. How does one link an event which occurred a 
few months or years before, somewhere on the planet or in the city, with a new fact 
currently observed by a secret service? How does one know that an observed 
radicalist had been arrested previously in another country, not for terrorist actions but 
merely for delinquency and that his biometry is already somewhere in police files?  

To handle this Information Sharing Need, the concept of Net Centric Operations 
(NCO) is based on huge shared data bases which are exploding in size due to the 
amount of meta data required, which reflect the  heterogeneity of  levels of 
perception. 

3   Technical Description 

Compared to the current NCO with metadata, the brain-like Co-Mining  technology 
provides the users with private cognitive agents, analogous to “cerebral lobes” (ref 
www.comining.com) embedded with the user private decisional rules to process 
his/her private data. “dt”, the “Portable Distributed Object”(PDO ), analogous to 
“Electronic neurotransmitter”, makes the linkages between the different private data 
bases. The revolutionary feature is that dt is not a mobile agent, dt is a mobile 
information moving with a request, remotely controlled by the service who discovered 
the first suspect elements about an individual or event. Part of those cerebral-like 
agents have embedded data, text or image miners, which act as sensors enabling them 
to extract locally in real time significant information that dt links globally; thus, dt 
solution is complementary with the current information extraction technologies. Co-
Mining  mimics human reasoning but better than human, it interweaves collective 
human reasoning, retracing it in the so called “Co-Mining  decisional track”. 

References 

1. Naillon, M., Theeten, J.B.: Neural approach for TV image compression using a Hopfield 
type neural network. IEEE, Neural Processing Systems (1988) 

2. Naillon, M.: Eco-systemic theory and application to the future Defence systems. 
DASSAULT AVIATION. Internal Report, DGT 48268  (1992) 

3. Naillon, M., Atlan, L., Bonnet, J: Learning reactive strategies using genetic programming. 
Application to Job-Shop scheduling. FLAIRS, Springer (1994) 

4. Naillon, M.: Active vision in satellite scene analysis. SAIRAS’94, Jet Propulsion 
Laboratories, USA (1994) 

5. Naillon, M., Innovation strategy for Communication and Information Systems, Note MN-
CB/TH/001-French Ministry of Defense (1996) 

6. Naillon, M.: Method for monitoring a decision-making process when pursuing an objective 
in economical, technical and organizational field, US Patent, No. 09/443 371(1999), Europe 
No.°00 402 875.9 (2000) 

7. Naillon, M.: Co-Mining  technology, a new generation of Command and Control Systems 
from aerospace surveillance to global financial intelligence AAA 1st International CS2E 
Conference, France (2004) 



S. Mehrotra et al. (Eds.): ISI 2006, LNCS 3975, pp. 750 – 752, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

The Role of Information Superiority in the Global War 
on Terrorism 

Annette Sobel 

USAF, National Guard Bureau, Director of Intelligence 

1   Introduction 

Organizational agility, thoughtful purpose in information/intelligence-sharing and 
collaboration, speed of action and decision-making are critical elements to winning 
the War on Terrorism.  These elements define the guidance of the Chairman of the 
Joint Chiefs of Staff, General Peter Pace, United States Marine Corps. The role of 
each element should be considered in the knowledge discovery process and a focused, 
yet adaptive, approach should be adopted in the effort toward terrorist/extremist early 
cueing, identification, and warning. 

Terrorism is recognized internationally as premeditated, politically motivated 
violence perpetrated against noncombatant targets. Hence, the War on Terrorism must 
include strategies that address nontraditional approaches to winning war. These ap-
proaches include information superiority through information/intelligence-sharing and 
analytic collaboration. In addition, they must consider development and maturation of 
long-term, sustainable networks of like-minded individuals and entities committed to 
countering terrorism and extremism.  

The field of information operations and, optimally, information superiority leading to 
superior decision-making, is a broad discipline which includes non-kinetic and non-
traditional options for waging war. Integration of information and analysis leading to 
“fused” assessments and analytic products is a strategic pillar in this War. Fusion 
enables clarity of mission and purpose, efficient and effective mechanisms to optimize 
resources, and produces highly credible and targeted “actionable intelligence” for 
tactical operations. In contrast, strategic intelligence leads to warning, anticipation of 
surprise, and potential courses-of-action for pre-emption, and is one of the primary goals 
of long-term information superiority. The critical importance of information superiority 
has been appreciated for centuries: 

“Now the reason the enlightened prince and the wise general conquer the enemy 
whenever they move and their achievements surpass those of ordinary men is 
foreknowledge.” 

-Sun Tzu 

2   Establishing the Networks 

Asymmetry of information may be achieved through development and implement-
tation of broad information/intelligence-sharing networks. These networks must 
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include global government, private and academic sectors, and in many ways should 
mirror the threats imposed by terrorist organizations. Only through this worldwide 
networking may realistic strategies leading to successful tactical plans may be 
achieved in a timely, decisive manner. 

The first step in developing an effective network is defining the relevant and 
credible information sources that may be employed.  When considering open-source 
(i.e., publicly available information sources), one of the first steps is development of a 
rapid validation, cueing, analytic, and dissemination process. The private and 
academic sectors work quite effectively in these collaborative and competitive arenas, 
utilizing effective business, intellectual property, and financial models, and standards 
imposed by peer-review processes.   

Next, global standards of intelligence reporting and early warning are essential to 
ensure integrity of this process. Clearly stated, prioritized requirements for 
information-on-demand impose challenges and organizational stresses on this process, 
hence the need for clearly predefined objectives, prioritized essential elements of 
information/intelligences (EEIs), and “triggers”. Contextual triggers are the core to 
this analysis and reporting process. This collaborative process must be developed with 
the full participation of policy and decision-makers at all levels, and structure must be 
imposed that supports the reality of real-world operations, to include legal and 
cultural constraints, in the War on Terrorism. 

The private and federal sectors are especially equipped to lead the informa-
tion/intelligence-sharing tasks of critical infrastructure situation awareness (SA) and 
vulnerability assessment. National and international SA are achieved through 
government and military partnerships at all levels with the private and academic 
sectors.  

The special task of science and technology intelligence (S&TI) and prevention of 
technologic surprise must be achieved through government-private-academic 
partnerships. World markets drive the opportunities for technologic surprise and 
academic environments are the grist for those partnerships and developmental efforts. 
S&TI is of critical importance due to its driving force within national security 
capability. 

Once the networks for collaboration have been defined and partnerships are 
implemented, the roles and responsibilities of requesting information/intelligence 
(RFI process) must be agreed upon. The RFI process is most effective when 
formalized procedures have been agreed upon for standing and ad hoc (more urgent, 
situation-driven) requirements. 

3   Summary 

As previously stated, global networks for information/intelligence collaboration 
ultimately lead to clarity of mission and purpose, and produce focused intelligence 
products enabling effective operations. Information operations assist in shaping the 
security environment, fostering accurate assessments of the significance and 
“actionability” of the derived intelligence products.  Ultimately, the contextual 
inferences of these products depend on the ability of organizations to integrate 
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technology, systems, and people.  These products are critically important for driving 
policy and operational plans at the state, local, national and international levels. As 
global networks for collaboration in the War on Terrorism are established, their 
agility, clarity of mission and purpose, speed of action and effective decision-making 
will be metrics of their success. 
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Ubiquitous Computing (ubicomp) is a revolution of computing paradigm that 
promises to have a profound affect on the way we interact with computers, devices, 
physical spaces and other people. Traditional authentication and access control which 
has been applied to stand-alone computers and small networks are not adequate to 
ubicomp technology. Instead, we need a new security model that is based on notion of 
trust to support cross-domain interactions and collaborations. This means that 
ubicomp environments involves the interaction, coordination, and cooperation of 
numerous, casually accessible, and often invisible computing devices. Authenticating 
the identity certificate of a previous unknown user does not provide any access 
control information. Simple authentication and access control are only effective if the 
system knows in advance which users are going to access the system and what their 
access rights are. Security information in different domains is subject to inconsistent 
interpretations in such open, distributed environment. In order to fulfill these security 
requirements of ubicomp, in this paper we present USEC, A Trust-based Security 
Infrastructure, for securing ubicomp systems. USEC is being developed for CAMUS1. 
It is composed of seven major components: hybrid access control, entity recognition, 
trust/risk management, intrusion detection, privacy control, and home firewall. Our 
objective is to provide a lightweight infrastructure with sufficient security services 
that tackles most security problems in ubicomp systems. 

Entity Recognition is a novel authentication technology for ubicomp paradigm. In 
USEC architecture, Pluggable Entity Recognition Module (PRM) supports flexibly 
various devices such as Smart Badges, iButtons, Smart Watchs, PDAs. This 
component integrates different type of authentications, ranging from conventional 
authentication approaches (Username/Password, PKI, Kerberos, etc) to emerging 
identity recognition technology. Trust/Risk Management provides trust value to the 
Access Control Manager. It supports trust collaborations and interactions among 
roaming entities. By modeling trust relationships in smart spaces environments, 
unknown entities from different domains can interact, request services and resources 
from a given domain in secure and privacy manner. Risk evaluator and Trust 
calculator cooperate with each other to support making decision. Hybrid Access 
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Control (HAC) is the core part of USEC infrastructure. This is hybrid of Role-based 
(RBAC), Policy-based (PBAC), Context-based (CBAC) and Trust-based Access 
Control (TBAC) to solve different shortcomings of those approaches. HAC is critical 
to preserve confidentiality and integrity. Conventionally, the condition of 
confidentiality requires that only authorized users can read information, and the 
condition of integrity requires that only authorized users can alter information and in 
authorized ways. In USEC, HAC extends scopes of users by using Trust/Risk 
Management. Privacy Control is integral part in this convenient but obtrusive 
environment. It provides location privacy, anonymous connections and confidentiality 
of information to users. In USEC infrastructure, we also integrate Home Firewall to 
protect smart space against potential outside attackers. Intrusion Detection System is 
deployed in order to defend against unauthorized access and who has legitimate 
access to the system but abuse privileges. In ubiquitous environments, this usually 
occurs due to ubiquity and wireless communication of the systems. In the sensor 
network layer, USEC provides a lightweight cryptography mechanism in order 
maintain secure communication among sensors and between sensors and context-
aware systems. Trust/Risk Management, Intrusion Detection System, Home Firewall, 
and Sensor Network Security are together supports Entity Recognition. Fig 1 shows 
the relationships and interactions among these components. 

 

Fig. 1. USEC architecture and its component interactions 

Currently, we have completed deploying a smart environment by CAMUS in our 
RTMM Lab. This environment facilitates professors, students and staffs of our Lab to 
work and research as well as to entertain. We also are completing USEC framework 
to support security for this environment. USEC is component-based architecture and 
can support various ubicomp systems. After accomplishing in this environment, we 
will extend to other systems/environments such as parking spaces, airports, and 
hospitals. We believe that USEC will also fulfill security requirements in such 
systems/environments. 
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The notion of trust has played an important role in ubiquitous computing (ubicomp). 
It supports uncertain interactions and collaborations between mobile entities. Most of 
previous work on trust did not attach enough importance to uncertainty. Besides, 
these works draw a general picture without any detailed computational model. In this 
paper, we present a trust model based on the vectors of trust values including peer 
recommendation, confidence, history of past interaction, and time-based evaluation. 

Whenever two principals want to interact, they should be able to evaluate the 
amount of trust on each other using some evaluation metric. This metric should 
include the recommendations of other principals that had past experiences with these 
principals; the more the experiences, the higher the weight of these recommendations. 
Also, the interacting principals’ past experiences with each other should obviously 
have a say in this evaluation. First, we define some basic notions: 

Definition 1. The trust vector of principal iQ is defined as: 

( )1 2 1 1, , , , ,, , , , , ,
i i i i i i i ni Q Q Q Q Q Q Q Q Q QQ t t t t t

− +
=  

where trust value of Qi on Qk: ,i kQ Qt NULL= if they have NOT interacted before (i k). 

Definition 2. The peer set of a principal iQ denoted by 
iQS is the set of all those 

principals Q , such that ,iQ Qt NULL≠ . 

Definition 3. The common peer vectors of iQ with jQ are defined as: 

( ) ( )
1 2 1 2

, ,, , , , , ,, , , , and , , ,
i ii k i k i k k i k i k im m

Q Q Q QQ Q Q Q Q Q Q Q Q Q Q QC t t t C t t t= =     

where { }1 2
, , ,

m i jk k k Q QQ Q Q S S= . 
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Now, our evaluation metrics are precisely developed as following: 

Peer Recommendation: Suppose there are n  principals in the system: Q1, Q2,…,Qn. 
Each principle has a trust value for any other principal it interacted with before. The 
common peer vectors of Qi with Qj are defined as: 

( ) ( )
1 2 1 2

, ,, , , , , ,, , , , and , , ,
i ii k i k i k k i k i k im m

Q Q Q QQ Q Q Q Q Q Q Q Q Q Q QC t t t C t t t= =     

where { }1 2
, , ,

m i jk k k Q QQ Q Q S S= . 

The peer recommendation for the interaction with jQ to iQ is defined as: 

( ) / ,, ,
,

0 ,

C C m S SQ Q Q Q Q Qi j i jPRQ Qi j S SQ Qi j

φ

φ

• ≠
=

=
   where, 

, ,

,

is the dot product

i j

i j

Q Q

Q Q Q Q

m S S and

C C

=

•
  

Confidence: Let 
iQI and 

jQI denote the total number of interactions of principals 

iQ and jQ with all the principals in
i jQ QS S . The confidence (CF) on the PR value 

for Qi and Qj as:  

( ) ( )( ),
1

2i j iQ Q QCF f m f I= + , ( ) ( )( ),
1

2j i jQ Q QCF f m f I= +  

where ( ) 1 1/( )f x x α= − + , we choose such f(x) since it approaches 1 as x becomes 

bigger, and α  is an adjustable positive constant and can be tuned accordingly. 

History of Past Interactions: The Past Interaction Evaluation (PI) of jQ as 

calculated by iQ   is defined as:  

( ), , ,1 1/( 1) , 1
i j i j i jQ Q Q Q Q QPI h f h α= − + = =  . 

where { }, , ,max ,0
i j i j i jQ Q S Q Q U Q Qh w SI w UI= − ( Sw and Uw are positive numbers; the 

corresponding weights of ,i jQ QSI and ,i jQ QUI ). 

Time Based Evaluation: Intuitively, very old experiences of peers should have less 
weight in peer recommendation over new ones. Let ,P Qτ  denotes the time stamp 

between P and Q, τ∆ denotes the threshold time interval, and τ denotes the moment 
that iQ and jQ decide to interact. The time based evaluation (TE) for both iQ  and  

      jQ as: , ,
1

/
i j j kl

m

Q Q Q Q
l

TE m τ τ
=

= ∆ ∆ , and , ,
1

/
j i i kl

m

Q Q Q Q
l

TE m τ τ
=

= ∆ ∆  

where , ,X Y X Yτ τ τ∆ = − . 

Trust Evaluation Metric: Based on the aforementioned metrics, we are now ready to 
describe our trust evaluation metric. The trust metric is defined as a weighted 
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arithmetic mean of PR, CF, TE, and PI. More precisely, the trust between two 
principals iQ and jQ who want to interact can be calculated as: 

( ) ( ) ( ){ } ( )2
, 1 , , , 2 , 1

/ 2 /
i j i j i j i j i jQ Q Q Q Q Q Q Q Q Q ii

t w PR CF TE w PI w== + +  

where iw ∈ Ν and they can be adjusted to a suitable value if more weight is to be 

given to a specific metric. 
The calculation of the trust depends upon the recommendation of peer entities 

common to the entities which are weighted according to the number of past 
interactions and the time of last interaction. The model can calculate trust between 
two entities in situations both in which there is past experience among the interacting 
entities and in which the two entities are communicating for the first time. Several 
tuning parameters are suggested which can be adjusted to meet the security 
requirement of a distributed system. A highly secure system can adjust these 
parameters such that only a few entities with very high reputation and 
recommendation are allowed to perform requested actions. 
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Abstract. In a pedestrian detection system, to discover the intention of a 
pedestrian and warn the driver, it is necessary to obtain the pedestrian’s main 
moving style. In this paper, an efficient multiclass classifier is presented to 
detect pedestrians and classify their moving style simultaneously. The 
multiclass classifier composes of three two-class classifiers and each of them is 
trained with a SVM algorithm. Experiments based on a single camera 
pedestrian detection system show that the multiclass classifier has an acceptable 
detection rate; at the same time, it can judge whether a pedestrian is walking 
along the road or across the road.  

1   Introduction 

The final purpose of a pedestrian detection system (PDS) is to reduce pedestrian-
vehicle related injure. To achieve this requirement, it is not enough to detect a 
pedestrian merely; one more important work is to obtain the pedestrian’s moving 
style. However, most of existing systems use a two-class classifier and do not care 
about the pedestrian’s moving style [1], [2].  

In this paper, we propose a multiclass classifier to detect pedestrians and classify 
their moving style simultaneously. Since the states of across/along the road are the 
most important moving styles, our classifier divides a candidate into three classes: 
pedestrian across the road, pedestrian along the road and non-pedestrian.  

2   The Multiclass Classifier Structure 

Since solving this multiclass classification problem with a single classifier will lead to 
a huge optimization problem, we combine three two-class classifiers to construct a 
multiclass classifier. Each classifier is trained with a SVM algorithm [3], [4]. The 
structure of the multiclass classifier is shown in Fig. 1. 
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Candidates

SVM2

SVM3

Across the road

Along the road

SVM1 Non-pedestrian

 

Fig. 1. The structure of the multiclass classifier 

When a candidate is asked to be classified, it will be sent to SVM1 firstly. If it is 
classified as a pedestrian across the road, SVM2 is used to determine whether it is a 
pedestrian across the road or non-pedestrian. Otherwise, it is classified as a pedestrian 
along the road, and then SVM3 is used to determine whether it is a pedestrian along 
the road or a non-pedestrian. Therefore each candidate will be classified twice until it 
is finally verified.  

The multiclass classifier has the following advantages: (1) it has higher 
classification ability; (2) it can get pedestrian’s moving style, whilst the time cost 
increases not too much.  

3   Experiments 

We experiment on a single optical camera PDS. In the multiclass SVM classifier, 
each two-class classifier has much less support vectors and features than a single 
classifier for all type of pedestrians.  

The multiclass classifier gets average detection rate of 89.6% and false positive 
rate of 0.13%. When pedestrians are detected correctly, the average detection rate of 
moving style is 96.4%. 

In conclusion, replacing a single classifier with our multiclass classifier do not 
have significant penalty on detection speed; meanwhile, a higher detection rate and 
the moving style information can be obtained.  
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In Ubiquitous Computing environments, service servers play a central role of actively 
gathering situation information to detect changes in context to provide appropriate 
functions for users. However, they also raise concerns related to security and privacy. 
It is the dynamism and mobility absolutely necessary for smart spaces that can yield 
extra chances for attackers to exploit vulnerabilities in the system invisibly. From a 
server-centric viewpoint, researchers must find techniques to reduce the security risks 
as much as possible from these servers. Firewall technology is a logical approach that 
can help them accomplish this troublesome task. In this paper, we propose a new 
concept of context-aware host-based firewall called Home Firewall1, to protect the 
central server deploying our current context-aware middleware, namely Context-
Aware Middleware for Ubiquitous computing Systems (CAMUS), from suspicious 
actions. The idea is established on host-based firewalls to filter off malicious context-
aware and command packets in/out the service server.  

Threats to the Central Server: One of the most severe security threats to the server 
coming from wireless sensor networks is base station spoofing. The wireless sensor 
networks often collect and relay data to the server via a gateway or base station. An 
attacker gain unauthorized access to the environment by making it appear that a 
malicious message has come from the base station by spoofing the IP and/or the MAC 
address of that machine. Therefore, instead of sending the control packets to the base 
station, i.e., to turn the surveillance camera and alarm system on, to alert strangers 
breaking into the house, the server delivered messages to the hacker’s machine. 
Moreover, dangers to the main server coming from wireless networks are wireless 
device compromise. We can take a visual example by supposing that the home owner 
joins his laptop into an unprotected network already infected with viruses, worms, or 
Trojan horses at his office, his laptop is then infected with the kind of plague. Later, 
he brings the laptop into his home network, a protected environment, and connecting 
to the central server through the Wireless Access Point (WAP). In this case, packets 
from his laptop are sent to the servers without any verification and they are thus free 
to corrupt the entire system. Also, risk to the principle server resulting from 
applications or services implemented on the system can be exploited by attackers 
because they miss crucial security patches. Once these programs are compromised, 
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Ministry of Labor (MOLAB) through the fostering project of the Lab of Excellency. Dr. 
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the system control right will be taken over by hackers. Our server may be planted 
viruses, opened back doors for serving the intruder’s remote control demands.  

Our Proposed Methodology: We present our basic design of the Home Firewall in 
the smart home infrastructure described in Fig.1. 

In our approach, the Home Firewall contains MAC Address Refining (MAR) 
module. This module is responsible for real-time selecting trusted MAC addresses of 
available confident base stations in the space for preventing base station spoofing 
attack. The selected addresses are maintained in an admission list. The MAR module 
periodically sends a RARP (Reverse Address Resolution Protocol) packet to each 
address in the list. The function of RARP is mapping a MAC address into an IP 
address. Following this, Reverse ARP should reply one IP address for one network 
device. If multiple IP addresses return, it means that the MAC address is being 
exploited by more than one device. 

The firewall manages all the transactions between the user’s mobile devices and 
the central server. If the WAP and/or user’s mobile device are compromised, attackers 
still have no way to change the behavior of our server since they don’t know the 
username/password to change the firewall policies. Our policy, i.e., was set to turn the 
camera system on from 11P.M to 6A.M. Therefore, malicious control packets that 
want to improperly turn the system off at that time will be dropped by the firewall. 

The Home Firewall also helps preventing other server’s programs from being 
compromised by stopping common hacker’s reconnaissance port scanning techniques. 
In order to defend our server from these kinds of potential threats, such as ICMP 
scanning, TCP scanning, UDP scanning, we deploy an anti-scanning security policy. 
Our firewall will prohibit the ICMP replying packets for preventing ICMP scanning 
technique and deny the ICMP Port Unreachable packets transmitted back to an 
attacker for protecting UDP scanning probe. For detecting the TCP scanning 
signature, we might say that if there are more than 5 SYN packet attempts to non-
listening ports in one minute, an alarm SMS message should be automatically 
triggered to the user’s cell phone. 

 
Fig. 1. A smart space with Home Firewall support 
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Digital watermarking technique is one of the powerful tools for the protection
of intellectual property rights (IPR). Recently, many new watermarking algo-
rithms have been proposed, at the same time, many new watermarking attack
algorithms also have been proposed. The research of attacks and anti-attacks
algorithms will help us find more effective watermarking or information hiding
algorithms.

Recently, some watermark algorithms have been proposed which can resist
several geometrical transform attack and StirMark attack etc. We give a simple
analysis to the anti-attack in the difference stages of digital watermark respec-
tively, the design stage, the embedded stage and the examination stage.

1. The watermark design. In the watermark design stage, the complicated de-
gree of the watermarking algorithms and embedded quantity will bring a great
influence on the robustness of watermarking system. Some watermarking algo-
rithms resist the watermarking attacks by the sacrifice of capacity and operating
speed. The different extraction methods also have certain influence to the anti-
attack of the watermark. For example, the blind examination system can resist
the attack of IBM. Moreover, choosing a complicated watermark or a bigger pri-
vate key capacity can improve the anti-attack ability of the watermarking system.

2. The watermark embedded. It is a good way to resist the watermarking
attack that embedding as many as watermark information will keep the invisi-
bility of watermark. In the spectral domain watermark system, the watermark
information should be distributed on the all space. The watermark information
should be embedded in the most important part of the source data to raise the
watermark robustness, for example the edge area of the image, the medium low
frequency bands of the DCT, and the low frequency bands of the DWT etc. The
embedded watermark signal energy in the frequency domain can distribute to all
pixels in the spectral domain, the anti-attack ability in the frequency domains is
better than it in the spectral domain. Moreover, the watermarking algorithms in
the frequency domains have a good performance to resist the images compress-
ing, the quantization of images and the noise. Fourier-Melline transform is a kind
of Fourier transformation in polar coordinates system. The watermarking algo-
rithms in the Fourier-Melline transform domains have a good RST robustness.
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3. The watermark examination. In the blind watermarking system, it is very
important to improve the correlation test algorithms. In order to resist sev-
eral geometrical transform attacks, recently, the invariant moments, the relative
moments and the additional registration patterns are proposed to detect and
recover the geometrical attacks. When the energy-efficient watermarks satisfy
a power-spectrum condition (PSC), the watermark’s power spectrum should be
directly proportionate to the original signals. PSC-compliant watermarking has
a good robustness performance. The watermarking algorithms based on local
vector quantization and double color channels can resist the StirMark attacks.
Some papers analyze the watermark estimate problems based on image de-noise.
They assume that the original image subject to the non-stationary Caussian
distribution or globally generalized Gaussian distribution, the noises subject to
Caussian distribution. And they try to find the area that more suits for hiding
the watermark information. In the IBM attacks, the best solution is to estab-
lish a registration center and detect the Time Stamp coming from the third
organization.

Just like the attackers can combine various attack methods, the watermark
anti-attack can also combine different anti-attack methods to resist the attacks.
Moreover, we can combine the software and hardware together and the method
of combining the robust watermarking to the fragile watermarking.

A watermark algorithm may be sensitive to a special attack. Sometimes at-
tackers may use various methods to attack. The watermark algorithms that can
resist all of attacks do not exist currently. With the fast development of water-
marking, we badly need a perfect benchmark. It will accelerate and promote the
technical development of watermarking.

The benchmark for watermarking is a standard platform that provides an ob-
jective comparison of watermarking techniques, and evaluates their performance
with respect to watermarking applications. In the digital watermark system, the
benchmark is a program set that includes a series of watermarking attacks al-
gorithms. Familiar benchmarks include StirMark, Checkmark, Certimark and
Optimark.

In recent years, the new watermark algorithms usually have a good perfor-
mance of robustness to the watermarking attack. Removal attack is not a great
threat to them. The synchronization attack become a main attack methods. A
good watermarking attack should make use of the local and overall prosperities
of the image in the spectral domain and the frequency domain. But recently, the
vision models cannot reach the requirements of the watermark algorithms. If a
more accurate and practical vision models, which satisfy the HVS prosperities,
are proposed, it will bring forth an important influence on either watermarking
algorithms or attacks algorithms.
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In this paper, we introduce a novel method to secure cryptographic private key 
binding and retrieving from fingerprint data using BioHash[1][2], Reed-Solomon 
error code (RSC)[3] and the thresholded secret sharing scheme[4]. Figure 1 illustrates 
the schematic diagram of the proposed scheme. Firstly, we generate cancelable 
biometrics features from fingerprint data through BioHashing and encode the 
resulting hash. From the encoded BioHash, we formulate the process of cryptographic 
private key,  binding and retrieving with the following steps: 

Key Binding  :     cb ⊕  = γ     (1) 

Key Retrieval  :     γ ⊕ '
cb  = ’    (2) 

where γ  is called Biokey, cb and '
cb  refer to the encoded BioHash (gallery sample) 

and decoded BioHash (probe sample) respectively, while ⊕ denotes bitwise XOR 
operation.  

The use of BioHash as the mixing process provides the one-way transformation 
and deters exact recovery of the biometrics features from compromised hashes and 
stolen token. Besides, we incorporate RSC acts as an error correction step to correct 
the bit disparity between the gallery and probe sample of BioHash. The core 
processes in both (1) and (2) are securely protected by thresholded secret sharing, i.e., 
our private key protection involved the process of using threshold scheme to construct 
the sharing of (t, n) secret. We design t=2 with the simple linear polynomial of two 
secret share (2, lt) thresholding scheme as follow: 

a) one share associated with BioHash (b) 
b) one share associated with key serialization (k) 

The above configurations constitute a rigorous 2 of lt threshold system with lt the 
number b of a particular user. The construction of such secret sharing scheme 
provides an extra secure protection layer to private key besides one-way 
transformation of BioHashing, as knowledge of any one of the above share (t-1) 
leaves the key completely undetermined.  

We use FVC2002 [5] fingerprint database in our experimental analysis to examine 
the retrievable of private key from Biokey, i.e,  = ’. We define False Acceptance 
Rate (FAR) as the percentage of unauthorized attempts of imposter users to retrieve 
the key that are accepted, while the False Rejection Rate (FRR) is the percentage of 
authorized attempts to retrieve the key by a genuine user that is rejected. From our 
analysis, we determine that RSC decoder (15,9) is the best threshold that can correct 
the bit disparity with the minimal error rate of 0.0272 in b. Table 1 tabulates the  
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FAR-FRR analysis on the three database set, DB1, 2 and 3 respectively and the 
empirical results confirms that the proposed scheme could retrieve error free key 
reliably from the genuine samples up to a 99.8% success rate, and completely detering 
imposter users from unauthorized access to the secret key, with  FAR = 0% and FRR 
= 0.12% respectively.  

Table 1. FAR-FRR Performance Analysis on DB1,2 and 3 based on  decoder (15,9) 

Database FAR (%) FRR (%) 
DB1 0 0.12 
DB2 0 1.01 
DB3 0 1.35 

1. Gabor Filter

2. Bio Hashing

3. Discretization

4.Error Correction

5. Bitwise XOR

6. Thresholding
Scheme

bi

x

b

bk

bc

 

Stage 2: Key Binding and ReleaseStage 1: Cancelable Biometrics Featuring

k

 

Fig. 1. Proposed Private Key Release Scheme 
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Abstract. A method is developed for extraction of robust human facial features 
that can be used on never-before-seen individuals in homeland security tasks 
such as human tracking or matching photos of dead against missing individuals 
(e.g. recent Asian tsunami aftermath).  

One of the central goals of face-processing research is to identify informative high-order 
facial features that can effectively characterize and distinguish human faces independent 
of variations of viewing conditions, such as, for example, viewing angle, illumination, 
or facial expression. Such features constitute hidden factors – they are variables that are 
present in face images, but hidden in the spatial patterns of pixels across the image and 
require computational extraction. Due to lack of knowledge of such features, classical 
face recognition deals only with known individuals.  In most cases, a separate classifier 
will be developed for each known individual to discriminate it from other known 
individuals.  These classifiers will be less likely to come up with good generalization 
with small number of training samples. Our approach is to search for invariants by 
concurrently exposing SINBAD cell to different images of the same individual, thus 
forcing it to discover some higher-order variable that does not change across different 
images of the same individuals.   

Lately face recognition for real-world applications focuses on no human intervention 
during all phases; training (learning), recognition, insertion of new face classes 
(individuals). Scalable approaches not requiring constant overhead of extra training with 
addition of new individuals have recently been particularly demanded for applications 
such as in criminology and homeland security. Another consequential demand is 
compression of the visual input. Robust facial features that are valid for never-before-
seen individuals make all these possible.  Once they are learnt, no more training is 
needed, recognition becomes much easier, and adding a new class only requires feature 
values to be stored, which will also accomplish good compression.   

For example, after the recent tsunami in Asia, we learnt that an application was 
needed in Sri Lanka to match photos of dead bodies with photos provided by relatives 
of lost people. Offender tracking is just another possibility as a homeland security 
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application; for example, suppose we have collected photos of persons who committed 
crimes or behaved suspiciously, the task might be to match these photos with photos of 
passengers taken at times of boarding airplanes. We hope that our approach will be 
very useful in these types of tracking applications (see Fig. 1). Face-matching can also 
help in duplicate record elimination (e.g., the confidence in merging/purging distinct 
records can also be based on face-matching as well as matching records based on 
name, address, date of birth, race, sex, and so on...).  

 

 
Fig. 1. Two exemplary images from our simulation database. Only robust high-level features 
make it possible to compare two face images.  

One of the major advantages of our research is that we have a working test-bed to 
experiment with (FINDER – the Florida Integrated Network for Data Exchange and 
Retrieval). FINDER has been a highly successful project in the state of Florida that 
has addressed effectively the security and privacy issues that relate to information 
sharing between over 120 law enforcement agencies. It is operated as a partnership 
between the University of Central Florida and the law-enforcement agencies in 
Florida sharing data – referred to as the Law Enforcement Data Sharing Consortium. 
Detailed information about the organization of the data sharing consortium and the 
FINDER software is available at http://finder.ucf.edu.  

We have already demonstrated the usefulness of SINBAD approach in a variety of 
fields, including metabolomics, natural images, and face recognition.  After we have 
obtained top face recognition accuracies, we moved towards this much more difficult 
problem of matching faces of unknown individuals. We obtained very high accuracy 
in this task as well. We are ready to deploy our method in a real-world application: 
FINDER.  
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Cohen, Paul R. 83, 105
Conrad, Stephen H. 701
Coulon, Steven 504

Dai, Kui 715
De Beer, Jan 664, 666
de Lima e Silva Filho, Sergio Roberto

686
De Vel, Olivier 459
Deligiannidis, Leonidas 48, 492
di Chiara, Jean-François 748
Diep, Nguyen Ngoc 688
Dong, Yabo 261, 578, 584
Dugan, Laura 407

Eaglin, Ron 72
Eberle, William 728
Ege, Raimund K. 684
Elihay, Liran 473
Estivill-Castro, Vladimir 141, 522
Eude, Bruno 748

Fang, Bin Xing 178
Favorov, Oleg 766
Fogg, Heather 407
Fong, SzeWang 190
Frieder, Ophir 647
Fu, Tianjun 498
Fuart, Flavio 26
Fujioka, Emi 692
Fuller, Christie 504
Furnell, Steven 590
Furtado, Vasco 485

Galstyan, Aram 83
Garad, Akram Abu 432
Gasch, Lynn 692
Georgiopoulos, Michael 72
Giang, Pho Duc 753, 760



770 Author Index

Giordano, Joseph 529
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