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Preface

We welcome you to the proceedings of 6th NEW2AN 2006 (Next Generation
Teletraffic and Wired/Wireless Advanced Networking) held in St. Petersburg,
Russia.

This year the scientific program contained significant contributions to next-
generation teletraffic as concerns traffic characterization, estimation of traffic
parameters, and modeling of new services based on real data and experiments.
New methods for designing dynamic optimal systems were presented. In par-
ticular, issues of quality of service (QoS) in wireless and IP-based multi-service
networks were dealt with, as well economical aspects of future networks.

The papers in this volume also provide new contributions to various aspects of
networking. The emphasis is on wireless networks, including cellular networks,
wireless local area networks, personal area networks, mobile ad hoc networks
and sensor networks. Topics cover several layers from lower layers via routing
issues to TCP-related problems. New and innovative developments for enhanced
signaling protocols, QoS mechanisms and cross-layer optimization are also well
represented within the program.

The call for papers attracted 137 papers from 28 countries, resulting in an
acceptance ratio of 35%. With the help of the excellent Technical Program Com-
mittee and a number of associated reviewers, the best 49 high-quality papers
were selected for publication. The conference was organized in 17 single-track
sessions.

The Technical Program of the conference benefited from three distinguished
keynote speakers: lan F. Akyildiz, Georgia Tech, Atlanta, USA; Nikolai Nefedov,
NOKIA, Helsinki, Finland; and Nina Bhatti, Hewlett-Packard Laboratories, Palo
Alto, California, USA.

We wish to thank the Technical Program Committee members and asso-
ciated reviewers for their hard work and their important contribution to the
conference.

This year the conference was organized in cooperation with ITC (Interna-
tional Teletraffic Congress), IEEE, COST 290, with the support of NOKIA (Fin-
land), BalticIT Ltd. (Russia), and Infosim GmbH. (Germany). The support of
these organizations is gratefully acknowledged.

Finally, we wish to thank many people who contributed to the NEW2AN
organization. In particular, Dipti Adhikari (TUT) carried a substantial load
of submission and review website maintaining, Jakub Jakubiak (TUT) did an
excellent job on the compilation of camera-ready papers and interaction with
Springer. Sergei Semenov (NOKIA) is to be thanked for his great efforts on con-
ference linkage to industry. Many thanks go to Anna Chachina (Monomax Ltd.)
for her excellent local organization efforts and the conference’s social program
preparation.



VI Preface

We believe that the work done for the 6th NEW2AN conference provided
an interesting and up-to-date scientific program. We hope that participants en-
joyed the technical and social conference program, Russian hospitality and the
beautiful city of St. Petersburg.

March 2006 Yevgeni Koucheryavy
Jarmo Harju
Villy B. Iversen
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Towards Distributed Communications Systems:
Relay-Based Wireless Networks

Nikolai Nefedov

Nokia Research Center, P.O. Box 407 00045, Finland

nikolai.nefedov@nokia.com

Abstract. The increasing demand for high data-rate services stimu-
lates growing deployment of wireless local area network technologies.
However, the limited communication range of these technologies makes
it difficult and expensive to provide high data-rate services at the periph-
ery of service areas and in environments with harsh channel conditions.
Furthermore, this problem even more complicated for future 4G wireless
broadband networks, which are expected to offer data rates up to 100
Mb/s for mobile users and up to 1 Gb/s for stationary users. To provide
a reasonably large coverage for these high data rates the conventional
cellular networks appear to be not feasible and it stimulated a search for
other architectures.

Recently it is shown that novel concepts such as multi-hop relaying
and associated diversity techniques, may significantly enhance the high
data rate coverage and increase the throughput beyond-3G networks.
In relay-based cellular networks, the mobile terminals which cannot es-
tablish (at the required rates) direct links with the base station may
communicate to fixed relays or other mobile terminals (e.g., using the
unlicensed band) to assist the connection. It allows to substitute a poor-
quality single-hop wireless link with a composite multi-hop better-quality
link whenever possible. In a more general case, a relay-based wireless
network may form a distributed communication system where several
multi-hop links may be established and different types of re-transmissions
(e.g., amplify-forward, decode-forward) are utilized. Besides, due to the
broadcasting nature of wireless communications, transmitted signal from
a given source may be processed simultaneously for the further retrans-
mission by several relays and/or mobile terminals. These relays, or its
subsets, may utilize different forms of cooperation to form, for example,
virtual (distributed) antenna arrays. The relay cooperation may be ex-
tended beyond beamforming and include also space-time coding concept,
where separated relay antennas interconnected with unreliable radio links
form a distributed MIMO relaying structure.

Furthermore, relay nodes may combine several incoming source sig-
nals and retransmit a combined (coded) version. This recently proposed
novel concept, known as network coding, currently attracts the growing
attention.

In this talk we overview the recent advances in wireless relay networks,
including distributed MIMO relaying, cooperative strategies and network
coding.

Y. Koucheryavy, J. Harju, and V.B. Iversen (Eds.): NEW2AN 2006, LNCS 4003, p. 1, 2006.
© Springer-Verlag Berlin Heidelberg 2006



Grand Challenges for Wireless Sensor Networks

Tan F. Akyildiz

Broadband and Wireless Networking Lab,
School of Electrical and Computer Engineering,
Georgia Institute of Technology,
Atlanta, GA 30332
USA

ian@ece.gatech.edu

Abstract. The technological advances in the micro-electro-mechanical
systems (MEMS) and the wireless communications have enabled the de-
ployment of the small intelligent sensor nodes at homes, in workplaces,
supermarkets, plantations, oceans, streets, and highways to monitor the
environment. The realization of smart environments to improve the effi-
ciency of nearly every aspect of our daily lives by enhancing the human-
to-physical world interaction is one of the most exciting potential sensor
network applications utilizing these intelligent sensor nodes. However,
this objective necessitates the efficient and application specific commu-
nication protocols to assure the reliable communication of the sensed
event features and hence enable the required actions to be taken by the
actors in the smart environment. In this talk, the grand challenges for
the design and development of sensor/actor network communication pro-
tocols are presented. More specifically, application layer, transport layer,
network layer, data link layer, in particular, error control and MAC pro-
tocols, and physical layer as well as cross layer issues are explained in
detail.

Y. Koucheryavy, J. Harju, and V.B. Iversen (Eds.): NEW2AN 2006, LNCS 4003, p. 2, 2006.
© Springer-Verlag Berlin Heidelberg 2006



Dimensioning of Multiservice Links Taking
Account of Soft Blocking

V.B. Iversen!, S.N. Stepanov?, and A.V. Kostrov?

1 COM-DTU, Technical University of Denmark,
DK-2800 Kgs. Lyngby, Denmark
vbi@com.dtu.dk
2 Sistema Telecom, 125047 Moscow,
1st Tverskay-Yamskaya 5, Russia
stepanov@sistel.ru
3 Institute for Problems of Information Transmission RAN
101447, Moscow, Bolshoy Karetniy 19, Russia
A-Kostrov@e-mails.ru

Abstract. In CDMA systems the blocking probability depends on both
the state of the system and the bandwidth of the request. Due to soft
blocking caused by interference from users in same cell and neighboring
cells we have to modify the classical teletraffic theory. In this paper we
consider a model of a multiservice link taking into account the possibil-
ity of soft blocking. An approximate algorithm for estimation of main
performance measures is constructed. The error of estimation is numeri-
cally studied for different types of soft blocking. The optimal procedure
of dimensioning is suggested.

Keywords: teletraffic, wireless, CDMA, soft blocking, approximate al-
gorithms, dimensioning, trunk reservation.

1 Introduction

New generation mobile networks are based on CDMA technology. Due to pe-
culiarities of radio technology such systems have no hard limit on capacity. In
order to maintain the QoS characteristics of already accepted connections, a new
connection should not be accepted by the network if this connection increases
the noise above a prescribed level for connections already accepted. A theoreti-
cal study of this phenomena can be done by means of teletraffic models taking
into account the probability of soft blocking [1],[2]. In such models new connec-
tions will experience blocking probabilities which depend on both the bandwidth
required and the state of the system.

2 Model Description and Main Performance Measures

Let us consider a single link traffic model, where the link transmission ca-
pacity is represented by k basic bandwidth units (BBU) [3], and let us sup-
pose that we have n incoming Poisson flows of connections with intensities Ag,

Y. Koucheryavy, J. Harju, V.B. Iversen (Eds.): NEW2AN 2006, LNCS 4003, pp. 3-10, 2006.
© Springer-Verlag Berlin Heidelberg 2006



4 V.B. Iversen, S.N. Stepanov, and A.V. Kostrov

(s=1,2,...,n). A connection of s’th flow uses bs bandwidth units for the time
of connection. To take into account the possibility of soft blocking we suppose
that a demand of s'th flow (s = 1,2,...,n) arriving when exactly ¢ bandwidth
units are occupied is blocked with probability ¢, ;. It is obvious that ¢, ; =1 if
i=k—bs+1,k—bs+2,...,kforall s=1,2,...,n. We shall assume that the
holding times all are exponentially distributed with the same mean value chosen
as time unit.

By proper choosing of probabilities ¢, ; we can consider the variety of situ-
ation in servicing demands for bandwidth. For example by taking ¢,; = 0 if
i=0,1,...,0s and s, =1 when i =0, + 1,05+ 2,...,kforall s =1,2,...,n
we construct the model of multiservice link with trunk reservation [4].

Let i5(t) denote the number of connections of the s’th flow served at time
t. The model is described by an n-dimensional Markovian process of the type
r(t) = {i1(t),i2(t), ..., in(t)} with state space S consisting of vectors (i1, ..., i),
where i, is the number of connections of the s'th flow being served by the
link under stationary conditions. The process r(t) is defined on the finite state
space S which is a subset of the set (2. The set of states {2 is defined as
follows:

n
(i1, in) € 02,0520, s=1,...,n, Y i, <k.
s=1

Some of the states (i1, ...,1,) € {2 are excluded from S by choice of probabilities
of soft blocking s ;.
Let us by P(i1,...,i,) denote the unnormalised values of stationary proba-

bilities of (). To simplify the subsequent algebraic transforms we suppose that
P(il,...,in):o, (i17...77;n)69\5.

After normalisation, p(ii,...,%,) denotes the mean proportion of time when
exactly {i1,...,4,} connections are established. Let us use small characters to
denote the normalised values of state probabilities and performance measures.

The process of transmission of s’th flow is described by blocking probabilities
s, § = 1,...,n. Their formal definition through values of state probabilities are
as follows (here and further on, summations are for all states (i1,...,4,) € {2
satisfying the formulated condition, and for state (i1, ...,%,) ¢ denotes the total
number of occupied bandwidth units i = i1b1 + - -+ + ipby) :

Tg = Z p(21771n) Ps,i - (1)

(ilv"ain)eﬂ

3 Exact and Approximate Estimation of Performance
Measures

Because the process r(t) doesn’t have any specific properties the exact values of
ms, s = 1,...,n can be found only by solving the system of state equations by
some numerical method. The system of state equations looks as follows
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P(i1,i27m,in){Z(As(l—%’i)q-is} — 2)

s=1

D Plin,.ois =1, i) As(1 = g ip,) I(is > 0)
s=1

+3 P, i 1) (s + 1) 16+ by < K),
s=1

where (i1,...,i,) € {2, function I(-) equals one if the condition formulated in
brackets is true, and otherwise equals zero. The normalization condition is valid
for P(i1,...,in):
P(i1,...,in) = 1.
(il,...,in)eﬂ

The system of state equations (2) can be solved by Gauss-Seidel iteration
algorithm for 2-3 input flows of demands. We will use this opportunity to
study the error of approximate evaluation of the considered model. The only
way to find the performance measures of large models is to use approximate
algorithms. Let us consider the recursive scheme that exploits the fact that
the performance measures (1) can be found if we for process r(¢) know
probabilities p(z) of being in the state where exactly ¢ bandwidth units are
occupied:

p(i) = Z ity ..., in).
101+ Hinbn=i
The corresponding formulas are as follows:

k

s = Zp(z) Ps,iy S = 1a27' sy N (3)

=0

For approximate evaluation of unnormalised values of P(7) it is proposed to use
the following recurrence:

0 if1 <0

Py =@ ifi =0 )
Y Asbs (I —pain ) P(i—bs) ifi=1,2,...,k
s=1

This is exact for special cases when blocking probabilities are chosen so that the
process is reversible [2]. Let us study the numerical accuracy of the suggested
approach. In the Tables 1-3 the results of exact and approximate estimation of
ms for three sets of the probabilities of soft blocking are presented.

— The first set is defined by

B
Pai= g 0=01 . kb,

ei=1, i=k—by+1,k—b+2.. .k, s=123.
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— The second set is defined by
it ,
Psi = pa i=0,1,...,k—bs,

wsi=1, i=k—-bs+1,k—b;+2,...0k, s=1,2,3.
— The third set is defined by
5

? .
Pai= 5 E=01 .. kb,

ei=1, i=k—b+1,k—b,+2.. .k, s=123.

The forms of the corresponding curves are shown in Fig. 1.

e
©

o
o

e
N

N
NN

Probability of soft blocking
o o
ES o

o
w

o
o

o

o

0 4 8 12 16 20 20 25 32 3B 40 44 48 52 565 60 6 68 72 76 G0 84 88 92 9 100
Number of occupied BBU

Fig. 1. The probabilities of soft blocking for the 3rd flow of demands as a function

of the number of occupied basic bandwidth units (BBU). The first set is defined by

p3,; = ,’:3, i =0,1,...,k — b3 (curve 1). The second set is defined by ¢3,; = ;:1,

i=0,1,...,k — b (curve 2). The third set is defined by @3, = '2,i=0,1,...,k —bs

(curve 3).

The model input parameters are as follows: k = 100, n = 3, by = 3, by = 5,
by = 10, A\s = Tff ,8 = 1,2, 3. The value of p (offered load per basic bandwidth
unit) is varied from 0.1 to 1.

The exact values of blocking probabilities 75, s = 1,2,3 are obtained by
solving the system of state equations (2). The approximate values of blocking
probabilities 7, s = 1,2, 3 are obtained using the recursions (4). Together with
exact and approximate values of 7, the relative errors of estimation 75 are pre-
sented in Tables 1-3.

The numerical results presented show that the approximate method has high
accuracy. For all numerical results presented therelative error is less than 0.002. It
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Table 1. The results of exact and approximate estimation of 75 for probability of soft
blocking defined by ¢s,; = ;33, 1=0,1,...,k—bsand ps; =1, i=k—bs+ 1,k —bs +
2.,k s=1,273

1 T2 3
p  Exact Approx. Error Exact Approx. Error Exact Approx. Error
0.1 0.003198 0.003198 0.0001 0.003198 0.003198 0.0001 0.003198 0.003198 0.0001
0.2 0.015120 0.015123 0.0002 0.015120 0.015123 0.0002 0.015120 0.015123 0.0002
0.3 0.038432 0.038439 0.0002 0.038432 0.038439 0.0002 0.038433 0.038441 0.0002
0.4 0.072386 0.072395 0.0001 0.072387 0.072396 0.0001 0.072403 0.072415 0.0002
0.5 0.113843 0.113848 0.0000 0.113849 0.113855 0.0001 0.113937 0.113955 0.0002
0.6 0.159089 0.159083 0.0000 0.159109 0.159108 0.0000 0.159407 0.159436 0.0002
0.7 0.205057 0.205037 0.0001 0.205111 0.205102 0.0000 0.205857 0.205902 0.0002
0.8 0.249693 0.249659 0.0001 0.249811 0.249796 0.0001 0.251325 0.251384 0.0002
0.9 0.291834 0.291789 0.0002 0.292051 0.292038 0.0000 0.294699 0.294760 0.0002
1.0 0.330939 0.330892 0.0001 0.331298 0.331296 0.0000 0.335450 0.335493 0.0001

allows us to use the suggested approximate procedure for solving the problem of
dimensioning of the considered model of multiservice link taking the probability
of soft blocking into account.

4 Optimized Dimensioning of Multiservice Link with Soft
Blocking

A main problem that often has to be solved by operators is to determine the
volume of telecommunication resources that is sufficient for servicing the given
input flows of demands with prescribed characteristics of QoS. Adequacy of
volume is determined by comparison of suitably chosen performance measure
with prescribed level of system functioning. A traditional dimensioning problem
related with multiservice line planning is formulated as follows:
For given input flow, find a minimum value of bandwidth k satisfying the
inequality:
B<. (5)

Here B is the performance measure used for dimensioning, and 7 is the prescribed
norm of servicing for bandwidth requests. The numerical complexity of this
approach is estimated by the numerical complexity of finding the performance
measure for given input parameters multiplied by the number of searching. Let
us denote this dimensioning scheme described above as traditional.

The implementation of the traditional procedure has at least two negative
aspects. The first is the numerical instability of using recursions of type (4) es-
pecially for large number of service units. Another negative aspect is the increase
of computational efforts. To solve the formulated dimensioning problem we need
to perform a run of (4) for each value of k serving as a candidate for desired
solution. Each time we need to start calculation from ¢ = 0.
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Table 2. The results of exact and approximate estimation of 75 for probability of soft
blocking defined by ¢, = ,’;, 1=0,1,...,k—bsand ps; =1, i=k—bs+ 1,k —bs +
2.,k s=1,273

1 T2 3
p  Exact Approx. Error Exact Approx. Error FExact Approx. Error
0.1 0.000779 0.000779 0.0002 0.000779 0.000779 0.0002 0.000779 0.000779 0.0002
0.2 0.005470 0.005473 0.0004 0.005470 0.005473 0.0004 0.005471 0.005473 0.0004
0.3 0.018224 0.018234 0.0005 0.018225 0.018234 0.0005 0.018229 0.018239 0.0005
0.4 0.041794 0.041814 0.0005 0.041797 0.041818 0.0005 0.041849 0.041874 0.0006
0.5 0.075790 0.075813 0.0003 0.075809 0.075836 0.0004 0.076077 0.076124 0.0006
0.6 0.117220 0.117233 0.0001 0.117288 0.117313 0.0002 0.118162 0.118231 0.0006
0.7 0.162326 0.162322 0.0000 0.162501 0.162521 0.0001 0.164587 0.164664 0.0005
0.8 0.207965 0.207947 0.0001 0.208326 0.208348 0.0001 0.212350 0.212405 0.0003
0.9 0.252053 0.252037 0.0001 0.252692 0.252731 0.0002 0.259379 0.259368 0.0000
1.0 0.293448 0.293456 0.0000 0.294455 0.294532 0.0003 0.304440 0.304315 0.0004

We suggest an optimized procedure of dimensioning a multiservice link with
soft blocking based on results of [5]. Let us suppose that there exists a b > 0 so
that for all s =1,2,...,n, ps; =0for i =0,1,...,k —b. The value of blocking
probability (3) for such a case will be calculated according to the expression

k

s = Z p(Z) Psyis S = 1,2,...,n. (6)
i=k—b+1

Using the general framework formulated in [5] we obtain a one-run algorithm
that at each step gives the normalised values of state probabilities which are
necessary for solving the problem of dimensioning based on the form of function
B specified by (6). We will indicate when necessary the number of available ser-
vice units by lower index for the corresponding set of probabilities. The one-run
three—step algorithm that at each step gives the normalised values of the model’s
characteristics that are necessary for solving the dimensioning problem based on
performance measure (6) looks as follows:

— Step 1: Let po(0) = 1.
— Step 2: Let us suppose that b > Jmax (bs). For fixed k = 1,2,..., find
normalised value of p(7): o

n

i Z >\s bs (]- - (Ps,krfbs)pkfl(k_bs)

pr(k) = 7, : (7)
1+ ;i Z )\s bs (1—(,05’k7bs)pk71(k—bs)
s=1
. _1(2
pk(l) _ . Dk 1( ) 7

1+ ]lc Z >\s bs (1 - @s,k—bs)pk—l(k‘ - bs)

s=1
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Table 3. The results of exact and approximate estimation of 75 for probability of soft
blocking defined by ¢s,; = ,’:;, 1=0,1,...,k—bsand ps; =1, i=k—bs+ 1,k —bs +
2.,k s=1,273

1 T2 3
p  Exact Approx. Error Exact Approx. Error Exact Approx. Error
0.1 0.000217 0.000217 0.0001 0.000217 0.000217 0.0001 0.000217 0.000217 0.0001
0.2 0.002190 0.002192 0.0005 0.002190 0.002192 0.0005 0.002191 0.002192 0.0005
0.3 0.009356 0.009364 0.0009 0.009357 0.009365 0.0009 0.009366 0.009375 0.0010
0.4 0.025760 0.025784 0.0009 0.025768 0.025793 0.0010 0.025875 0.025907 0.0013
0.5 0.053337 0.053375 0.0007 0.053381 0.053425 0.0008 0.053935 0.054004 0.0013
0.6 0.090577 0.090615 0.0004 0.090731 0.090788 0.0006 0.092498 0.092591 0.0010
0.7 0.133811 0.133840 0.0002 0.134197 0.134262 0.0005 0.138285 0.138356 0.0005
0.8 0.179235 0.179267 0.0002 0.180006 0.180092 0.0005 0.187627 0.187603 0.0001
0.9 0.224035 0.224100 0.0003 0.225352 0.225482 0.0006 0.237586 0.237388 0.0008
1.0 0.266544 0.266679 0.0005 0.268556 0.268757 0.0007 0.286217 0.285775 0.0015

when i=k—-1,k-2,... , max(k—b+1,0)

— Step 3: Here we calculate the performance measures defined by (6), check
the dimensioning criteria (for example, B = 11ré1a<x ms) and either stop or
sSsn

continue the process of estimating the number of service units needed from
step 2 by increasing number of channels by one.

When implementing this version of the recurrence algorithm we need to keep a
vector of size O{b} in computer memory. Computational efforts are estimated

by O{(n + b)k}.

5 Conclusion

The model of a multiservice link taking the possibility of soft blocking into
account is considered. An approximate algorithm for estimation of main perfor-
mance measures is constructed. The error of estimation is numerically studied
for different types of soft blocking. The optimal procedure of dimensioning is
suggested. The suggested approach is numerically stable because it deals with
normalised values of global state probabilities used for estimation of main sta-
tionary performance measures. The model is applicable to CDMA traffic models
and systems with trunk reservation. In future work the model will be extended
to Engset and Pascal traffic models.
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Abstract. It is a well known fact that the packet loss ratio is an im-
portant but insufficient measure to assess the influence of packet loss
on user perceived quality of service in telecommunication networks. In
this paper we therefore assess other loss process characteristics of finite
capacity Markov-modulated M /M /1-type buffers. Combining a proba-
bility generating functions approach with matrix techniques, we derive
an expression for the joint probability generating function of the time
and the number of accepted packets — packets that are not lost — be-
tween packet losses. We then illustrate our approach by means of some
numerical examples.

1 Introduction

In wired communication networks, packet loss is almost solely caused by buffer
overflow in intermediate network nodes. Therefore, the packet loss ratio — the
fraction of packets that get lost — is well studied in queueing literature. See a.o.
Kim and Schroff [1] and Pihlsgard [2]. However, in the case of multimedia com-
munications, the packet loss ratio is not the only loss characteristic of interest.
Multimedia applications can typically tolerate a reasonable amount of packet
loss, as long as there are no bursts of packet loss. For example, the perceived
visual quality of variable bit rate video streaming heavily depends on the bursti-
ness of the packet loss process [3]. Forward error correction (FEC) techniques
may further mitigate the effects of packet loss and increase the tolerable packet
loss ratio but again require that packet loss is well spread in time [4].

Some authors have studied other characteristics of the loss process in a fi-
nite buffer. Loss characteristics under investigation include a.o. the probability
to have a certain k packets that are lost in a block of n consecutive packets,
[3,5,6,7,8,9], the spectrum of the packet loss process [10] and the conditional
loss probability [11]. Although loss process characteristics have been studied
predominantly for the M/M/1/N queueing system [5, 6, 7, 8], some authors also
allow correlation in the arrival process 3,10, 11].

This contribution addresses the evaluation of packet loss characteristics for
discrete-time and continuous-time Markov-modulated M/M/1-type queueing
systems. In particular, the packet loss characteristics under investigation are the
time and the number of packet arrivals that are not lost between consecutive
packet losses. By combining a generating functions approach with matrix tech-
niques, we obtain expressions for the various moments of these random variables.

Y. Koucheryavy, J. Harju, and V.B. Iversen (Eds.): NEW2AN 2006, LNCS 4003, pp. 11-20, 2006.
© Springer-Verlag Berlin Heidelberg 2006
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The remainder of this contribution is organised as follows. In the next section,
the discrete-time queueing model is introduced and analysed. In Section 3, we
then map the equivalent continuous-time system to its discrete-time counterpart
by means of uniformisation. Some numerical results then illustrate our approach
in section 4. Finally, conclusions are drawn in Section 5.

2 Discrete-Time Buffer Model

We first consider a synchronised or discrete-time queueing system. That is, we
assume that time is divided into fixed length intervals called slots and that both
arrivals and departures are synchronised with respect to slot boundaries. During
the consecutive slots, packets arrive at the system, are stored in a finite capacity
buffer and are transmitted on a first-in-first-out basis. The buffer can store up to
N packets simultaneously (including the packet that is being transmitted) and
at most one packet can enter/leave the buffer at a slot boundary. Arrivals and de-
partures are scheduled according to the ”late arrival, arrivals first” waiting-room
management policy. I.e., both arrivals and departures are scheduled immediately
before slot boundaries and arrivals precede departures as depicted in Figure 1.
Therefore, it is possible that an arriving packet is rejected at a slot boundary
where another packet leaves the queue.

kth arrival instant

v >
time
\
kth departure instant

Fig. 1. Late-arrival, arrivals first waiting room management

The queueing system under consideration operates in a Markovian environ-
ment in the sense that arrival and departure probabilities at the consecutive
slot boundaries depend on the state of an underlying finite-state Markov chain
with state-space {1,2,..., M}. We characterise the arrival and departure pro-
cesses by means of the M x M transition matrices A(n,m) = [a;;(n,m)] and
A(n) = aij(n) (n,m € {0,1}). These transition probabilities are defined as,

a;j(n,m) = Pr[Ary1 =nADipp1 =m A Qre1 =j|Qr =1t AU, > 0],

aij(n) = Pr[Ags1 =n A Qi1 =j|lQr =i AU, =0]. (1)

Here k is a random slot boundary and Ag41 and Dy denote the number of
arrivals and departures at the (k + 1)th slot boundary. @y denotes the state of
the Markovian environment at the kth slot boundary and Uy, denotes the queue
content — the number of packets in the system — at this slot boundary. As such,
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the transition matrices A(n,m) and A(n) correspond tothe case that there are
n arrivals and m departures during the transition when the queue is non-empty
and the case that there are n arrivals during the transition when the queue is
empty respectively.

Notice that the discrete-time queueing model under investigation extends a.o.
the discrete-time PH/PH/1/N queueing system and the DM AP/D/1/N sys-
tem with service interruptions.

2.1 Steady-State Analysis

Consider a random (tagged) slot boundary, say slot k, and let Uy and @ denote
the queue content and the state of the Markovian environment at this boundary.
Further, let T}, denote the number of slots since the last slot boundary where a
packet got lost and let X denote the number of packet arrivals since the last
slot boundary where a packet got lost.

We may now relate the triple (Ugt1, Tr+1, Xg+1) to the triple (Ug, Tk, Xk)-
When the queue is not full at the kth slot boundary (0 < Uy < N) or when the
queue is full at this boundary but there are no arrivals at the (k+1)th boundary
(Ui = N, Ap+1 = 0), no packets are lost. As such, we find,

U1 = (Ug = D)™ + A

Typpr =T, + 1,

Xit1 = Xi + Ap41. (2)
Here ()" is the usual shorthand notation for max(0,-). There is packet loss at

the (k + 1)th slot boundary if there is an arrival at the (k + 1)th slot boundary
and the buffer is full at the kth boundary (U = N, Axy1 = 1). As such, we find,

U1 =Ur — Dy

Tit1 =0,

Xk+1 = 0 (3)
Let P(x,z;n,4) denote the partial joint probability generating function of Ty

and X at a random slot boundary k, given the queue content Uy = n and the
state of the underlying Markov process Qy = 1,

P(x,z;n,i) = ElzT* 25 |Uy = n, Q) = i] Pr[Uy = n,Q = 1] . (4)

Further, let P(z,z;n) denote the row vector with elements P(z,z;n,i), i =
1...M. Conditioning on the queue content and the state of the underlying
Markov process at a random slot boundary and on the number of arrivals and
departures at the following slot boundary then leads to,

P(x,2;0) = P(x, 2,0)xA(0) + P(z, z;1)zA(0,1),

P(x,2;1) = P(x,2,0)x2zA(1) + P(x, 2;1)x [A(0,0) + zA(1,1)]
+ P(zx, 2;2)xA(0,1),
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P(z,z;n) = P(x,z;n — 1)xzA(1,0) + P(z, z;n)x [A(0,0) + zA(1,1)]

+ P(z,z;n 4+ 1)2A(0,1),

P(z,z; N —1) = P(x,2z; N — 2)xzA(1,0) + P(x, z; N)z A(0,1)

+ P(z,z; N — 1)z [A(0,0) + zA(1,1)] + P(1,1; N)A(1, 1),
P(z,2z;N) = P(z,2; N — 1)x2A(1,0) + P(z, z; N)zA(0,0)

+ P(1,1; N)A(1,0),

()
forn=2,...N —2.

Let P(x, z) denote the row vector with elements P(z,z;n), n=0,...,N. The
former set of equations then leads to the following matrix equation,

P(z,z) = P(z,2)(O1z + Ozzz) + P(1,1)03, (6)

where the matrices ©1, O3 and O3 are of size M (N + 1) x M (N + 1) and have
the following block representations,

A(O) 0 0 0 0
A(0,1) A(0,0) 0 0 0
0, = 0 A(0,1) A(0,0) 0 0 ’ (7)
0 0 0 .. A0,1)A®0,0)
0 A1) 0 0 0 0
0 A(1,1) A(1,0) 0 0 0
0 0 A(1,1) A(1,0) 0 0
@2 == . : ’ (8)
0 0 0 0 .. A1,1)A(L0)
0 0 0 0 0 0 |
[0...0 0 0
O3 = Lot : : (9)
0...0 A(1,1) A(1,0)

Plugging in = z = 1 in equation (6) then leads to 7 = P(1,1) =7 ), 6;.
Combining the latter equation with the normalisation condition we” = 1 allows
us to solve for the vector 7. Here e’ denotes a column vector with all elements
equal to 1. Notice that the equation for 7 is the equation of a finite quasi birth
death (QBD) process and can therefore be solved efficiently. See, a.o. Latouche
and Ramaswami [12, chapter 10].

Once the vector 7 is known, the vector P(z, z) follows from the equation (6),

P(z,z) = P(1,1)03 (I — Oy — Oy22) . (10)

For large N and M, it is however not trivial to perform the matrix inversion
in the former equation symbolically. We may however use the moment gen-
erating property of probability generating functions to obtain a similar set of
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equations for the various moments of X and 7T which one can easily solve
numerically.

For example, let ,ug,r)(n,i) (n=0...N,i=1...M,Y € {X,T}) denote the
rth moment of the time 7T or the number of arrivals X since the last loss at a
random slot boundary k while the queue content equals n at this boundary and
while the underlying Markov chain is in state 4,

w5 (n, 1) = BI(Ya) Uk = n, Qi = i] Pr[Ux = n, Qi = i]. (11)

Further, let ,ug/r)(n) denote the row vector with elements ug)(n,i), i=1...M

and let u@ denote the row vector with elements ug )(n) In view of expression

(6), we then find,

pt = P(1,1)(01 4 6:)(I = 61 — 0) 7", (12

1 = P(1,1)0:(1 — 61 — O5) 71, (13

p§ =20 (01 + 62)(I — 61 — O3) ™' — ) | (14
(

)
)
)
u) = 20051 — 01 - 02)7 - u{ . 15)
Similar expressions may be obtained for higher moments of T and X as well
as for the covariance of T} and Xj.

2.2 Loss Characteristics

Let 7 and X denote the number of slots between consecutive losses and the
number of arrivals between consecutive losses (excluding lost packets) respec-
tively and let Q(z, z) denote the joint probability generating function of these
random variables,

Q(z,z) =E [acfzx} . (16)

Conditioning on the state of the underlying Markov chain at the boundary

where the packet is lost and at the boundary preceding this boundary, on the

queue content at the slot boundary preceding the packet loss and on the num-

ber of arrivals and departures at the boundary where the packet is lost, then

leads to,

xP(z,2; N)[A(1,0) + A(1,1)] T
m(N)[A(1,0) + A(1,1)] eT

By means of the moment generating property of probability generating functions,

we may retrieve expressions for the various moments of 7" and X in terms of the
e

Qz,2) = (17)

moments of T and Xj. For example, the mean time I and the mean number

of packet arrivals ug-() between consecutive losses are given by,
pV(N) [A(1,0) + A(1,1
G0+ At L] )

iy =1 T AL0) + AL e
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(19)

respectively. Here Mg) (N) = lim,_,q ddZP(l7 z; N) is the mean number of arrivals

since the last packet loss while the buffer is full. Finally, notice that p ¢ and pf
relate to the packet loss ratio PLR as follows,

1 1

- -
;{) pﬂ%)

PLR =
1+u

(20)
Here p denotes the packet arrival intensity.

3 Continuous-Time Buffer Model

We now introduce the equivalent continuous-time buffer model and relate this
model to its discrete-time equivalent by means of uniformisation [12, Section 2.8].
The continuous-time model under investigation is the M/M/1 queue in a ran-
dom environment, see a.o. Neuts [13, Chapter 6] and Latouche and Ramaswami
[12, Section 1.2].

As before, let N denote the maximal number of packets that can be stored in
the buffer, including the one being transmitted. The queueing system operates in
a Markovian environment with state space {1,2,..., M} and generator matrix
M = [myjlij=1..m. Here my; (i # j) denotes the transition rate from state ¢
to state j. Further, whenever the environment is in state 7 and the queue is
non-empty, the arrival and departure rates equal A; and p; respectively (i =
1,..., M). Similarly, let \; denote the arrival rate when the queue is empty and
the environment is in state ¢ (i = 1,..., M).

3.1 Uniformisation

Let ¢; = Zi# mi; + A + s and & = Zi# mgj + \; denote the rate at which
an event occurs when the environment is in state ¢ and when the buffer is non-
empty and empty respectively. Here an event is either a state change, an arrival
or a departure. Further, choose ¢ such that ¢;, ¢ < ¢ < oo.

We now take a Poisson process Y (¢) with rate ¢ and let ¢g, 1, ... denote the
Poisson event times. Further we consider an independent marked Markov chain
{(Qn, An, D), n > 0} with transition matrices A(m,n) and A(m) (as defined in
(1)) given by,

A0.0)= | (M~ dig(\) — diag(u)) + 1, A0,1) = | ding(ss)
A(1,0) = 1diag(/\i)7 A(1,1) =0,
A(0) = i(./\/l — diag(\i)) + 1, A1) = 1diag(5\¢))- (21)
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It is then easy to verify that the process that evolves on the Poisson event times
according to the former transition matrices has the same generator matrices as
the original continuous-time process.

The former construction now shows that the continuous-time queueing system
can be modelled by means of a discrete-time equivalent system. The slot lengths
however do no longer have a fixed length. The slot lengths are now exponentially
distributed with mean 1/c.

3.2 Loss Characteristics

Let T and X denote the mean time between consecutive packet losses and the
mean number of packet arrivals between these losses for the continuous time
system. Further, let T and X denote the mean time — expressed as a number of
slots — between consecutive packet losses and the mean number of packet arrivals
between these losses for the discrete-time system with transition matrices given
n (21). We then easily find,

7
Z =X. (22)

Here E; denotes an independent and identically exponentially distributed series
of random variables with mean 1/c. Let Q(s, z) denote the joint transform of T
and X. In view of the former expressions we find,

(Cisfle :Q<C—|C—5’Z) . (@3

Here Q(z, 2) is given by equation (17) under the assumption that the arrival and
transmission processes are characterised by the matrices (21). The moment gen-
erating property of characteristic functions and probability generating functions
then again lead to expressions for the various moments of X and 7.

Q(s,2)=E [e_STzX] =FE

4 Numerical Example

We now illustrate our approach by means of a numerical example.

We consider a discrete-time queueing system. Let the arrivals be governed by a
discrete Markovian arrival process (DMAP). At the consecutive slot boundaries,
the arrival process is in one of two possible states (say, state a en b) and there
is a packet arrival with probability p, whenever the arrival process is in state a
at a boundary. There are no arrivals when the process is in state b. As such, the
arrival process is completely characterised by the transition probabilities agp
and ap, from state a to b and b to a respectively and by the probability p,.
Alternatively, we may characterise the arrival process by,

Qpg, 1
) . K= L= i 24
7i Qgp (07,%) ! Qgp (07,%) ’ pi Paci ( )
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The parameter o; denotes the fraction of time that the arrival process is in
state a. The parameter K; takes values between max(c;,1 — ;) and oo and is
a measure for the absolute lengths of the a-periods and b-periods. Finally, p;
denotes the arrival load.

Packet transmission times equal 1 slot but we assume that the transmission
line is not always available. E.g. the transmission line is shared between multiple
buffers and is occupied by traffic from the other buffers from time to time.
The transmission line alternates between two states (say, state ¢ and d) and
is available in state ¢ and unavailable in state d . Transition probabilities are
denoted by (.4 and (4. from state ¢ to d and from state d to c¢ respectively.
Alternatively we may characterise the interruption process by,

o /Bdc o 1
O, = , K,= .
ﬂcd + ﬂdc ﬂcd + ﬂdc

Here, o, denotes the fraction of time that the transmission line is available and
K, is again a measure for the absolute lengths that the transmission line is
(un)available.

(25)

100

80

60 -

HXU)

40

20 -

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Fig. 2. Mean of the number of arrivals between consecutive losses

In Figures 2 and 3, the mean and the coefficient of variation of the number
of arrivals between consecutive losses are depicted versus the fraction of time
o; that the arrival process is in state a. The buffer can store up to 10 packets
simultaneously and there is an arrival with probability p; = 1/2 whenever the
arrival process is in state a. Further, the transmission line is available during
a fraction o, = 1/2 of the time and different values of the input and output
burstiness factors are considered as indicated.

Increasing the arrival load implies a decrease of the quality of service: the mean
number of packet arrivals between losses decreases and the coefficient of variance
increases. Further, the presence of burstiness in the arrival and interruption
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Fig. 3. Coefficient of variation of the number of arrivals between consecutive losses

processes (K;, K, > 1) implies a decrease of the quality of service as well. Finally
notice that for o; = 1 the performance measures do not depend on K; as in this
case the arrival process is constantly in state a.

5 Conclusions

We studied loss characteristics of discrete-time and continuous-time M/M/1/N
queues in a Markovian environment. In particular, we obtained an expression for
the joint probability generating function of the time and the number of packet ar-
rivals between consecutive losses. During analysis, we heavily relied on both matrix
techniques and probability generating functions. The moment generating property
of probability generating functions enabled us to obtain various performance mea-
sures. We illustrated our approach by means of various numerical examples.
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Abstract. This paper investigates a queuing system with infinite num-
ber of servers where the arrival process is given by a Markov Arrival
Process (MAP) and the service time follows a Phase-type (PH) distri-
bution. They were chosen since they are simple enough to describe the
model by exact methods. Moreover, highly correlated arrival processes
and heavy-tailed service time distributions can be approximated by these
tools on a wide range of time-scales. The transient behaviour of the sys-
tem is analysed and the time-dependent moments of the queue length is
computed explicitly by solving a set of differential equations. The results
can be applied to models where performance of parallel processing is im-
portant. The applicability of the model is illustrated by dimensioning a
WEB-based content provider.

1 Introduction

Designers of mobile or data networks and network elements often go for the
means of mathematics and statistics in order to understand system behaviour.
Due to the complexity of the system exact mathematical methods are often
replaced by simulations, numerical estimations or simple rules-of-thumbs, each
having pros and cons.

This paper investigates the MAP /PH/co queuing model where MAP stands
for the Markov Arrival Process and PH means Phase-type distributions. Nu-
merical methods exist to approximate the moments of the queue-length for the
PH/G/oo system [2] which can be extended to the more general MAP /G /oo sys-
tem. However, these solutions rely on the numerical solution of a system of differ-
ential equations. Further, authors in [9] derive numerically tractable formulas of
the moments of BMAP /PH /oo system, which still contain elements that can only
be obtained approximately. In the following we would like to present a different
computational method where the time-dependent moments of the queue length
of MAP /PH /o0 system can be obtained exactly. Knowing the moments, discrete
and finite support distribution functions (i.e. the range of the random variable is
finite) can be calculated without using approximations. This way the number of
moments to determine is the number of different values of the random variable.

The model can be applied on systems where demands arrive according to a
non-stationary point process, the service is parallel and transient behaviour is

Y. Koucheryavy, J. Harju, and V.B. Iversen (Eds.): NEW2AN 2006, LNCS 4003, pp. 21-33, 2006.
© Springer-Verlag Berlin Heidelberg 2006
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crucial to find out the limiting factors. An application example is shown where
the number of parallel working processes in a WEB-based content provider is
the measure of interest. The requests arriving at the server can be well mod-
elled by MAP and the service time follows PH distribution. The distribution
of the number of parallel processes is evaluated at the time instant when the
expected value is the largest. The outcome of the model is the number of pro-
cessing units (e.g. servers or processing capacity) needed to serve all demands
with large probability so that the chance of blocking remain under a certain
value.

2 Mathematical Background

In this section a short introduction of the MAP is given. More details can be
found e.g. in [2]. Consider a continuous-time stochastic process {(N(x), J(z)) :
x > 0} where N(z) is the number of arrivals in time (0, ] while J(x) is the
phase at time x. The arrival process N(z) is modulated by a phase process J(z)
whose states govern the arrival rates. Let us partition the state space {(n,j) :
n>0,1<j < M} into subsets

I(k) = {(k,1),....(k, M)} fork > 0.

The infinitesimal generator matrix Q of the continuous-time Markov-process
{(N(z),J(z)) : > 0} has the following form:

DyD; 0 O ...
0 DyD; O ...
Q-|0 0DyD; ...
0 0 0D,...

b

where Dy, Dy are matrices of order M with Dy > 0, [Dg];; > 0 for 1 < ¢ #
j <M, [Dgli; <0for1<i< M and the matrix D = Dy + D1 is stochastic,
that is, De = 0, where € = (1,---,1). Matrices Dg and D filter those parts
of the Markov process which correspond to non-arrival and arrival transitions
respectively.

A natural generalization of MAP is to allow more than one arrivals which
requires the definition of D, accordingly, for m-sized batches.

A special case of MAP can be derived by letting only the diagonal elements
of Dy be nonzero, which basically means that no state transitions occur at the
time of arrivals. This results in the Markov Modulated Poisson Process (MMPP),
which is a widely used arrival model [5].

Another special case of MAP is the Phase-type (PH) renewal process. In this
case, the arrivals occur according to a renewal process where the time between
the arrivals has PH distribution represented by the (o, T) pair [2]. The vector «
is the initial probability vector of the PH distribution while T is a non-singular
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matrix describing the phase transitions until the absorption such that [T]; ; > 0
for 1 <i#j<M,[T; <0,forl<i<Mand Te < 0. In this case the
phase process J(z) is restarted after an arrival according to the initial proba-
bility vector o and the arrival rate that depends on the phase is described by
vector t:

t = —Te.

The MAP representation in this case is

Do = T7 D1 =ta.

3 Moments of an Infinite-Server Queuing System

In the following an infinite-server queuing system is introduced with MAP ar-
rivals and PH service time distribution. The moments of the queue length are
computed, where the queue length stands for the parallel demands being served
in the system.

Let X (t) denote the queue length and J(t) the phase of the arrival process
at time ¢+ and let p¥) () denote the M-vector whose ith element is uz(-K) (t)
(K > 1), where

i (1) = BIX T (1) X (0) = 0,.7(0) =]
K>1,1<i<M

X (K)(t) denotes the factorial product X (t)[X (t)—1] - - - [X (t)— K +1] and LLEK) (1)
denotes the Kth factorial moments of the number of demands being served if
the system is started from state i.

The main purpose is to calculate the time-dependence of the moments of the
above queuing system. According to the calculations in [1], the following system
of differential equations can be written for each factorial moments of the queue
length:

d

S a0 (0) =D () + {1 - H(t)}Die

u(0) =0 (1)
and for K > 2

d

L p(0) =Dt ) + K {1 - B (1)
u(0) = . (2)

H (t) denotes the cumulative distribution function (c.d.f.) of the service time and
e is the M-vector whose each elements is 1.
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Starting from solving Equation 1, the time dependence of each moment of
the queue length can be iteratively calculated by using the preceding moment
in Equation 2.

The calculation used in this paper is based on solving the above system of
differential equations with PH service time distributions. PH distribution can
also be represented by a mixed Erlang distribution [3]:

I Ji
H(t) =1- Z eiﬁit Z'Vijtjv (3)
i—1 =0

where ;s and ;s are the exponents and the coefficients, respectively, I is the
number of different exponents and J; is the maximal ¢-power belonging to the
ith exponent. Since H(t) is a c.d.f., 5; >0 for all 1 < < T.

The solution method is based on standard techniques of solving first or-
der linear inhomogeneous ordinary differential equation systems with constant
coefficients, which can be found e.g. in [10] and [11]. For details see the
Appendix.

4 Possible Application

4.1 Application Description

In this section the usage of the model is illustrated by a technical application.
The system under investigation consists of processing modules of a WEB-based
content provider. The service operates via a central file-server containing the
news items and different multimedia objects (pictures, videos, animations). The
server can identify the type of browser a certain request is sent from. The ap-
pearance of the article depends on the terminal type so the server has to optimize
it according to the type of the browser. The aim of the operator is to send the
messages in a format that appears in as good quality as possible (e.g. the size and
resolution of the pictures or the rendering of the text). Web-servers may adapt
to the limited capabilities of mobile equipments as well in order to improve the
performance and the quality of browsing.

The content provider consists of a central server, converter units and a storage
unit. The operation steps of the service is illustrated in Figure 1. The timing
sequence of the events is represented by the numbers next to the arrows.

1. When a new article arrives from the news agency at the server a basic version
is generated.

2. A message arrives from a user requesting for the article.

The server converts the basic version according to the browser type.

4. Since there may be another user with the same browser type requesting this

article the converted version is stored temporarily so that the conversion

need not be performed once again.

The storage unit sends the requested version of the article to the server.

6. The server forwards the article to the user.

©w

(V31
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Fig. 1. Outline of the news service

When a request arrives from a browser of type that has been processed so far,
the server can turn to the storage unit. For a new browser type the conversion
has to be made. Note that the converters are not necessarily separate processing
units, they can be different program threads on the same processor.

The purpose is to investigate the functionality of the conversion from the
publication of a new article by the agency to the state where the article is con-
verted to all possible forms. In order for the fast service more than one different
conversion can be processed at the same time. If the number of converters is
not large enough all the converters may be occupied resulting in rejection of a
request coming from a terminal which has a new type. Increasing the number
of converters may meet financial limits. The task is to fix an upper limit for the
processing converters where the probability of being all of them occupied is very
small.

4.2 Mathematical Modeling

Matrix-geometric methods can be applied to the above model in the following
way. If there are n types of browser, matrices D, Dy and D; can be built from
the relative frequency of the occurrence of each browser types and the arrival
intensity of the requests from the users. Table 1 shows the relative frequencies
of n browser types.
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Table 1. Share of the different types of browsers (frequency)

Type 1 2...n
Frequency Fy F> ... F,

Since F;s are relative frequencies, Z?:l F; = 1. If all F;s are different, the
number of states in the MAP is S = 2™ thus, the S x S matrix D describing the
model becomes rather large. However, the size of the matrix can be reasonably
decreased by letting the frequency of some types the same thus, n; browser types
have the same frequency. Table 2 shows such a scenario, here Zle n; F; = 1.

Table 2. Share of the different types of browsers with reduced number of different
frequencies

Type 1 2 ...nnma+1mi+2...ni4+n2... 1+ ... +ng
F‘requency F1 F1 F1 F2 F2 F2 Fk

The resulting number of states is S = Hf:l N

The states represent the number of messages of certain browser types that
have arrived so far. State transitions may only occur if a new type of request
arrives. If the requests have Poisson arrival with rate A, the elements of the MAP
representation matrix D can be built from A multiplied by the proper frequency
values. For details see Section 4.3.

4.3 Numerical Example

An example is shown where the time-dependent moments of the queue-length of
a MAP/M /oo is computed. Let’s assume that the requests of the users arrive
according to Poisson process with intensity 8 requests per sec. In our example 10
different types of terminals are known with different converting procedures. The
time of conversion is exponentially distributed with average 5 seconds (though
the model can handle more complex distributions).

H(it)=1—e"5.

The share of the 10 different types and their average number of requests in a
second is summarized in Table 3.

One can see from Table 4 that the state space of the underlying MAP can
be described by 4-tuples. These vectors point out which terminal types have a
properly converted version of the latest article in the storage unit. The meaning
of the elements of the 4-tuples is:

1. If the article is not converted for type 1 then its value is 0 otherwise 1.
2. If the article is not converted for type 2 then its value is 0 otherwise 1.
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Table 3. Share of the different types of browsers (frequency) and the number of re-
quests in a second generated by them (intensity)

Type Frequency Intensity

1. type 21% 1.68
2. type 20% 1.6
3. type 13% 1.04
4. type 13% 1.04
5. type 13% 1.04
6. type 4% 0.32
7. type 4% 0.32
8. type 1% 0.32
9. type 1% 0.32
10. type 4% 0.32

Table 4. Different types of browsers sorted by their intensities

Frequency Types Intensity
21% 1. 1.68
20% 2. 1.6
13% 3., 4., 5. 1.04
1% 6., 7., 8., 9., 10. 0.32

3. Conversions of types 3-5 are counted here. Its value can be between 0 and 3.
The arrival order does not matter since types 3-5 have the same frequency.
4. Conversions of types 6-10 are counted here. Its value can be between 0 and 5.
The arrival order does not matter since types 6-10 have the same frequency.

The number of states is 2-2-4-6 = 96. State transition is allowed only between
states whose 4-vector representation differs in only one digit. The initial state is
(0,0,0,0), i.e. the storage unit is still empty. The state transitions are given in
a 96 x 96 matrix Dy in the following way (see Figure 2).

If the state transition corresponds to the conversion of terminal type 1 then
the value of the matrix element is 8 1/s-0.21 = 1.68 1/s as it can be seen
in Table 3 in column ”Intensity”. The matrix element of the state transition
corresponding the conversion of terminal type 2 is 1.6 1/s.

In case of types 3-5 the corresponding state transition changes the 3rd vector
element. In this case the number of conversions needs to be maintained as well
since the first request is expected to arrive with intensity 3-1.04 1/s =3.12 1/s
from one of types 3-5. However, after the first request, only the remaining two
types can generate new requests so the intensity decreases to 2 -1.04 1/s =
2.08 1/s. If 2 types are already processed from types 3-5, the arrival intensity of
the remaining request is 1.04 1/s.

The case of types 6-10 is similar to the above case of types 3-5. Here the initial
intensity is 5-0.32 1/s = 1.6 1/s and it decreases to 0.32 1/s if one type is left
to be processed.
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Fig. 2. State transition upon arrivals

From the publishment of the article the requests arrive continuously to the
server. After the first types are processed, the number of needed conversions
is smaller. If 10 converters are available, all demands can be served. How-
ever, we will see that the service can be completed with a smaller number of
converters.

Since every request from a new type generates a state transition, Dg has
only diagonal elements, each of them assigned so that D = Dy + D; is stochas-
tic, i.e. the sum of the elements in a row is 0. By replacing the D and D4
matrices and the H(t) function into Equations 1 and 2 and solving them fol-
lowing the steps shown in the Appendix, the time-dependent moments can be
obtained. The formulae are evaluated by Matlab, for the computation example
see [13].

In Figure 3 the time evolution of the average number of busy converters is
depicted. It can be seen clearly that the largest number of working converters is
expected to operate 0.75 seconds after the news publishment.

In order to find a reasonable limit for the number of available converters
where the probability of saturation is small at the maximum utilization, the
moments of the number of busy converters are evaluated 0.75 seconds after the
publishment of the new article. Assuming that we have unlimited number of
available converters, Table 5 contains the results.

Since the number of conversions is at most 10, the distribution of the number
of parallel conversions can be computed from the moments with the help of a
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Fig. 3. Time evolution of the average number of busy converters after the publishment
of a new article

Table 5. Moments of the number of parallel conversions 0.75 seconds after the pub-
lishment of the new article

Factorial Moment

moment
1. 1.848 1.848
2. 3.063 4.911
3. 4.499 15.537
4. 5.763 56.048
5. 6.307 224.208
6. 5.734 976.641
7. 4.157 4573.540
8. 2.253 22805.388
9. 0.812 120181.397
10. 0.146 665327.954

Vandermonde-type matrix [12]. Table 6 shows the probability of the number of
parallel conversions (N) exceeding a given limit (n).
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Table 6. Distribution function of the number of parallel conversions 0.75 seconds after
the publishment of the new article

n 0. 1. 2. 3. 4 5. 6. 7. 8. 9. 10.
P(N >n) 0.871 0.577 0.276 0.095 0.023 0.004 5-107*4-107°2-1073-107% 0

If the system was designed so that the probability of reaching the capacity
limit should be less than 0.1%, from Table 6 it can be deduced that instead of 10
converters, 5 converter units or processing capacity corresponding to 5 parallel
processing threads would be sufficient.

5 Conclusions

The paper introduces a mathematical model and shows one possible application.
The transient behaviour of the moments of a MAP/PH /oo queuing system is de-
termined exactly, which can be used to obtain the exact distribution. This model
can be used to describe transient behaviour of systems with parallel servers, gen-
eral arrival and general processing times. The applicability of the computational
method is illustrated by solving a dimensioning problem of content and multi-
media servers.
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Appendix

The solution for the factorial moments in Equations 1 and 2 can be expressed
as the sum of the general solution of the homogeneous part and a particular
solution of the inhomogeneous part of the differential equation system. Since D4
and Dg matrices are constant, the solution of the homogeneous part remains
the same for all moments. For K > 2, the solution of the inhomogeneous part
of the differential equation system for the Kth moment depends on the solution
of the differential equation system corresponding to the K — 1st moment. We
start with computing p(1(¢), then the same method can be used for the higher
moments, accordingly.

The first step of solving Equation 1 is to obtain the solution of the homoge-
neous part of the equation:

d
dt
The general solution is the linear combination of exponentials:

p () = DD 1 (@)

M
pDH) (1) = Z Vo Cme™™?t (5)
m=1

The M x M matrix V is the similarity transformation matrix generating
Jordan form from the constant coefficient matrix D: VDV ™! = J. If D has
single eigenvalues the columns of V are the eigenvectors of D, r,,s are the
corresponding eigenvalues, ¢,,s are unknown variables.

Since D is a stochastic matrix it has an eigenvalue equal to 0, and the real
part of all other eigenvalues are negative.

Remark 1. Since one of the exponents is 0, the above solution of the homoge-
neous part of the differential equation system has a term independent of ¢. This
term plays an important role, when we take the limit £ — co. We may choose
r1 = 0 without breaking the generality.
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Remark 2. In case of complex eigenvalues, complex conjugate pairs occur in the
set of roots of the characteristic polynomial of D and also in the exponents,
resulting in real numbers in the solution.

Remark 3. In case of multiple eigenvalues, extra polynomials should be taken
into account but the basic solution methodology remains the same.

For the general solution of the differential equation system, one should also get
one of the particular solutions. For this purpose, the method of undetermined
coefficients can be applied, i.e. we consider ¢,, (1 < m < M) as a function of t.

M
ZVkmCJn( et = fi.(b), (6)
m=1

where

M
fe(t) = (1= H(t)) Zlei

and it can be written the following general form:

I Ji
— B k),
=Y e My (7)
i=1 j=0

The derivatives of the ¢, (t) functions (1 < m < M) can be expressed by
fx(t) functions and the inverse of V. Let the M x M matrix A be the inverse
of V, A = V~1. Solving Equation 6 for ¢, the following equations hold for the
derivatives of the coefficients:

M M I
t) = ZAmkfk(t)e_rmt = Z Z (BirA4rm)t Z,YZ] ’
k=1 k=1 i=1

1<m<M (8)

After the integration of both sides of Equation 8, we get the following formula
for ¢, (the constant part of the integration is taken as 0 for simplicity because
a particular solution is sufficient):

M I Ji J Bint
o (N rmt () DG+ 1) e Pwts "
COREE D DD OD DH I HL Ll v A
(0)k=1 (¢)i=1 j=0 =0 61,c
1<m<M

where 65,2") = Bik + Tm. The square sign indicates that the above formula is

evaluated only for those ¢ and k indexes for that 65,2") # 0. If 65,2") = 0, those @
and k indexes should be treated separately:

t7+
- 5 3 Sl e

#)k=1 (x)i=1 j=0
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where the star sign indicates that the summation is performed for only those 4

and k indexes for that 65,7?) = 0. The nth component of the particular solution
can be written as

(P) Z VnmC

D) (¢ Z i Co ()"

1<n<M (9)

The particular solution of the Equation system 1 is the sum of the two different
cases.

PP (1) = 1 2WP) ) 4 = DP) (g (10)

Note, that both ,ufl(l)(P)( t) and ﬂ*(l)( )( t) converge with ¢ — oo to zero since
Bir > 0 for all 4 and k in the corresponding interval, r,,, > 0 for all 2 < m < M
and r; = 0 can not occur in un(l)( )( t) since in that case 65,7?) = 0 does not hold.

The general solution of the first factorial moment can then be derived by
replacing Equations 5 and 10 in the following formula:

) (8) = nPE @) + PP () (11)

In order to calculate c¢,, coefficients in Equation 5 the initial condition of
Equation 1 can be used, thus

M
;“gzl)(o) = Ngzl)(P)(O) + Z Vamem =0

m=1

where ¢, is considered as constant. Using the notation A = V~! again, the
vector of coeflicients can be calculated by

c=—AxpMWP)N(0) (12)

The time-dependent solution of Equation 1 is thus described in Equation 11

(1)(H )()

where iy, is specified in Equation 5 where the ¢,, expressed in Equation 12

should be replaced and u%l)(P) (t) is specified in Equation 10.
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Abstract. Long-range dependent (LRD) self-similar chaotic behaviour has
been found to be present in internet traffic by many researchers. The ‘Hurst
exponent’, H, is used as a measure of the degree of long-range dependence. A
variety of techniques exist for estimating the Hurst exponent; these deliver a
variable efficacy of estimation. Whilst ways of exploiting these techniques for
control and optimization of traffic in real systems are still to be discovered,
there is need for a reliable estimator which will characterise the traffic. This
paper uses simulation to compare established estimators and introduces a new
estimator, HEAF, a ‘Hurst Exponent Autocorrelation Function’ estimator. It is
demonstrated that HEAF(2), based on the sample autocorrelation of lag2,
yields an estimator which behaves well in terms of bias and mean square error,
for both fractional Gaussian and FARIMA processes. Properties of various es-
timators are investigated and HEAF(2) is shown to have promising results.
The performance of the estimators is illustrated by experiments with
MPEG/Video traces.

1 Introduction

Self-similar and long-range dependent (LRD) characteristics of internet traffic have
attracted the attention of researchers since 1994 [1, 2]. It is especially important to
understand the link between self-similar and long-range dependence of traffic and
performance of the networks. Thus, in [3] it was observed that the performance of
networks degrades gradually with increasing self-similarity, which results in queuing
delay and packet loss. The more self-similar the traffic, the longer the average queue
size. The queue length distribution is caused by self-similar traffic. The tail of the
queue length distribution tends to be higher when the traffic is self-similar and thus
resulting in a higher probability of buffer overflow (packet loss). The performance
results [4] prove that the degree of self-similarity in the traffic increases as the cell
loss and cell delay increase for certain output port buffer size.

The LRD property of the traffic fluctuations has important implications on the per-
formance, design and dimensioning of the network. Self-similarity in packetised data
networks can be caused by the distribution of file size and by human interactions such
as teleconferences, voice chat, online video and games etc.

Y. Koucheryavy, J. Harju, and V.B. Iversen (Eds.): NEW2AN 2006, LNCS 4003, pp. 34—45, 2006.
© Springer-Verlag Berlin Heidelberg 2006
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Estimation of the Hurst parameter, H, has been carried out in biophysics, hydrol-
ogy, stock markets, meteorology, geophysics, etc. [5]. The Hurst exponent is also
used to measure the degree of LRD in internet traffic. Having a reliable estimator can
yield a good insight into traffic behaviour and eventually may lead to improved traffic
engineering.

A number of methods have been proposed to estimate the Hurst parameter. Some
of the most popular include: aggregated variance time (V/T), Rescaled-range (R/S),
Higuchi’s method and wavelet-based methods. The various methods demonstrate
variable performance. We here discuss the properties of these estimators.

This paper compares the established estimators by simulation experiments, and in-
troduces a new estimator which we call a HEAF estimator; i.e. a ‘Hurst Exponent by
Autocorrelation Function’ estimator. This estimator, HEAF, estimates H by a process
which is simple, quick and reliable. In order to investigate the properties of HEAF
and to compare it with other estimators, two different simulation studies were per-
formed. The first one uses fractional Gaussian noise (fGn) sequences generated by
the Dietrich-Newsam algorithm [6], generating exact self-similar sequences. The
second set of simulations uses a fractional autoregressive moving average
(FARIMA) process [7]. In [8], it is shown that the FARIMA process can be effec-
tively used to model network traffic. The fGN process is a simpler model which is
convenient to use for comparison.

The paper is organized as follows. Section 2 describes the definitions of self-
similarity and long-range dependence. Section 3 shows the relationship between the
autocorrelation function and LRD. The established methods for estimating Hurst
parameter are highlighted in section 4. The algorithm for generating self-similar se-
quences is described in section 5. Section 6 introduces the new estimator, HEAF.
Finally the results are presented in section 7.

2 Self-similarity and Long-Range Dependence

A phenomenon which is self-similar looks the same or behaves the same when
viewed at different degree of magnification. Self-similarity is the property of a series
of data points to retain a pattern or appearance regardless of the level of granularity
used and can be the result of long-range dependence (LRD) in the data series. If a
self-similar process is bursty at a wide range of timescales, it may often exhibit long-
range-dependence.

Long-range-dependence means that all the values at any time are correlated in a
positive and non-negligible way with values at all future instants. The auto-
correlation function is a measure of how similar a time series X(¢) is to itself shifted in
time by k, creating the new series X(f+k). A continuous time process

Y ={Y(¢), t 20} is self-similar if it satisfies the following condition [9]:
d
Y(t) =a"Y(at), Va>=0, Ya>0, for 0<H <], 2.1

where H is the index of self-similarity, called the Hurst parameter and the equality is
in the sense of finite-dimensional distributions.
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Consider a stationary series of length n and let M be the integral part of n/m,
where the original series X has been divided into non-overlapping blocks of size m.
Then define the corresponding aggregated sequence with level of aggregation m by

km

> X(i); k=123,..,M. (The index, k labels the block) (2.2)

X)) =L
m = (k-1)m+l

If X is the increment process of a self-similar process Y defined in (2.1), i.e.,
d
X(i)= Y(i + 1)— Y(i), then X = m"™ X (m) ; for all integer m . (2.3)

A stationary sequence X = {X (i ), i 1} is called exactly self-similar if it satisfies
(2.3) for all aggregation levels m.

3 Relationship Between LRD and Auto-Correlation Function
(ACF)

The stationary process X is said to be a long-range dependent process if its ACF is
non-summable [10], meaning that i P, =00
k=—oo

The details of how the ACF decays with k are of interest because the behaviour of
the tail of ACF completely determines its summability. According to [1], X is said to

kK@ s k —> oo, (3.1)
Wherel/2< H <1 and L(.)slowly varies at infinity, i.e., lim L(xt)/ L(t)=1,
f—300

exhibit long-range-dependence if 0, ~ L(t)

for all x > 0. Equation (3.1) implies that the LRD is characterized by an autocorrela-
tion function that decays hyperbolically rather than exponentially fast.

4 Estimation of the Hurst Parameter

In this paper, we use four different methods in conjunction with HEAF to estimate the
Hurst exponent, H, namely: (a) Aggregated Variance Time (V/T) analysis, [11, 12]
(b) Rescaled-range (R/S) analysis for different block sizes, [1, 11] (c) Higuchi’s
method, [13] and (d) the wavelet method [14, 15].

5 Generation of Self-similar Sequences

With the intention of understanding the long-range dependence, we started our simu-
lation study with fractional Gaussian noise (fGN) [6] and with FARIMA (0,d,0),
which is the simplest and the most fundamental of the fractionally differenced
ARIMA processes [7]. For the fGN process, we used Dietrich and Newsam algorithm
[6]. The algorithm is implemented in Matlab which is publicly available in [16]. A
Matlab implementation is given in [16] for the simulation of FARIMA process.
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6 HEAF: A ‘Hurst Exponent by Autocorrelation Function’
Estimator

We here introduce a new estimator by extending the approach of Kettani and Gubner
[17]. As in [17], for a given observed data X, (ie. X ,......... ,X ), the sample

autocorrelation function can be calculated by the following method:

Let a, =lZX,_ (6.1)
n i
n—k
and 7 (k)—% (Xi _,[ln)(XHk —,[l,.) , where k =0,1, 2, ....., n, (6.2)
i=1
with 62 =7%,0). (6.3)

Then the sample autocorrelations of lag k are given by
A A~ A2
P =710, (6.4)

(Equations (6.1), (6.2), (6.3) and (6.4) denote the sample mean, the sample covari-
ance, the sample variance and the sample autocorrelation, respectively). A second-
order stationary process is said to be exactly second-order self-similar with Hurst

exponent 1/2< H <1 if
P, =Lk +D* =2k +(k-1)°"1/2 (6.5)

From equation (6.5), Kettani and Gubner suggest a moment estimator of H. They
consider the case where k =1 and replace P, by its sample estimate ,51 , as defined in
equation (6.4). This gives an estimate for H of the form

H =05+(0.5/log,?2) log,(1+ p,) (6.6)

Clearly, this estimate is straightforward to evaluate, requiring no iterative calculations.
For more details of the properties of this estimator, see Kettani and Gubner [17].

We now propose an alternative estimator of H based upon equation (6.5), by con-
sidering the cases where k>1. Note that the sample equivalent of equation (6.5) can
be expressed as

FH)=p, —05{(k+1)*" —=2k*" +(k-1)*"} = 0. (6.7)

Thus, for a given observed ﬁk , k>1, we can use a suitable numerical procedure to

solve this equation, and find an estimate of H. We call this a HEAF(k) estimate of H.
To solve equation (6.7) for H, we use the well-known Newton-Raphson (N-R)
method. This requires the derivative of f{H).
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The algorithm to estimate HEAF(k), for any lag k, consists of the following steps:

1. Compute the sample autocorrelations for lag k of a given data set by equation
(6.4). (Note that X; can be denoted as the number of bits, bytes, packets or bit rates
observed during the i th interval. If X; is a Gaussian process, it is known as frac-
tional Gaussian noise).

2. Make an initial guess of H, e.g. H; = 0.6, then calculate H, , H;, Hy, ..., succes-

sively using H,,,=H,—f(H,)/ f'(H,), until convergence, to find the

estimate H for the given lag k. Our initial consideration is of the case where k =
2 in equation (6.2); i.e. we first consider HEAF(2).

One of the major advantages of the HEAF estimator is speed, as the NR-method con-
verges very quickly to a root. The form of the equation (6.7) appears to give quick
converge (within at most four iterations) for any initial guess in our range of interest,

namely H in (0.2, 1). If an iteration value, H, is such that f’(H , ) = (), then one can

face “division by zero” or a near-zero number [18]. This will give a large magnitude
for the next value, H, , ; which in turn stops the iteration. This problem can be re-
solved by increasing the tolerance parameter in the N-R program. We have consid-
ered HEAF(k), for k=2, ...,11, and have encountered no difficulty in finding the
root in (0.5, 1). Clearly, HEAF(k) is a moment based estimator. We will consider
aspects of its properties which arise from this in a subsequent paper.

7 Results and Discussion

We compared the estimators for sample sizes n = 2", 2!, 2'° by generating 20 differ-
ent realisations for each of several values of H . The value of H was estimated apply-
ing variety of methods, including HEAF(2).

The results are presented in the Tables 1(a) and 1(b). The (absolute) bias, mean
square error (mse), and variance (var) of the estimators are shown. A confidence
interval was found for the Hurst parameter (and hence effectively for the bias), to give
an indication of the accuracy of our simulated biases. HEAF(2) generally exhibits
better performance (for H=0.6, 0.7, 0.8) than the other estimators as the length of the
sample varies. There is a little difference observed between the size of the bias and
mse of the wavelet and HEAF(2) estimators for H=0.5 and H=0.9. Table 2 describes
the simulation results for samples from the FARIMA (0, d, 0) process. We generated
100 realizations for each H, each of length 16384. For H = 0.6, HEAF(2) is less bi-
ased than other estimators, except R/S. Also HEAF(2) exhibits less mean square error
(mse) than others for all cases (i.e., for H=0.6, 0.7, 0.8, 0.9).

7.1 Why Lag 2 (i.e. k = 2) in HEAF ?

To investigate a suitable lag (k) of the ACF for this estimator, we generated 50 reali-
zations of varying sample lengths (For reasons of space, we here show the results for
n=2048 and n=16384. Results for interim n are similar) from the fGN process and the
FARIMA(0,d,0) process.
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Figure 1 shows the bias of the HEAF(k) estimator based on the ACF of lag %,
k=1,...,11. It is clear from the figure that HEAF(1) shows the least absolute bias com-
pared to others and as a second choice, HEAF(2) is better than HEAF(k), for most
higher k. Figure 2 represents the mean square error (mse) of the HEAF(k) estimators.
HEAF(1) shows less mse than others. As an alternative choice, HEAF(2) is better
than the other HEAF estimators based on higher lags.

Table 1(a). Estimation of H for 20 independent realisations of various lengths (for the fGN

process)

Estimators | Sample
size H=0.5 H=0.6 H=07 H=038 H=09
bai 0.4937 0.5953 0.6939 0.7875 0.8698
213 [ibiasl 0.0063 0.0047 0.0061 0.0125 0.0302
mse 0.0005 0.0001 0.0001 0.0002 0.001
var 0.000022 0.000006 0.000003 0.000003 0.000005
Cl 0.484,0.503 | 0.59,0.6 0.69, 0.697 0.784,0.791 | 0.866,0.874
i 0.5004 0.5993 0.6972 0.7916 0.8752
2% [ibiasl 0.0004 0.0007 0.0028 0.0084 0.0248
HEAF(2) mse 0.0001 0 0 0.0001 0.0007
var 0.000007 0.000002 0.000001 0.000002 0.000003
Cl 0.495,0.506 | 0.596,0.602 | 0.695,0.699 | 0.789,0.794 | 0.872,0.879
i 0.5044 0.6007 0.6996 0.7946 0.8797
215 [Mibiasl 0.0044 0.0007 0.0004 0.0054 0.0203
mse 0.0001 0.0001 0 0 0.0004
var 0.000005 0.000003 0.000001 0.000001 0.000002
Cl 0.5, 0.509 0.598,0.604 | 0.697,0.702 [ 0.793,0.797 | 0.877,0.882
i 0.4982 0.6076 0.7143 0.8194 0.9231
213 [ibiasl 0.0018 0.0076 0.0143 0.0194 0.0231
mse 0 0.0001 0.0002 0.0004 0.0006
var 0.000002 0.000002 0.000002 0.000002 0.000003
CI 0.495,0.501 | 0.605,0.611 [ 0.711,0.717 | 0.816,0.823 | 0.92,0.926
i 0.4997 0.6089 0.7156 0.8205 0.9245
2% [ibiasl 0.0003 0.0089 0.0156 0.0205 0.0245
Wavelet mse 0 0.0001 0.0003 0.0004 0.0006
var 0.000002 0.000002 0.000001 0.000001 0.000001
Cl 0.497,0.502 | 0.606,0.611 | 0.713,0.718 | 0.818,0.823 | 0.922,0.927
i 0.5013 0.6104 0.717 0.8218 0.9255
215 [Tibiasl 0.0013 0.0104 0.017 0.0218 0.0255
mse 0 0.0001 0.0003 0.0005 0.0007
var 0.000001 0.000001 0.000001 0.000001 0.000001
CI 0.499,0.504 | 0.608,0.613 | 0.715,0.719 | 0.82,0.824 0.923, 0.928
bai 0.4995 0.603 0.7116 0.8232 0.9469
Ibias! 0.0005 0.003 0.0117 0.0232 0.0469
913 mse 0.002 0.0021 0.0026 0.0029 0.0034
var 0.000103 0.000111 0.000132 0.000126 0.000063
CI 0.479, 0.52 0.582,0.624 | 0.689,0.735 [ 0.801,0.846 [ 0.931,0.963
bai 0.4994 0.6028 0.7113 0.8272 0.9461
2% [ Tibiasl 0.0006 0.0028 0.0113 0.0272 0.0461
Higuchi mse 0.0018 0.002 0.0025 0.0034 0.0033
var 0.000094 0.000103 0.000122 0.000141 0.00006
CI 0.48,0.519 0.582,0.623 | 0.689,0.733 [ 0.803,0.851 [ 0.931,0.962
bai 0.4993 0.6027 0.711 0.8268 0.9316
215 | Tibiasl 0.0007 0.0027 0.0111 0.0268 0.0315
mse 0.0017 0.0019 0.0023 0.0033 0.0044
var 0.000088 0.000098 0.000117 0.000135 0.000181
Cl 0.481,0.518 | 0.583,0.622 | 0.689,0.733 | 0.804, 0.85 0.905, 0.958
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Table 1(b). Estimation of H for 20 independent realisations of various lengths (for the fGN
process)

Estimators | Sample
size H=05 H=0.6 H=07 H=0.8 H=09
H 0.5352 0.6211 0.7106 0.8099 0.9426
2B Ibias| 0.0352 0.0211 0.0106 0.0099 0.0425
mse 0.0136 0.0122 0.0112 0.0106 0.0117
var 0.000651 0.00062 0.000585 0.000554 0.00052
CI 0.484, 0.586 0.571, 0.671 0.662, 0.759 0.763, 0.857 0.897, 0.988
H 0.546 0.6363 0.729 0.8307 0.9644
. 24 Ibias| 0.046 0.0363 0.029 0.0307 0.0644
Variance mse 0.015 0.0139 0.0124 0.0128 0.0156
var 0.000679 0.000662 0.000578 0.000623 0.000602
CI 0.494, 0.598 0.585, 0.688 0.681, 0.777 0.781, 0.881 0.915, 1.014
H 0.5618 0.6527 0.746 0.8483 0.9822
215 Ibias| 0.0618 0.0527 0.046 0.0483 0.0822
mse 0.018 0.0167 0.0155 0.0152 0.0188
var 0.000746 0.000733 0.000706 0.000675 0.000632
CI 0.507, 0.616 0.599, 0.707 0.693, 0.799 0.796, 0.9 0.932, 1.033
H 0.4993 0.5866 0.6687 0.7555 0.8278
2B Ibias| 0.0007 0.0133 0.0313 0.0445 0.0722
mse 0.0036 0.0045 0.0056 0.0073 0.0106
var 0.000191 0.000227 0.000243 0.00028 0.000285
CI 0.472, 0.527 0.557,0.617 0.638, 0.7 0.722, 0.789 0.794, 0.862
H 0.4955 0.5845 0.6728 0.7571 0.832
214 Ibias| 0.0045 0.0155 0.0272 0.0429 0.068
R/S mse 0.0036 0.0045 0.0056 0.0072 0.0101
var 0.000186 0.000224 0.000256 0.000282 0.00029
CI 0.468, 0.523 0.555,0.614 | 0.641, 0.705 0.724, 0.791 0.798, 0.866
H 0.493 0.5826 0.6722 0.7586 0.8494
2 Ibias| 0.007 0.0174 0.0278 0.0415 0.0506
mse 0.0037 0.0045 0.0056 0.0071 0.0085
var 0.000193 0.000222 0.000256 0.000283 0.000311
CI 0.465, 0.521 0.553, 0.612 0.64, 0.704 0.725, 0.792 0.814, 0.885

Figure 3 and Figure 4 depict the size of the bias and mse of HEAF(k) for
k=1,...,11, for the estimates for a FARIMA series. From Figure 3, it is seen that
HEAF(1) yields the most biased estimator of H. For n= 2048, HEAF(3), HEAF(7)
and HEAF(9) give less bias for H = 0.9, 0.7, 0.6, respectively. For n= 16384, the bias
of the estimators fluctuates for all lags except lagl.

In Figure 4, HEAF(1) generally has higher mse than for HEAF(k), k>1. For
n= 2048, HEAF(2) has least mse for H = 0.6, 0.8, 0.9. For n=16384, HEAF(3) has
least mse for H = 0.8 and H= 0.9. HEAF(2) and HEAF(10) have smallest mse for H =
0.6 and H = 0.7, respectively. The difference between the mse’s of the estimators of
HEAF(2) and HEAF(3) is less than the difference between the mse’s of HEAF(1)
and HEAF(2). A similar scenario can be observed in case of bias of the estimators,
which is shown in Figure 3.

In sharp contrast, HEAF(1) is an estimator with greater bias, with more mse, com-
pared to HEAF(2) and HEAF(3), for the simulations from the FARIMA process. On
the other hand, HEAF(1) is suitable for the fGN process (which is not surprising as it
is based upon the ACF of that process). But the difference between the mse (or bias)
of HEAF(1) and HEAF(2) is far less for the simulated fGN process than the differ-
ence for the simulated FARIMA process.
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Thus, on the basis of bias and mse, HEAF(2) may be considered to give an estima-
tor which is suitable for both f{GN and FARIMA process. However, since the
FARIMA process is more appropriate in simulating network traffic than fGN [19],
and is also more flexible than fGN in terms of simultaneously modelling both short-
range dependence (SRD) and LRD [20, 21], we suggest that HEAF(2) might be used
to estimate the Hurst parameter as it can more or less adapt to both processes.

Table 2. Simulation of properties of estimators of the Hurst parameters for 100 realizations of
sample length 16384 (for the FARIMA (0, d, 0) process)

Estimators H=0.6 H=0.7 H=0.8 H=0.9
7 0.5929 0.6815 0.7737 0.86
HEAF Tbias| 0.0071 0.0185 0.0263 0.04
mse 0.0002 0.0004 0.0008 0.0017
var 0.0000011 0.0000006 0.0000007 0.000001
I 0.591,0.595 0.68,0.683 0.772.0.775 0.858,0.862
7 0.5889 0.6772 0.767 0.8559
Wavelet Ibias| 0.0111 0.0228 0.033 0.0441
mse 0.0002 0.0006 0.0011 0.002
var 0.0000003 0.0000003 0.0000004 0.0000003
Cl 0.588,0.59 0.676,0.678 0.766,0.768 0.855,0.857
- O 0.5841 0.6877 0.7697 0.8583
Higuchi Ibias| 0.0159 0.0123 0.0303 0.0417
mse 0.0045 0.006 0.0063 0.0065
var 0.0000433 0.0000594 0.0000544 0.0000476
@] 0.571,0.597 0.672,0.703 0.755,0.784 0.844,0.872
_ 7 0.6799 0.7738 0.8251 0.9078
Variance Ibias| 0.0799 0.0738 0.0251 0.0078
mse 0.0342 0.0242 0.0264 0.0245
var 0.0002808 0.000189 0.0002604 0.0002466
I 0.646,0.713 0.746,0.801 0.793,0.857 0.876,0.939
7 0.598 0.6874 0.7713 0.8531
R/S Ibias| 0.002 0.0126 0.0287 0.0469
mse 0.0061 0.0067 0.0097 0.0138
var 0.0000614 0.0000657 0.0000893 0.0001167
I 0.582,0.614 0.671,0.704 0.752,0.79 0.831,0.875

7.2 Performance of the Estimators

The estimated Hurst parameters from the wavelet analysis, Aggregated variance and
Whittle method have been presented in [22] for real data and synthetic data, where it
is observed that the Whittle and wavelet methods overestimate the degree of self-
similarity (i.e., produce H >1). It seems that the wavelet method can be used to obtain
relatively well performing estimators of the Hurst parameter for stationary traffic
traces [23], which accords with our results. The study [23] explores the advantages
and limitations of the wavelet estimators. Here the authors found that a traffic trace
with a number of deterministic shifts in the mean rate results in steep wavelet spec-
trum, which leads to overestimating the Hurst parameter.

In this section, Hurst parameters are estimated for MPEG/video trace files (for ex-
ample, frame size of MPEG video files, music video and movies) that are publicly
available in [24, 25]. In Table 3, Hurst parameters are calculated for frame size (byte)
of different types of frames. The frame type I, P, B denote Intracoded, Predictive and
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Table 3. Estimated Hurst parameters for MPEG Table 4. Hurst parameters for Movies

trace files [25] [24]
MPEG Hurst parameter for frame Estima- Files (Movies) Estimators
files type tors Frame-type: I, Wave- HEAF(2)
1 P B IPB Length (byte) let
1.151 0.994 1.032 0.412 Wavelet Star Wars I CD1 0.437 0.944
0.905 | 0917 | 0.956 | 0.689 | HEAF(2) Star Wars I CD2 0.441 0.948
ATP 0.661 | 0.765 | 0.730 | 0.756 | R/S Hackers 0.490 0.555
1.417 1.247 1.284 1.302 V/T KissoftheDragon 0.810 0.928
0.997 | 0.995 | 0.996 | 0.996 | Higuchi LordOfTheRingsII-
1.304 | 0.938 | 0.954 | 0.360 | Wavelet CD1 0.617 0.872
0.967 | 0.953 | 0.979 | 0.563 | HEAF(2) LordOfTheRingsII-
MrBean | 0.954 | 0.936 | 0.920 | 1.027 | R/S CD2 0.635 0.893
1.284 0.945 1.081 1.128 VIT RobinHoodDisney 0.398 0.885
1.000 | 0.985 | 0.991 | 0.993 | Higuchi TombRaider 0.760 0.886
1.229 | 0.861 1.043 | 0.373 | Wavelet
0.949 | 0916 | 0.968 | 0.525 | HEAF(2)
0.831 | 0921 | 0.895 | 1.003 | R/S
Lambs
1.382 1.354 1.400 1.468 VIT
0.996 | 0.998 | 0.997 | 0.997 | Higuchi
1.189 | 1.003 | 1.026 | 0.241 | Wavelet
Bond 0.951 | 0951 | 0.965 | 0.631 | HEAF(2)
0.951 | 0903 | 0.865 | 0.976 | R/S
1.393 | 1.337 | 1.384 | 1410 | V/T
1.006 | 1.007 | 1.005 | 1.006 | Higuchi
Table 5. Hurst parameters for Music Videos [24]
Files (Music Videos) Estimators
Frame-type: I, Length (byte) Wavelet HEAF(2) R/S V/T Higuchi
Alanis Morissette - Ironic 0.406 0.675 0.950 1.638 0.997
Alizee - J'en Ai Mare 0.066 0.580 0.110 1.651 1.000
Crazy Town - Butterfly 0.422 0.666 0.817 1.056 1.001
DMX - Ruff Ryderz Anthem 0.014 0.907 0.702 1.463 0.998
Eminem - My Name Is 0.455 0.559 0.586 1.231 1.000
Jennifer Lopez - If You Had My Love 0.540 0.613 0.691 1.225 0.999
Metallica - Nothing Else Matters 0.455 0.613 0.738 1.624 0.998
Offspring - Self Esteem 0.364 0.679 0.731 1.593 0.997
Pink - Family Portrait 0.520 0.608 0.720 1.158 1.002
Shania Twain - Im Gonna Getcha Good 0.535 0.615 0.637 1.599 0.998
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Bi-directional frames respectively. For I-frames of all MPEG files, the wavelet
based estimator produces a Hurst parameter of greater than 1.0. Similarly, the wavelet
based estimator produces an estimate of H that is greater than 1.0 for B-frame except
“Mr. Bean” sequence. The H calculated by the wavelet method is less than 0.5 for
IPB frame of movies ATP, Lambs and Bond.

Table 4 illustrates the Hurst parameters estimated by the wavelet method and by
HEAF(2), for the frame size (byte) of I-type in different movies. Table 5 depicts
estimated Hurst parameters for frame size (byte) of music videos. In most cases, the
wavelet-based estimate of H is found to be less than 0.5. For “Alizee” and “DMX”,
the results seem strange as H is estimated to be less than 0.015. It seems that the esti-
mated H is extremely underestimated. The V/T analysis always gave an estimate of
H> 1, for all music videos.

8 Conclusions

It has been found that the established estimators for the Hurst parameter (except the
wavelet method) can give poor estimates, as they sometimes underestimate or overes-
timate the degree of self-similarity. For example, for the simulation of H = 0.6 and H
= 0.8, the estimated H by R/S analysis were found to be 0.38 and 1.059 respectively.
Because of space limitations we cannot provide all our simulation results here. This
paper proposes a new estimator, HEAF, to estimate the Hurst parameter, H, of
self-similar LRD network traffic. In particular, our results show that HEAF(2) is an
estimator of H with relatively good bias and mse, when estimating fractional Gaus-
sian or FARIMA processes.
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Abstract. Due to the burstiness of video traffic, video modeling is very impor-
tant in order to evaluate the performance of future wired and wireless networks.
In this paper, we investigate the possibility of modeling this type of traffic with
well-known distributions. Our results regarding the behavior of single video-
conference traces provide significant insight and help to build a Discrete Auto-
regressive (DAR(1)) model to capture the behavior of multiplexed =~ MPEG-4
videoconference movies from VBR coders.

1 Introduction

As traffic from video services is expected to be a substantial portion of the traffic car-
ried by emerging wired and wireless networks, statistical source models are needed
for Variable Bit Rate (VBR) coded video in order to design networks which are able
to guarantee the strict Quality of Service (QoS) requirements of the video traffic.
Video packet delay requirements are strict, because delays are annoying to a viewer;
whenever the delay experienced by a video packet exceeds the corresponding maxi-
mum delay, the packet is dropped, and the video packet dropping requirements are
equally strict.

Hence, the problem of modeling video traffic, in general, and videoconferencing,
in particular, has been extensively studied in the literature. VBR video models which
have been proposed in the literature include first-order autoregressive (AR) models
[2], discrete AR (DAR) models [1, 3], Markov renewal processes (MRP) [4], MRP
transform-expand-sample (TES) [5], finite-state Markov chain [6, 7], and Gamma-
beta-auto-regression (GBAR) models [8, 9]. The GBAR model, being an autoregres-
sive model with Gamma-distributed marginals and geometric autocorrelation,
captures data-rate dynamics of VBR video conferences well; however, it is not suit-
able for general MPEG video sources [9].

In [3] the authors show that H.261 videoconference sequences generated by differ-
ent hardware coders, using different coding algorithms, have gamma marginal distri-
butions (this result was also employed by [10], which proposes an Autoregressive
Model of order one for sequences of H.261 encoding) and use this result to build a
Discrete Autoregressive (DAR) model of order one, which works well when several
sources are multiplexed.

Y. Koucheryavy, J. Harju, and V.B. Iversen (Eds.): NEW2AN 2006, LNCS 4003, pp. 46—57, 2006.
© Springer-Verlag Berlin Heidelberg 2006
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In [11-13], different approaches are proposed for MPEG-1 traffic, based on the
lognormal, Gamma, and a hybrid Gamma/lognormal distribution model, respectively.
Standard MPEG encoders generate three types of video frames: I (intracoded), P
(predictive) and B (bidirectionally predictive); i.e., while I frames are intra-coded, the
generation of P and B frames involves, in addition to intra-coding, the use of motion
prediction and interpolation techniques. / frames are, on average, the largest in size,
followed by P and then by B frames.

An important feature of common MPEG encoders (both hardware and software) is
the manner in which frame types are generated. Typical encoders use a fixed Group-
of-Pictures (GOP) pattern when compressing a video sequence; the GOP pattern
specifies the number and temporal order of P and B frames between two successive /
frames. A GOP pattern is defined by the distance N between / frames and the distance
M between P frames. In practice, the most frequent value of M is 3 (two successive B
frames) while the most frequent values of N are 6, 12, and 15, depending on the re-
quired video quality and the transmission rate.

In this work, we focus on the problem of modeling videoconference traffic from
MPEG-4 encoders (the MPEG-4 standard is particularly designed for video streaming
over wireless networks [14]), which is a relatively new and yet open issue in the rele-
vant literature.

2 Videoconference Traffic Model

A. Frame-Size Histograms

We use four different long sequences of MPEG-4 encoded videos (from [15]) with
low or moderate motion (i.e, traces with very similar characteristics to the ones of ac-
tual videoconference traffic), in order to derive a statistical model which fits well the
real data. The length of the videos varies from 45 to 60 minutes and the data for each
trace consists of a sequence of the number of cells per video frame and the type of
video frame, i.e., I, P, or B. We use packets of ATM cell size throughout this work,
but our modeling mechanism can be used equally well with packets of other sizes. We
have investigated the possibility of modeling the four videoconference videos with
quite a few well-known distributions and our results show that the best fit among
these distributions is achieved for all the traces studied with the use of the Pearson
type V distribution. The Pearson type V distribution (also known as the “inverted
Gamma” distribution) is generally used to model the time required to perform some
tasks (e.g., customer service time in a bank); other distributions which have the same
general use are the exponential, gamma, weibull and lognormal distributions [20].
Since all these distributions have been often used for video traffic modeling in the lit-
erature, they have been chosen as fitting candidates in order to compare their model-
ing results in the case of MPEG-4 videoconferencing.

The four traces under study are, respectively, a video stream extracted and ana-
lyzed from a camera showing the events happening within an office (Video Name:
“Office Cam”); a video stream extracted and analyzed from a camera showing a lec-
ture (Video Name: “Lecture Room Cam”); a video stream extracted and analyzed
from a talk-show (Video Name: “N3 Talk”); a video stream extracted and analyzed
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from another talk-show (Video Name: “ARD Talk”). For each one of these movies
we have used the high quality coding version, in which new video frames arrive every
40 msecs, in Quarter Common Intermediate Format (QCIF) resolution. The compres-
sion pattern used to encode all the examined video streams is IBBPBBPBBPBB, i.c.,
N=12, M=3, according to the definitions used in Section 1.

The frame-size histogram based on the complete VBR streams is shown, for all
four sequences, to have the general shape of a Pearson type V distribution (this is
shown in Figure 1, which presents indicatively the histogram for the lecture sequence;
the other three traces have similar histograms).
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Fig. 1. Histogram for the frame size of the lecture camera trace

B. Statistical Tests and Autocorrelations

The statistical test was made with the use of Q-Q plots. The Q-Q plot is a powerful
goodness-of-fit test [3, 20], which graphically compares two data sets in order to de-
termine whether the data sets come from populations with a common distribution (if
they do, the points of the plot should fall approximately along a 45-degree reference
line). More specifically, a Q-Q plot is a plot of the quantiles of the data versus the
quantiles of the fitted distribution (a z-quantile of X is any value x such that
P((X <x)=12z).

In Figure 2, we have plotted the 0.01-, 0.02-, 0.03-,... quantiles of the actual trace
versus the respective quantiles of the various distribution fits for the ARD Talk trace
(the results are similar for all the traces).

The Pearson V distribution fit is shown to be the best in comparison to the gamma,
weibull, lognormal and exponential distributions, which are presented here (compari-
sons were also made with the negative binomial and Pareto distributions, which were
also worse fits than the Pearson V). However, as already mentioned, although the
Pearson V was shown to be the better fit among all distributions, the fit is not
perfectly accurate. This was expected, as the gross differences in the number of bits
required to represent /, P and B frames impose a degree of periodicity on MPEG-
encoded streams, based on the cyclic GOP formats. Any model which purports to
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Fig. 2. Q-Q plot for the ARD TALK trace

reflect the frame-by-frame correlations of an MPEG-encoded video stream must ac-
count for GOP cyclicity, otherwise the model could produce biased estimates of cell
loss rate for a network with some given traffic policing mechanism [9, 13].

Hence, we proceeded to study the frame size distribution for each of the three dif-
ferent video frame types (I, P, B), in the same way we studied the frame size distribu-
tion for the whole trace. This approach was also used in [9, 19].

Another approach, similar to the above, was proposed in [11]. This scheme uses
again lognormal distributions and assumes that the change of a scene alters the aver-
age size of I frames, but not the sizes of P and B frames. However, it is shown in
[4, 12] that the average sizes of P and B frames can vary 20% and 30% (often more
than that), respectively, in subsequent scenes, therefore the size changes are statisti-
cally significant.

As it will be shown from our results, none of the above choices of distribution fits
are relevant to the case of 7, P and B frames of MPEG-4 videoconference traffic.

The mean, peak and variance of the video frame sizes for each video frame type (/,
P and B) of each movie were taken again from [15] and the Pearson type V parame-
ters are calculated based on the formulas for the mean and variance of Pearson V (the
parameters for the other fitting distributions are similarly obtained based on their re-
spective formulas). The autocorrelation coefficient of lag-1 was also calculated for all
types of video frames of all four movies, as it shows the very high degree of correla-
tion between successive frames of the same type (it was larger than 0.7 in all the
cases, and in most of the cases it was larger than 0.9). The autocorrelation coefficient
of lag-1 will be used in the following Sections of this work, in order to build a
Discrete Autoregressive Model for each video frame type.

From the five distributions examined (Pearson V, exponential, gamma, lognormal,
weibull) the Pearson V distribution once again provided the best fitting results for 11
of the 12 cases examined, i.e., for all video frame types of the office, N3 Talk and lec-
ture camera traces, and for the P, B frame types of the ARD Talk trace. The only case
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in which the Pearson V distribution exhibits worse fitting results than another distri-
bution is that of the N3 Talk P frames, where the best fitting result is derived with the
use of the lognormal distribution (still, even in this case the difference in the good-
ness-of-fit results is marginal).

In order to further verify the validity of our results, we performed Kolmogorov-
Smirnov tests for all the 12 fitting attempts. The Kolmogorov-Smirnov test (KS-test)
tries to determine if two datasets differ significantly. The KS-test has the advantage of
making no assumption about the distribution of data, i.e, it is non-parametric and dis-
tribution free. The KS-test uses the maximum vertical deviation between the two
curves as its statistic D. The results of our KS-tests (Figure 3 is a characteristic exam-
ple of these results), confirm our respective conclusions based on the Q-Q plots (i.e.,
the Pearson V distribution is the best fit).

Although controversy persists regarding the prevalence of Long Range Depend-
ence (LRD) in VBR video traffic ([16, 17, 23]), in the specific case of MPEG-
encoded video, research has shown that LRD is important [11, 18]. The results of our
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study on single MPEG-4 videoconferencing agree with this conclusion. The autocor-
relation function for the lecture camera trace is shown in Figure 4 (the respective
Figures for the other three traces are similar). Two apparent periodic components are
observed, one containing lags with low autocorrelation and the other lags with high
autocorrelation. We observe that autocorrelation remains high even for large numbers
of lags and that both components decay very slowly; both these facts are a clear indi-
cation of the importance of LRD. The existence of strong autocorrelation coefficients
is due to the periodic recurrence of I, B and P frames.

Although the fitting results when modeling each video frame type separately, with
the use of the Pearson V distribution, are clearly better than the results produced by
modeling the whole sequence uniformly, the high autocorrelation shown in the Figure
above can never be perfectly “captured” by a distribution generating frame sizes in-
dependently, according to a declared mean and standard deviation, and therefore none
of the fitting attempts (including the Pearson V), as good as they might be, can
achieve perfect accuracy. However, these results lead us to extend our work in order
to build DAR models which inherently use the autocorrelation coefficient of lag-1 in
their estimations and which will be shown to capture well the behavior of multiplexed
MPEG-4 videoconference movies, by generating frame sizes independently for /, P
and B frames.

3 The DAR (1) Model

A Discrete Autoregressive model of order p, denoted as DAR(p) [21], generates a sta-
tionary sequence of discrete random variables with an arbitrary probability distribu-
tion and with an autocorrelation structure similar to that of an Autoregressive model.
DAR(1) is a special case of a DAR(p) process and it is defined as follows: let {V,}
and {Y,} be two sequences of independent random variables. The random variable V,
can take two values, 0 and 1, with probabilities 1-p and p, respectively. The random
variable Y, has a discrete state space S and P{Y, = i) = n(i). The sequence of random
variables {X,} which is formed according to the linear model:

Xn=Van-l+(l' Vn) Yn (l)

is a DAR(1) process.
A DAR(1) process is a Markov chain with discrete state space S and a transition
matrix:

P=pl+(1-p) Q 2

where p is the autocorrelation coefficient, I is the identity matrix and Q is a matrix
with Q; = n(j) fori,j € S.

Autocorrelations are usually plotted for a range W of lags. The autocorrelation can
be calculated by the formula:

P(W)= E[(X; - ) (Xisw - WI/? 3)

. 2 . . e .
where 1 is the mean and ¢~ the variance of the frame size for a specific video trace.
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4 DAR(1) Modeling Results and Discussion

As in [3], where a DAR(1) model with negative binomial distribution was used to
model the number of cells per frame of VBR teleconferencing video, we want to build
a model based only on parameters which are either known at call set-up time or can
be measured without introducing much complexity in the network. DAR(1) provides
an easy and practical method to compute the transition matrix and gives us a model
based only on four physically meaningful parameters, i.e., the mean, peak, variance
and the lag-1 autocorrelation coefficient p of the offered traffic (these correlations, as
already explained, are typically very high for videoconference sources). According to
[22], the DAR(1) model can be used with any marginal distribution.

As explained in our work on modeling a single MPEG-4 videoconference trace, the
lag-1 autocorrelation coefficient for the 7, P and B frames of each trace is very high in
all the studied cases. Therefore, we proceeded to build a DAR(1) model for each
video frame type for each one of the four traces under study. More specifically, in our
model the rows of the Q matrix consist of the Pearson type V probabilities (fy, fi, ...
fio Fx), where Fg=Z; . ¢ fi, and K is the peak rate. Each k, for k<K, corresponds to
possible source rates less than the peak rate of K.

From the transition matrix in (2) it is evident that if the current frame has, for ex-
ample, i cells, then the next frame will have i cells with probability p+(1-p)*f;, and
will have k cells, k# i, with probability (1-p)*f,. Therefore the number of cells per
video frame stays constant from one (I, P or B) video frame to the next (I, P or B)
video frame, respectively, in our model with a probability slightly larger than p (for
example, in the ARD Talk trace, with probability slightly larger than 93.23%,
77.81%, 94.49% for the I, P and B frames of the trace, respectively). This is evident
in Figure 5, where we compare the actual / frames of the ARD Talk trace and their re-
spective DAR(1) model and it is shown that the DAR(1) model’s data produce a
“pseudo-trace” with a periodically constant number of cells for a number of video
frames. This causes a significant difference when comparing a segment of the

300 - — - [ ]

'D @ Actual Trace
= DAR(1) Model Data

Cells

Frames

Fig. 5. Comparison for a single trace between a 2000 frame sequence of the actual I frames
sequence of the ARD Talk trace and the respective DAR(1) model in number of cells/frame
(Y-axis)
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sequence of I, P, or B frames of the actual ARD Talk video trace and a sequence of
the same length produced by our DAR(1) model. The same vast differences also ap-
peared when we plotted the DAR(1) models versus the actual I, P and B video frames
of the actual N3Talk, office camera and lecture camera traces for a single movie.

However, our results have shown that the differences presented above become
small for all types of video frames and for all the examined traces for a superposition
of 5 or more sources, and are almost completely smoothed out in most cases, as the
number of sources increases (the authors in [3] have reached similar conclusions for
their own DAR(1) model and they present results for a superposition of 20 traces).
This is clear in Figures 6-8, which present the comparison between our DAR(1)
model and the actual /, P, B frames’ sequences of the ARD Talk video, for a superpo-
sition of 20 traces (the results were perfectly similar for all video frame types of the
other three traces; we have used the initial trace sequences to generate traffic for 20
sources, by using different starting points in the trace). The common property of all
these results (derived by using a queue to model multiplexing and processing frames
in a FIFO manner) is that the DAR(1) model seems to provide very accurate fitting
results for P and B frames, and relatively accurate for / frames.

0 500 1000 1500 2000

Frames

Fig. 6. Comparison for 20 superposed sources between a 2000 I frame sequence of the actual
ARD Talk trace and the respective DAR(1) model in number of cells/frame (Y-axis)

o 250 ® Actual Trace
3
© 2000 ® Superposed DAR(1) Model Data
. []
1000
500
0
0 500 1000 1500 2000

Fig. 7. Comparison for 20 superposed sources between a 2000 P frame sequence of the actual
ARD Talk trace and the respective DAR(1) model in number of cells/frame (Y-axis)
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Fig. 8. Comparison for 20 superposed sources between a 2000 B frame sequence of the actual
ARD Talk trace and the respective DAR(1) model in number of cells/frame (Y-axis)

However, although Figures 6-8 suggest that the DAR(1) model captures very well
the behavior of the multiplexed actual traces, they do not suffice as a result. There-
fore, we proceeded again with testing our model statistically in order to study whether
it produces a good fit for the /, P, B frames for the trace superposition. For this reason
we have used again Q-Q plots, and we present indicatively some of these results in
Figures 9-10, where we have plotted the 0.01-, 0.02-, 0.03-,... quantiles of the actual
B and I video frames’ types of the N3 Talk trace versus the respective quantiles of the
respective DAR(1) models, for a superposition of 20 traces. As shown in Figure 9,
which presents the comparison of actual B frames with the respective DAR(1) mod-
els, the points of the Q-Q plot fall almost completely along the 45-degree reference
line, with the exception of the first and last 3% quantiles (left- and right-hand tail), for
which the DAR(1) model underestimates and overestimates, respectively, the prob-
ability of frames with a very small (large) number of cells. The very good fit shows
that the superposition of the B frames of the actual traces can be modeled very well by
a respective superposition of data produced by the DAR(1) model (similar results
were derived for the superposition of P frames), as it was suggested in Figures 7, 8.
Figure 10 presents the comparison of actual / frames with the respective DAR(1)
model, for the N3 Talk trace. Again, the result suggested from Figure 6, i.e., that our
method for modeling I frames of multiplexed MPEG-4 videoconference streams pro-
vides only relative accuracy, is shown to be valid with the use of the Q-Q plots. The
results for all the other cases which are not presented in Figures 9-10 are similar in
nature to the ones shown in the Figures.

One problem which could arise with the use of DAR(1) models is that such models
take into account only short range dependence, while, as shown earlier, MPEG-4
videoconference streams show LRD. This problem is overcome by our choice of
modeling /, P and B frames separately. This is shown in Figure 11. It is clear from the
Figure that, even for a small number of lags, (e.g., larger than 10) the autocorrelation
of the superposition of frames decreases quickly, for all the traces. Therefore, al-
though in some cases the DAR(1) model exhibits a quicker decrease than that of the
actual traces’ video frames sequence, this has minimal impact on the fitting quality of
the DAR(1) model. This result further supports our choice of using a first-order
model.
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650 700 750 800 850 900 950 1000 1050 1100

Fig. 9. Q-Q plot of the DAR(1) model versus the actual video for the B frames of the N3 Talk
trace, for 20 superposed sources

Fig. 10. Q-Q plot of the DAR(1) model versus the actual video for the I frames of the N3 Talk
trace, for 20 superposed sources

1 5 1 15 20 25 30 H 40 4 5 5 60 6 0 75 8 8 90 9% 100
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Fig. 11. Autocorrelation vs. number of lags for the I frames of the actual N3 Talk trace and the
DAR(1) model, for 20 superposed sources
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Abstract. The provision of acceptable Quality-of-Service (QoS) for integrated
multimedia traffic over a geosynchronous earth orbit (GEO) satellite network
demands the existence of a well-designed Medium Access Control (MAC) pro-
tocol. This paper proposes a new dynamic satellite bandwidth allocation tech-
nique which is based on accurate videoconference traffic prediction. Our work
is combined with another work on data traffic modeling and prediction and is
shown to provide very good throughput and delay results.

1 Introduction

In recent years, broadband satellite networks have attracted significant attention as a
part of the global communications infrastructure. Satellite networks have specific
characteristics which make them an attractive solution in order to complement terres-
trial networks in providing worldwide access to the present and future generation
multimedia services. More specifically, satellite networks include global coverage,
providing access for remote users to terrestrial wide area networks from any location
within the satellite coverage area, and broadcast/multicasting.

However, at the same time other characteristics of satellite networks, such as long
propagation delays (270 ms round-trip delay for a GEO satellite network, i.e., at least
540 ms from the time the signaling information is sent from the station to the satellite
until it reaches the receiver terminal), the limited bandwidth to be shared among many
users, and limitation in power (which implies stringent use of buffer memory, trans-
ponder capacity and processing power) create the need for a well-designed Medium
Access Control (MAC) protocol, especially in today’s networks which are expected to
handle bursty multimedia traffic. Among the above mentioned problems, the propaga-
tion delay is the most significant one, as it makes bursty users’ (such as video users’)
current traffic profile rather useless for bandwidth allocation, since the profile will
probably have changed significantly by the time the bandwidth allocation is made by
the Network Control Center (NCC), which we consider to be integrated in the satellite
on-board device.
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2.2 MIS, 89192, co-funded by the EU through the Third Community Support Framework.
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Videoconference traffic is expected to be a substantial portion of the traffic carried
by emerging networks, hence presenting a challenge for satellite system designers.
For Variable Bit Rate (VBR) coded video, statistical models are needed to design
networks which are able to guarantee the strict Quality of Service (QoS) requirements
of video traffic. Video packet delay requirements are strict, because delays are annoy-
ing to a viewer; whenever the delay experienced by a video packet exceeds the corre-
sponding maximum delay, the packet is dropped, and the video packet dropping
requirements are equally strict. Therefore, a good statistical model can be very useful
in evaluating network performance under various videoconferencing loads.

The most well-known and used video standards for this application today are
H.263 and MPEG-4. In this work, we first build a model which accurately captures
the behavior of multiplexed H.263 videoconference movies, and we proceed to use
this model for predicting the behavior of videoconference traffic in our new MAC
protocol proposal for a Digital Video Broadcasting Return Channel Satellite (DVB-
RCS) system. Our proposed MAC protocol is shown, via a simulation study, to
achieve video packet delays and video packet dropping probability only slightly
worse than the ideal scenario in which the actual video user requirements for each
video frame were a priori known to the NCC.

Finally, our modeling scheme is combined with the modeling approach used in
[10] for predicting self-similar data traffic and the combination is shown to provide
once again very satisfying results in terms of minimizing bandwidth waste.

2 H.263 Video Traffic Modeling

H.263 is a video standard that can be used for compressing the moving picture com-
ponent of audio-visual services at low bit rates. It adopts the idea of PB frames, i.e.,
two pictures being coded as a unit. Thus a PB-frame consists of one P-picture which
is predicted from the previous decoded P-picture and one B-picture which is predicted
from both the previous decoded P-picture and the P-picture currently being decoded.
The name B-picture was chosen because parts of B-pictures may be bidirectionally
predicted from the past and future pictures. With this coding option, the picture rate
can be increased considerably without increasing the bit rate much [1].

Our work focuses on the accurate fitting of the marginal (stationary) distribution of
video frame sizes of single videoconference traces. More specifically, our work fol-
lows the steps of the work presented in [2], where Heyman et al. analyzed three vid-
eoconference sequences coded with a modified version of the H.261 video coding
standard and two other coding schemes, similar to the H.261. The authors in [2] found
that the marginal distributions for all the sequences could be described by a gamma
(or equivalently negative binomial) distribution.

In our work, we have studied three different long sequences of H.263 VBR en-
coded videos, from the publicly available library of frame size traces of long MPEG-4
and H.263 encoded videos provided by the Telecommunication Networks Group at
the Technical University of Berlin [3]. We have investigated the possibility of model-
ing the traces with a number of well-known distributions and our results have shown
that the best fit among these distributions for modeling a single movie is achieved for
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all traces examined with the use of the Pearson type V distribution (also known as the
inverted gamma distribution).
The three traces are, respectively:

1. A video stream extracted and analyzed from a camera showing the events happen-
ing within an office (“Office Cam”).

2. A video stream extracted and analyzed from a talk-show (“ARD Talk”).

3. A video stream extracted and analyzed from another talk-show (“N3 Talk”).

All three of these traces are movies with low or moderate motion.

In the work presented in this paper, we will show that, based on the good fit of the
Pearson V distribution for modeling a single movie, the behavior of both single and
multiplexed H.263 videoconference movies from VBR coders can be accurately cap-
tured and used for efficient proactive resource management in satellite systems (the
case of modeling multiplexed videoconference streams is especially significant for our
study, since numerous sources are multiplexed in the uplink channel). To do this, we
will first briefly explain our results on modeling a single movie.

For each one of the three videos under study we have used the VBR coding ver-
sion, in which new video frames arrive every 80 msecs. The length of the videos var-
ies from 45 to 60 minutes and the data for each trace consists of a sequence of the
number of cells per video frame. Table 1 presents the trace statistics for each trace
(packet size=48 information bytes; we use packets of ATM cell size throughout this
work, but our mechanism can be used equally well with packets of other sizes, as the
nature of our modeling results would not be altered at all), as well as the parameters
(a, B) of the Pearson type V distribution fit for each movie. The Probability Density
Function (PDF) of a Pearson type V distribution with parameters (a, ) is:

f(x)= [x“ e/ [T ()], for all x>0 )

and zero otherwise.
The mean and variance are given by the equations:

Mean=/(a-1) 2)

Variance=p*/[(a-1)*(0-2)] (3)

Table 1. Trace Statistics

. Mean Peak Star.lda}rd Pearson type V
Movie (packets) (packets) Deviation parameters (o,3)
(packets) ?
Office 18.8 109 6.8 (9.64,162.43)
ARD Talk 49.5 277 27 (5.36,215.82)
N3 Talk 53.1 291 30.3 (5.07,216.11)

Autoregressive models have been used in the past to model the output bit rate of
VBR encoders, e.g. [4, 5]. A Discrete Autoregressive model of order p, denoted as
DAR(p) [6], generates a stationary sequence of discrete random variables with an ar-
bitrary probability distribution and with an autocorrelation structure similar to that of
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an Autoregressive model. DAR(1) is a special case of a DAR(p) process and it is de-
fined as follows: let {V,} and {Y,} be two sequences of independent random vari-
ables. The random variable V,, can take two values, 0 and 1, with probabilities 1-p and
p, respectively. The random variable Y, has a discrete state space S and P{Y, = i) =
7(i). The sequence of random variables {X,} which is formed according to the linear
model:

Xn=Van-l+(l' Vn) Yn (4)

is a DAR(1) process.
A DAR(1) process is a Markov chain with discrete state space S and a transition
matrix:

P=pI+(1-p)Q (5)

where p is the autocorrelation coefficient, I is the identity matrix and Q is a matrix
with Q; = n(j) fori,j € S.

Autocorrelations are usually plotted for a range W of lags. The autocorrelation can
be calculated by the formula:

p(W)= E[(X; - )Kis - WIS ©6)

where p is the mean and o the variance of the frame size for a specific video trace.

As in [2], where a DAR(1) model with negative binomial distribution was used to
model the number of cells per frame of VBR teleconferencing video, we want to build
a model based only on parameters which are either known at call set-up time or can
be measured without introducing much complexity in the network. DAR(1) provides
an easy and practical method to compute the transition matrix and gives us a model
based only on four physically meaningful parameters, i.e., the mean, peak, variance
and the lag-1 autocorrelation coefficient p of the offered traffic (these correlations are
typically very high for videoconference sources). According to [7], the DAR(1) model
can be used with any marginal distribution.

More specifically, in our model the rows of the Q matrix consist of the Pearson
type V probabilities (fy, fi, ... fi, Fx), Where Fyx=Z; . ¢ fi, and K is the peak rate. Each
k, for k<K, corresponds to possible source rates less than the peak rate of K.

The lag-1 autocorrelation coefficient p is estimated by Equation (2) to be equal to
0.943 for the office camera trace, 0.867 for the ARD Talk trace and 0.872 for the N3
Talk trace.

We proceeded with testing our model statistically in order to study whether it pro-
duces a good fit for the trace superposition. For this reason we have used Q-Q plots.
The Q-Q plot is a powerful goodness-of-fit test [2, 8], which graphically compares
two data sets in order to determine whether the data sets come from populations with
a common distribution (if they do, the points of the plot should fall approximately
along a 45-degree reference line). More specifically, a Q-Q plot is a plot of the quan-
tiles of the data versus the quantiles of the fitted distribution (a z-quantile of X is any
value x such that Pr(X <x) = z).

In Figure 1, we have plotted the 0.025-, 0.05-, 0.075-,... quantiles of the actual
office camera trace versus the respective quantiles of the DAR(1) model for the su-
perposition of the 15 traces. As shown in the Figure, the points of the Q-Q plot fall
almost completely along the 45-degree reference line, with the exception of the last
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2.5% quantile (right-hand tail), for which the DAR(1) model greatly overestimates the
probability of frames with a very large number of cells. The very good fit shows that
the superposition of the actual traces can be modeled very well by a respective super-
position of data produced by the DAR(1) model.

The same conclusions were deducted by our results for the superposition of various
number of sources transmitting the other two traces. The small differences observed
in our results were that, in the case of the ARD Talk trace, the overestimation made
by the DAR(1) model was respectively smaller than that shown in Figure 1, and that,
in the case of the N3 Talk trace, the overestimation starts “earlier”, i.e., it covers the
last 5% quantile.

Nevertheless, all our results show that our model captures with great accuracy the
behavior of H.263 videoconference traffic.
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Fig. 1. Q-Q plot of DAR(1) model versus the actual office camera trace for 15 superposed
sources

3 Our MAC Protocol Proposal

The Digital Video Broadcasting Return Channel Satellite (DVB-RCS) standard [12]
develops a communication system for the return channel (uplink channel), i.e., the
link from the user terminal to the network gateway. Due to the expected services fea-
tures and large delay-bandwidth product of satellite networks, DVB-RCS represents a
proper test bed for the proposed resource allocation schemes. The most relevant ele-
ments of the DVB-RCS Network are: a) RCSTs (Return Channel Satellite Terminals),
i.e., a generic access terminal, b) the NCC (Networks Control Center), a device in
charge of managing the access and bandwidth allocation for RCSTs, c) Gateways and
Feeders, which are the elements that receive and transmit information outside the
network [10].

As in [10], our proposed satellite medium access scheme is based on a Multi-
Frequency Time Division Multiple Access (MF-TDMA) approach, according to
which a carrier is divided in timeslots (grouped in frames and superframes). MF-
TDMA schemes are capable of providing efficient and flexible bandwidth utilization
[10, 14]. The system parameters are taken from [10] and are presented in Table 2.
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Table 2. System Parameters

Frame Duration 26.5 ms
Carriers 4
Slots/frame/carrier 128
Bytes/slot 53
System global rate 8 Mbps

The NCC allocates to each active RCST a set of timeslots, each characterized by a
frequency, bandwidth, start time and duration time. The DVB-RCS standard provides
five allocation request types [12, 13] which can be joined in order to satisfy the QoS
requirements:

e Continuous Rate Assignment (CRA) is a fixed capacity negotiated between the
RCST and the NCC. It is maintained across frames until a new negotiation.

e Rate Based Dynamic Capacity (RBDC) is a capacity allocated to the RCST based
on its rate request (bytes/frame), and is subject to a maximum rate limit negotiated
between the RCST and the NCC. The last request from a RCST overwrites all pre-
vious RBDC requests from the same RCST.

e Volume Based Dynamic Capacity (VBDC) is an assignment strategy in which a
terminal signals its request in terms of total number of slots required to empty its
queue. The request remains effective as long as not all of the requested time slots
have been granted. This strategy is especially suited for bursty traffic [14].

e Absolute Volume Based Dynamic Capacity (AVBDC) request is a request similar
to VBDC, with the difference that the last request from a RCST overwrites all pre-
vious AVBDC requests from the same RCST.

e Free Capacity Assignment is not a true request, allocating the otherwise unused
capacity. It is automatic and does not involve signaling from the RCST to the
NCC.

The modeling approach proposed in [10] for self-similar data traffic (such as World
Wide Web traffic) lets an RBDC request correspond to the data traffic prediction, plus
a corrective factor {y. This approach will also be incorporated in the second part of
our results, in Section 4, where data traffic is incorporated into our simulations for the
satellite system.

The first difference between the work presented in [10] and our work is that, addi-
tionally to the MF-TDMA frame structure, we adopt the idea that, after all requests
have been satisfied, the bandwidth left is distributed freely following a certain algo-
rithm (this approach is named in the literature as a Combined Free and Demand As-
signment Scheme, CFDAMA scheme); the algorithm implemented in our scheme is a
simple round-robin assignment algorithm to all RCSTs which are currently active.
This idea of a hybrid protocol was first proposed in [15] and is especially useful in al-
locating slots to video users, as the difficulty in providing them with adequate band-
width due to their frequent changes in bandwidth needs could be somewhat alleviated
by their acquiring the unused channel bandwidth freely in a round-robin manner. We
use the Combined Free and Demand Assignment Scheme with Piggybacking
(CFDAMA-PB) version of the protocol, which was shown in [16] to be the most effi-
cient way of making reservations. According to the PB strategy, user stations send
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their capacity requests embedded in the header of their packets. The free capacity dis-
tribution performed by the protocol brings the end-to-end delay performance at low
loads close to that obtained with random access protocols, while the demand-based
bandwidth allocation at the beginning of each frame guarantees the protocol’s stabil-
ity, robustness and efficient utilization of transmission bandwidth at high loads. Free
capacity distribution in an MF-TDMA frame structure was also used in [14], with
which we will conceptually compare our work in Section 4.

The second and most important difference of our work with [10] is that an ap-
proach similar to the one used in [10] for data traffic (letting the RBDC request corre-
spond to the data traffic prediction) is not enough for real time Variable Bit Rate
(rt-VBR) videoconference traffic, which has strict QoS requirements in terms of aver-
age video packet dropping (set to a maximum of 0.1% in our work) and end-to-end
video packet delays (set to a maximum of 0.6 seconds in our work, which is espe-
cially strict considering that, for each possible failure of our prediction due to under-
assignment, the respective packets which would have to wait for a new assignment
will have a minimum end-to-end video packet delay of 0.54 seconds). For this reason,
we propose the following different approach in our MAC scheme.

As explained in Section 2, the Pearson V fit provides a good (but not perfect) fit
for a single H.263 videoconference trace. Also, a logical assumption for next genera-
tion networks is that videoconference users will be allowed to adopt one of just a few
specific “modes” (each corresponding to a set of traffic parameters). This is especially
plausible for videoconference traffic, as the number of variations between source
bandwidth requirements is naturally restricted by the type of application (a much lar-
ger pool of “modes” would have to be used in the case of video traffic). Therefore, in
this work we consider that a videoconference user can adopt one of the three “modes”
presented in Table 1 (a slightly larger pool of modes would have to be used in an ac-
tual satellite system scenario). Based on the good model for single videoconference
traces and the highly accurate model of multiplexed traffic, we propose that the “bur-
den” of traffic prediction for the RCSTs should fall on the NCC instead of the RCSTs.
More specifically, the NCC should run a real-time simulation, both for single and for
multiplexed videoconference sources. Hence, based on the “mode” declared by the
RCSTs at call establishment, the NCC does not need to wait for a request from the
RCSTs every channel frame (which would arrive with a delay of more than 5 channel
frames, due to the propagation delay); instead, it can start allocating resources to the
videoconference terminals, by simulating the single source models with the sources’
mean rate as a simulation start point, and by computing the free slots in each channel
frame (using the DAR(1) models for multiplexed videoconference traffic, and sub-
tracting the estimated used slots from the total number of slots in the system) in order
to allocate the estimated number of free slots in a round-robin manner to all active
RCSTs. With this slot allocation scheme, the RCST will not need to send frequent re-
quests to the NCC but it will only need to send a “corrective” AVBDC request every
superframe (defined in our work as equal to 6 channel frames, to account for the
propagation delay). The reason for sending this request will be for the RCST to help
the NCC correct any mistakes (due to either slots overassignment or underassign-
ment) of the models produced at the NCC via online simulation. After receiving the
AVBDC request, the NCC will resume its simulation with the current RCST state (in
terms of bandwidth requirements) as a start point. As it will be shown from our
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results, this approach, which minimizes the need for signaling among the video
RCSTs and the NCC, provides clearly improved results in terms of videoconference
users’ QoS requirements satisfaction, due to the quality of the prediction made by our
video modeling scheme.

4 Results and Discussion

4.1 Conceptual Comparison with Relevant Work

In [14], the authors propose a satellite MAC protocol based on a CFDAMA MF-
TDMA access scheme (i.e., they use the same approach with our work). The protocol,
however, proposes the use of a CRA-type assignment for rt-VBR traffic, such as the
videoconferencing traffic used in our work, with the difference that the assignment is
fixed for the duration of the connection (no new negotiation is needed), and equal to
the rt-VBR user’s peak transmission rate; the reason for this choice in [14] is that rt-
VBR traffic has strict delay and packet dropping constraints, and no accurate traffic
prediction mechanism is provided in [14], hence leading to the “defensive” choice of
peak cell rate assignment, which leads to significant bandwidth waste, as the assign-
ment is most of the time larger than the rt-VBR user’s actual needs (the other problem
with this type of assignment is that if the assignment was made for less than the peak
transmission rate, it would at times lead to severe packet dropping; the use, in [14], of
the CFDAMA policy could probably help to partially alleviate the packet dropping
problem, through the use of the free slot assignment, but the authors chose the “safer”
solution of peak transmission rate assignment). The inferior performance of such an
assignment will also be shown in our simulation results. Finally, it should be noted
that video traffic in [14] is generated with the use of a Markov Modulated Poisson
Process (MMPP) model, whereas we use actual video traces in our work.

4.2 First Implementation Case: Only Video Traffic Present in the Channel

At the start of our simulation study, we let each videoconference user choose one of
the three traffic parameter sets (“modes”) which are presented in Table 1, with equal
probability.

Three MAC schemes will be compared in this Section. The first is our proposed
scheme, the second is a scheme conceptually similar to [14], allocating to each video
terminal its peak rate (declared at call establishment) and the third is an “ideal”
scheme, as we want to compare our protocol with a similar one in which the NCC
would “know”, without any information exchange (therefore, no contention is neces-
sary among video RCSTs), exactly what the video RCSTs’ bandwidth demands for
the next video frame will be.

Figure 2 presents our simulation results for the average video packet dropping met-
ric versus the system utilization. Utilization indicates the traffic load normalized to
the uplink capacity, e.g., a traffic load equal to 40% represents 40% of the 8 Mbps up-
link capacity, i.e., 3.2 Mbps system throughput. As it is shown in the Figure, the dif-
ference in video packet dropping between our scheme and the “ideal” case is so small



66 P. Koutsakis and A. Lazaris

that it can be considered almost negligible for all normalized video traffic loads. Our
scheme can handle up to 76% system load while at the same time satisfying the strict
QoS requirement of maximum video packet dropping equal to 0.1%; the respective
maximum system load which the “ideal” scheme can handle is 79%. The reason that
none of the two schemes can achieve a higher throughput is the high burstiness of
video traffic; in certain channel frames, video bursts from more than one RCST hap-
pen to take place simultaneously in the uplink channel. Although our traffic modeling
scheme can often predict such bursts, the total amount of requested bandwidth in cer-
tain channel frames may surpass the system’s available capacity; this will lead to in-
evitable video packet dropping, as some of the packets may will not be sent within the
roughly three channel frames which pass before the arrival of the next video frame
(when a new video frame arrives, all packets of the previous video frame which have
not yet been sent are discarded).
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Fig. 2. Average Video packet dropping vs. System Utilization

Figure 3 presents our simulation results for the average end-to-end video packet
delay versus the system utilization. The results are similar in nature with those of
Figure 2, denoting that our scheme’s results are again very close to the ones achieved
by the “ideal” scheme.
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Fig. 3. Average End-to-end video packet delay vs. System Utilization
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The scheme which allocates the peak rate to each video terminal is not shown in
Figures 2-3, as it achieves zero packet dropping and the minimum possible end-to-end
video packet delay (respectively, constant and equal to 0.274 seconds, i.e., equal to
the propagation delay plus a very small additional amount of time in order for the
video RCST to gain access to the channel). However, these two exceptionally good
results come at a high cost. As explained earlier and shown in Table 1, all the video-
conference traces used in our study are bursty. More specifically, all three traces used
in our study have a peak-to-mean ratio larger than 5.4. This means that the constant
allocation of the peak rate to all active video sources causes a double disadvantage to
the MAC scheme:

1. it causes significant loss of valuable bandwidth resources, as many slots are left
unused,

2. the number of free slots in each channel frame, which could be used for other types
of traffic (such as data traffic) is heavily decreased, hence restricting them from ac-
cessing the system and failing to efficiently satisfy their QoS requirements (this
will be shown through our simulation results in Section 4.3).

For these reasons, the maximum channel throughput achieved by allocating the peak
rate to each video RCST is very low, equal to 32%, i.e., less than half the achieved
throughput from our scheme.

4.3 Second Implementation Case: Combining Video and Data Traffic Models

Self-Similar traffic modeling has been shown to fit the data traffic of both a typical
Ethernet network [17] and of World Wide Web (WWW) applications [18]. For this
reason, self-similarity has been widely used in the literature either simply for model-
ing data traffic (e.g., [14]), or for data traffic prediction [9, 10]. As already explained
earlier, in this work we adopt the approach of [10] for data traffic prediction, and we
let an RBDC request correspond to the data traffic prediction, plus a corrective factor
{n (as in [10], we use the corrective factor {; in our simulations). Data traffic has
lower priority than video traffic, as it is much more delay-tolerant. For this reason, we
set an upper end-to-end delay bound of 1 second for data packets.

Figure 4 presents our simulation results for the average end-to-end data packet delay
versus the system utilization. The results presented in the Figure are the average of
three different “divisions” of the system load: in the first case, 30% of the total load
was offered from video traffic (e.g., for a normalized system load of 60%, 18% was of-
fered from video traffic), and 70% from data traffic; in the second case, both types of
traffic offered 50% of the total system load; in the third case, 70% of the total load was
offered from video traffic and 30% from data traffic. Once again, the results presented
in Figure 4 are generally similar in nature with those of Figures 2 and 3, denoting that
our scheme’s results are very close to the ones achieved by the “ideal” scheme. More
specifically, as the system load increases, the “ideal assignment” scheme achieves a
lower delay of about 0.1-0.2 seconds for small and medium system loads and more
than 0.3 seconds for high loads in comparison to our scheme, due to the lack of conten-
tion (and therefore, lack of collisions) in the “ideal assignment” scenario. Regarding
the achieved maximum system throughput (maximum throughput for which all
the QoS requirements of video and data RCSTs are satisfied), the results are again
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qualitatively similar with those in Section 4.2: the maximum throughput achieved by
our scheme is 83%, by the “ideal assignment scheme” 85% and by the scheme assign-
ing the peak rate to video RCSTs equal to 41%. It is clear that all three schemes
achieve a much higher throughput with the addition of data traffic into the system. The
reason for this is that a significant portion of the slots left unused in the case when only
video traffic exists in the system, are ideally filled with the much less demanding data
traffic, which does not have an equally urgent need to be transmitted as video traffic
(no data packets are dropped if they are not transmitted within a specified amount of
time), therefore it can “compromise” with the use of whichever slots are left unused.
Still, the channel throughput results cannot reach beyond 85% even for the ideal as-
signment scheme; this is once more due to the burstiness of video traffic.
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Abstract. We consider the optimization of the Core Network section
of a mobile cellular network. While we focus on GPRS the proposed
method can be applied to UMTS as well. The problem is to find an
optimal assignment of PCUs (Packet Control Units, a module of the
BSC) to SGSNs based on measured data. Two concurrent optimization
goals apply: balance the number attached Mobile Stations among the
available SGSNs, and at the same time minimize the inter-SGSN Routing
Area Updates. The input data for the optimization can be extracted from
the live traffic signaling by passively monitoring the Gb links between
the PCUs and SGSNs. We show how to estimate the mobility matrix and
the distribution of attached Mobile Stations for each Routing Area, and
how to clean-up the data at hand. A novel ILP formulation is provided
for the (re)assignment problem. We present exemplary numerical results
for a case study based on real traces from an operational network.

1 Introduction

Public wide-area wireless networks are now migrating towards third-generation
systems (3G) supporting packet-switched data services. A 3G network includes
two main sections: a Packet-Switched Core Network (PS-CN), which is based
on IP, and one or more Radio Access Network (RAN). Most operators with
legacy GSM networks now maintains two separate RANs for data traffic, GPRS
and UMTS, sharing a common PS-CN. Each RAN is divided into subsystems,
each consisting of one controller, called Base Station Controller (BSC) in GPRS
and Radio Network Controller (RNC) in UMTS, connected to several Base
Transceiver Stations (BTSs). The latter maintain the air interface in the cells,
while the BSC/RNC control the radio connections with the Mobile Stations
(MS) and the wired interface to the core network. On the PS-CN side each
BSC/RNC connects to a Serving GPRS Support Node (SGSN), which performs
functions like access control, mobility management, paging, route management
etc. Additional details of the GPRS/UMTS network structure can be found in
[1]. We focus here on the GPRS section, but the proposed methods can be ap-
plied to UMTS as well. The module responsible for handling packet traffic within
the BSC is called Packet Control Unit (PCU). The PCUs are connected to the
SGSNs via dedicated links (Gb interface). In this work we address one aspect of
the PS-CN engineering, namely the optimal (re)assignment of PCUs to SGSNs
based on measured data. The PCU-SGSN assignment problem has a practical
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interest, particularly for those networks where SGSN locations are highly con-
centrated at one or few physical sites, such that the re-assignment cost is limited
to a local rewiring.

The paper is organized as follows. In Section 2 we state the problem, and in
Section 3 provide a novel Integer Linear Programming (ILP) formulation for it.
In Section 4 we show how to extract the relevant input data (mobility matrix,
attached MS) by means of passive traffic monitoring on the Gb links between the
PCUs and SGSNs. In Section 5 we present numerical results for a semi-empirical
case study based on real traces from an operational network. In Section 6 we
discuss some practical issues and constraints found in the practical application
of the optimization problem for the engineering of a real network. Finally, in
Section 7 we conclude.

Related Works. For an overview of 3G network planning and optimization see
[2]. Most of the previous literature in cellular network optimization has addressed
the Location Area planning (e.g. [3]) or the cell-to-switch assignment problem
[4] [5]). These are different from the PCU-SGSN assignment considered here,
which does not appear to be addressed in any previous paper. Also, to the best
of our knowledge this is the first work presenting numerical results based on a
large-scale signaling dataset from an operational GPRS network.

2 Problem Statement

A simplified scheme of the GPRS network is given in Figure 1. A Routing Area
(RA) is the homologous of a Location Areas in the circuit-switched network
(see [1, p. 129]) and represents the basic unit for MS location management. By
passively sniffing the Gb interface it is possible to determine the current RA
as well as any RA change for each MS, as explained later in Section 4. In the
most simple case one PCU covers a single RA, but it is also possible that one
RA is split among multiple PCUs, or that a single PCU covers multiple RAs.
The design of the radio coverage (i.e. the placement of cells and the assignment
of cells to RAs) as well as the association between RAs and PCUs (RA-PCU
mapping) are part of the RAN planning process, that is out of the scope of
this work. Here we assume that the configuration of the radio access
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network is given, and the problem is to find an optimal assignment of
PCU to SGSNs. In other words the problem is to find the optimal PCU-SGSN
mapping given a certain RA-PCU mapping and the measured mobility patterns.
As a side value, the optimization method will output the minimum number of
required SGSNs. We do not cover here the problem of dimensioning individual
Gb links, which is decoupled from the assignment problem.

In order to minimize the resource consumption within each individual SGSN,
it is desirable to balance the total workload across the set of available SGSNs.
Generally speaking, the SGSN workload involves several dimensions of physical
and logical resources (CPU cycles, buffer, bandwidth, memory states etc.) con-
sumed by different types of traffic units (e.g. signaling messages, data packets).
To make the problem tractable we will consider a mono-dimensional metric for
the SGSN workload, namely the (peak) number of contemporary attached MSs.
This is consistent with the fact that the capacity of commercial SGSNs is typi-
cally expressed in terms of the maximum number of attachable MSs. Denoting
by «,, the peak number of MSs attached to SGSN m, the primary optimization
objective is to minimize the maximum value @ = max,, {a,,}. An additional
objective is to minimize the incidence of inter-SGSN Routing Area Updates.
A MS performs a Routing Area Update (RAU) procedure when moving from
RA-i to RA-j. If both RAs are attached to the same SGSN, the RAU consumes
resources exclusively within the SGSN. If instead the two RAs are attached to
different SGSNs, a more complex procedure is triggered, namely the inter-SGSN
RAU (iRAU for short). Each iRAU involves four (!) different elements - the two
SGSNs, the GGSN and the HLR - consuming resources within each element and
communication overhead between them (signaling traffic on the Gn network).
Therefore, it is desirable to minimize the rate of iRAU messages across the net-
work, hereafter denoted by ¢. In general, the two goals of minimizing ¢ and
« are concurrent and a trade-off is in place between them. The optimization
process must be designed to find the optimal trade-off curve between ¢ and «,
based on which the network engineers can select the best operational point by
taking into account external informations (e.g. equipment features) to weigh the
relative importance of each objective.

We will consider discrete time-series as input data. From the point of view of
network planning it is important to minimize the peak values of the quantities
related to resource consumption. Within the scope of this work we will adopt a
static optimization approach, therefore we will preliminarily reduce each time-
series to a single scalar value representing its peak (i.e. a;(k) — a; and b;;(k) —
b;;). A more sophisticated approach would feed the optimization process with the
whole time-profile of each input process a;(k) rather than just its peak a;. In this
way, one can achieve a tighter estimation of the required resources, but at the cost
of a larger formulation complexity and hence computation time. This approach,
referred to as “time-varying optimization” or “multi-period optimization” [6,
Chapter 11] has been explored in some past papers [7] [8]. From a mathematical
point of view, the problem formulation given in Section 3 could be easily extended
towards multi-period optimization. We leave this option to future extensions.
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3 Problem Formulation

3.1 Notation
The following notation is introduced.

— a;(k) is the number of MS attached to RA-i at time ¢.
— b;;(k) is the intensity of the RAU flow from RA-i to RA-j at time 7;

We use indices i, j for the RAs and m for the SGSNs. Note that the time axis
for the two time-series a;(k) and b;;(k) are independent from each other, i.e.
the sequences {t;} and {7} do not need to be synchronized. The methods for
measuring both time-series from passive traces are discussed later in Section 4.
The total number of RAs and SGSNs will be denoted by N and M respectively.

— a; = maxy a;(k) and b;; = maxy, b;;(k) denote the peak values of the series
ai(k) and b;;(k) respectively. the complete set {b;; } will be referred to as
the (peak) “Mobility Matrix”.

— T; m is the binary variable accounting for the RA-SGSN mapping: z; ,, =1
means RA-i is connected to the mth SGSN.

— Quy is the peak number of MS attached to the mth SGSN;

— & = maxy, {an, } is the maximum number of MS attached to a single SGSN;

— ¢} and ¢, are the peak intensities of the outbound / inbound iRAU flow
from / to the mth SGSN;

— ¢ = max,, {¢;}, + ¢, } is the maximum rate of cumulated iRAU flow (in-
bound and outbound) for a single SGSN

— yf ;m and y; . are binary support variables defined for RA pairs with non-
null RAU flow (formally ¢, j : b;; # 0); the value y:jvm =1 [resp. y; ; , = 1]
means that the RAU flow from RA-i to RA-j contributes to the outbound
[resp. inbound] iRAU flow for the mth SGSN.

The choice to minimize the mazimum iRAU flow per-SGSN (¢ = max,,
{¢) +¢;,}) is based on the implicit assumption that the most critical resources
consumed by iIRAU messages are located within each SGSN; alternatively, in case
that they are deemed to be within the HLR and/or GGSNs, one should consider
the minimization of the totaliRAU over all the SGSNs, i.e. ¢ = 1 > {¢}, + d },
and accordingly change the constraint (8) introduced below.

3.2 ILP Formulation

The goal of the optimization is to jointly minimize both « and ¢ given the
set of constraints formulated below. As usual with dual objective optimization,
two possible strategies can be adopted. The first option is to use a combined
cost function C = w - a + (1 — w) - ¢, wherein the relative weight factor w
serves as a tuning knob to trade-off between the two minimization objectives.
The alternative strategy foresees a two-step optimization. In Step I the primary
objective « is minimized and the absolute optimal value is found, denoted by
0opt. In Step 1II, the primary variable is constrained within a neighborhood of
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the absolute optimal value defined by a slack factor o (i.e. & < copt - 0), and the
secondary variable ¢ is minimized. With this approach the role of tuning knob
is played by the value of ¢. In this work, we adopt the two-step strategy.

The following set of constraints define an Integer Linear Programming (ILP)
formulation of the problem:

minimize: a (in Step I) or ¢ (in Step II)
subject to:
a < opt -0 (only for Step II) (1)
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Constraint (1) is present only in Step II (recall the value of vy is the output
of Step I). Constraint (2) forces each RA to be attached to one SGSN. Con-
straints (3)-(4) enforce iRAU flow conservation. The constraints (5)-(6) are the
core of the formulation: together with the previous flow conservation constraints
they drive the support variable yiijm =1 [resp. y; ;,, = 1 ] iff 2, = 1 and
Zjm = 0 [resp. z; ,m = 0 and z;,,, = 1]. Recall that the binary support variables
y;f jm and y; . are key to the formulation: they account for the contribution of
the RAU subflow from RA-i to RA-j to the outbound /inbound iRAU flow
from / to the mth SGSN. Constraints (7) build up the inbound / outbound
iRAU flow for each SGSN from the values of the support variables y;fjvm and
Y j.m- Constraints (9) and (10) define the number of MS attached to each SGSN
Q. and its maximum « respectively.
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4 Input Data Extraction and Preparation

4.1 Monitoring Setting

The input data for the optimization can be obtained by passively monitoring the
traffic on the Gb links between the PCU and the SGSNs. For this purpose it is
required to capture both signaling and data packets, and to access packet fields
at different protocol layers. The development of a large-scale passive monitoring
system and its deployment in the operational network were accomplished within
the METAWIN project [9]. It includes a real-time parser for the whole PS-CN
protocol stack, and advanced features like packet-to-MS association and MS lo-
cation. The latter are of key importance for the extraction of the optimization
input data. Frames are captured with DAG cards and recorded with GPS syn-
chronized time-stamps. The packet traces are anonymized on-the-fly by hashing
all subscriber related fields (e.g. IMSI, MSISDN) at all protocol layers. In this
section we describe the process of extracting the input data a;(k) and b;;(k) from
passive traces captured on Gb. During the analysis of a dataset based on real
traces we recognized the need for some “data cleaning” stages that are briefly
discussed here, along with exemplary figures from our dataset.

4.2 Extraction of the Mobility Matrix b;;(k)

Whenever a MS moves from RA i to RA j it sends a RAU message to the SGSN
covering j. The RAU message seen on Gb contains both the identifiers of the
“old” and “new” RAs, i and j respectively. Our code parses all RAU messages
and counts the occurrences of (4, j) pairs at time bins of length T}, (we used T, =
5 min). The resulting dataset is then “cleaned-up” across the following stages:

Non-monitored RAs. Our monitoring system covers only a fraction of the Gb
links, hence of PCUs and RAs. The identifier of a non-monitored RAs (say z in
Figure 2) appears in the “old RA” field of a RAU message when the MS moves
into a monitored RA (say x), thus introducing a non-null element (z,z) and

Attaching M5 Dataching M5

Non-monitored RA Monitored RA
{e.g. fareign)

— Captured avent

______ Mon-visible avent

Fig. 2. Monitored RAs
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hence a new row in the mobility matrix. In order to limit the size of the latter,
we merge all the non-monitored RAs into a single virtual “external RA”, so that
their RAU flows are mapped into a single row of the mobility matrix (see Sec-
tion 6 for a discussion about the handling the external-RA in the optimization
process, and the associated monitoring requirements).

Invalid identifiers. For each RAU message seen on Gb, the identifier for the
destination RA j is filled in by the BSC, and is therefore fully trustable (as-
suming no configuration errors in the BSC). Instead, the identifier of the source
RA i is advertised directly by the MSs, that could advertise a wrong or invalid
identifier (e.g. due to terminal bug). For instance, in our dataset we found a
large amount of messages carrying the null value.

Sporadic elements. Sporadic elements. It can be expected that the mobility
matrix is sparse, i.e. most elements are null, as distant RAs can not exchange
RAU flow. This is an advantage for our optimization, since the size of the ILP
problem (specifically the number of constraints) depends on the number of non-
null elements b;; > 0. In some cases we found pairs of RAs with very sporadic
RAU messages, i.e. b;; (k) holds non-null values only in very few time bins. This
is probably the case of distant RAs that occasionally come into proximity (e.g.
due to fluctuations in the radio coverage) or to RAs in a region with very low
mobility (e.g. rural areas distant from major roads). For our purpose it is conve-
nient to ignore these spurious elements, so as to reduce the size of the problem
instance, with a negligible impact on the quality of the final solution. A simple
threshold-based filtering suffices to eliminates sporadic elements.

Anomalous peaks. The problem formulation given in Section 3 takes as input
the peak values of the RAU flow vector b;;(k). However for some (4, ) pairs
the time series b;;(k) displays some anomalous high peaks that are considerably
higher than the “normal” peaks we want to consider in the network planning.
These can be originated by occasional events like BSC failures or pre-planned re-
booting. In fact, when RA i is switched off at time ¢1, the attached MSs migrate
immediately to the neighboring RAs, say j, generating a high peak in the RAU
flow b;j(k)|k~t,. Conversely, when RA i is switched on again at time ¢, most
MS (but not all, due to hysteresis) will return back producing a smaller peak in
bji (k)| kast, - If the peak value b;; is computed by simple maximization of the time-
series b;;(k), these peaks would inflate its value and lead to large resource over-
estimation. To avoid that it is required to identify and filter away outlier peaks
before applying the maximization. We used the following simple method based
on a sliding window. Given a discrete-time vector (k) we consider a moving win-
dow of length W. We denote by my (k) and ow (k) respectively the median and
standard deviation of the samples in the range (kK — W/2,k+ W/2). The generic
sample in k is marked as “outlier” if it exceeds the value of my (k) + 3ow (k).
In this case its value is set down to mw (k). We used window length W=1 hour.
We applied these procedures to our dataset, and derived a “cleaned up” version
of the b;;(k) vectors for the 127 RAs in the dataset. From it, we derived the peak
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Mobility Matrix {b;; } by simple maximization. A graphical representation of the
matrix is given in Figure 4 (note that index 128 is associated to the external-RA,
present only as source RA).

4.3 Estimation of Per-RA Attached MSs a;(k)

From Gb traces it is also possible to estimate the number of attached MSs in
each RA at each instant. Due to privacy constraints the MS are identified by
an arbitrary unique identifier instead of the real IMSI (International Mobile
Subscriber Identifier, see [1, p. 44]). Our monitoring system is able to asso-
ciate signaling and data frames to the corresponding MS. For each MS, tracking
key signaling messages (e.g. Attach / Detach, Routing Area Updates) and the
data packets exchanged during activity periods enables the exact localization
of the MS at the level of RA. This requires the implementation of simplified
state machines to track the location and the state (Attached / Detached ) of
each MS. Following the 3GPP specifications, a generic MS is considered “im-
plicitly detached” after T, seconds from the last packet (the Routing Area Up-
date Timeout). We have developed an ad-hoc stateful code scalable enough to
track the entire population of MS in the network under study. An internal vec-
tor of counter indicates the number of attached MSs to each RA. The counter
is sampled at regular intervals (1 min) in order to generate the discrete sig-
nal a;(k). Note that the time-series a;(k) can have different periodicity than
bi;(k) (1 min vs. 5 min) as the two are extracted independently. The estimation
method is prone to two types of error due to the finiteness of the monitor-
ing scope in time and space. Such “border effects” are discussed in details in
Section 6.

Similarly to the RAU flow signal b;;(k), also the signal a;(k) requires outlier-
filtering to eliminate anomalous peaks before maximization. We used the same
outlier filtering method described above. Some sample graphs of a;(k) are given
in Figure 3. Both display an anomalous peak around k =~ 700, likely due to the
(unplanned) rebooting of a neighboring BSC.

Attached users in RA-70
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Fig. 3. Number of attached MS to some sample RAs (one week in October 2004). The
horizontal line denotes the peak value after outlier filtering.
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5 A Case Study

5.1 Input Dataset

The input traces were collected during the METAWIN project [9] from the op-
erational network of mobilkom austria AG&CoKG, the leading mobile commu-
nication operator in Austria, EU. The time-series b;;(k) (RAU flow) and a;(k)
(attached MSs) were extracted in post-processing by new modules developed ad-
hoc for the estimation procedures described in Section 4.2 and 4.3 respectively.

The dataset used here includes one full week of measurements in October
2004 (from Monday 00:00 to Sunday 24:00) on a subset of the Gb links, specif-
ically those attached to the K SGSNs co-located at a single site. It includes
127 different RAs, representing a fraction F' of the total network coverage. For
proprietary reasons we can not disclose the values of K and F, nor provide abso-
lute quantitative values like traffic volumes, number of MSs, number of Gb links,
etc. Therefore in the following graphs all numerical values have been re-scaled by
an arbitrary factor (un-disclosed). Figure 3 reports the signal a;(k) before and
after the filtering for two sample RAs. A graphical representation of the peak
Mobility Matrix is given in Figure 4.

b, - peak RAU flow

Fig. 4. Mobility Matrix (peak values)

5.2 Simplifying Assumptions

In a real network there are some constraints that must be considered when
designing the PCU-SGSN mapping. For instance a RA can not be attached to
multiple SGSNs, therefore if one RA is split among multiple PCUs, all the latter
- and hence their attached RAs - must be assigned to the same SGSN. This
constraint can be exploited to reduce the resolution time, as explained in the
following. All the RAs bound to be assigned to the same SGSN are merged into
a single virtual “super-RA”, so that a single set of routing variables {z;,,}, .
can be used for it. This reduce the number of z;,, variables and constraints
in the ILP problem instance. Additionally, some PCUs (hence RAs) might be
preferably attached to certain SGSNs based on geographical proximity or other
deployment-specific factors. This can be reflected in the ILP formulation by
fixing a priori the value of the routing variables z; ,, for these RAs.
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For sake of simplicity we take the following simplifiying assumptions for the
case study presented below: (1) the mapping between PCUs and RAs is strictly
1:1 and (2) there are no preferential RA-SGSN associations. Furthermore, we
have ignored the RAU flows from / towards the external RA (i.e. RA not mon-
itored by our system, including those of other neighboring operators). More
details about the requirements and adaptations needed to tackle real-world op-
timization instances are discussed later in Section 6.

5.3 Numerical Results

The optimization problem formulated in Section 3.2 was implemented in AMPL
language [10] and solved with CPLEX [11]. Several problem instances were solved
with different values of the parameters M (number of SGSNs) and o. Recall the
latter serves as a tuning knob to trade-off between the minimization of « and
¢. For each combination of these parameters, the optimal RA-SGSN assignment
is found and the associated values of ¢ (Y-axis) and « are reported on a XY
plane (Figure 5). The resulting curve represents the optimal trade-off region
between ¢ and «. Clearly, the minimum value of o (computed with o = 0,
marked by vertical lines in Figure 5) depends on the number M of available
SGSNs. With more SGSNs one can achieve lower values of o by distributing
the MSs into more subsets, but that comes at the cost of higher iRAU flow ¢.
For large values of the slack factor ¢ the iRAU flow minimization dominates the
overall optimization process, and the solutions for M = X overlap with those
for M = X — h (h=1,2..), meaning that h out of M SGSN are left unused in
the optimal solution. Interestingly, we note that in some cases the availability of
one more SGSN allows a better placement of the RAs, yielding a smaller value
of ¢ for the same value of « (e.g. compare M =5 vs. M =4 for a = 1.6¢5, and
similarly M = 4 vs. M = 3 for a@ = 2.1e5). The curve in Figure 5 can be used
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to find the more convenient operating point in the a — ¢ plane and to learn the
optimal number of SGSN M required to implement the optimal solution.

6 Application to Real Networks

The case-study presented in the previous section is semi-empirical: it is based
on real input data, but it includes some artificial simplifications, e.g. complete
freedom in the assignment of RA to SGSN. These were due in order to skip a
number of technical aspects dependent from the detailed structure of the specific
network under study. This enables a simpler illustration, allows for a better focus
on the problem itself and preserves a certain level of generality. Such approach is
well suited for a research paper, which is illustrative in nature. The application
to the planning of a real network would require taking into account a number
of additional constraints. Below we discuss how to adapt the optimization
process to address such aspects.

Physical constraints. Geographical proximity and considerations related to
the costs of the wired infrastructure interconnecting the PCU to the SGSN
would probably dictate the assignment of certain PCUs (hence RAs) to some
pre-defined SGSNs. Such constraints can be easily implemented by fixing the
values of the routing variables z; ,, associated to these RAs.

Logical constraints. The RA-PCU assignment is not necessarily 1:1. It is pos-
sible that several RAs are attached to the same BSC/PCU, in which case all
such RAs must be assigned to the same SGSN. It is also possible that different
cells within the same RA are connected to different PCUs, e.g. for very large
RAs. In this case, all such PCUs (sharing the same RA) must be linked to the
same SGSN, since the 3GPP specifications forbid that a single RA is split be-
tween multiple SGSNs. These aspects introduce mutual constraints between the
associations of RA to SGSN, which can be used to reduce the size of the opti-
mization problem. In fact, if n different RAs are forced to be attached to the
same SGSN, we can group them under a single virtual entity, called “super-RA”,
with a single set of routing variables x; ., instead of n (in this case the index
i shall refer to the super-RA). In practice, it is required to pre-process the set
of RAs and associated PCUs in order to define the minimum set of super-RAs,
then the ILP formulation given in Section 3.2 is applied to the super-RA set.
The reduction of the (set of) RAs to super-RAs is straightforward. To see that,
consider the non-directed graph where RAs and PCUs are mapped to nodes, and
RA-PCU associations are mapped to arcs. Finding the minimum set of super-RA
is equivalent to find the set of connected components in such simple graph.

Coverage Requirements. The estimation mechanism for a;(k) described in
Section 4.3 is prone to two types of error:

Type 1. Denote by ty the start of the monitoring period. A generic MS that
is attached to the network (say in RA i) at time o will not be “seen”
before it sends the next packet, say at time ¢,. This will lead to an initial
underestimation error in a;(k) at the beginning of the monitoring period.
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Note however that by the time ty + T all MS must have sent at least one
RAU message, therefore this error disappear after T,.

Type II. Consider a MS that at time ¢4 moves from a monitored RA (say i)
to a non-monitored one (“external RA”). The latter can be for example the
foreign RA of another operator, but also a RA of the same network whose Gb
link is not tapped. In both cases, the Routing Area Update message will not
be “seen” by the monitoring system, which will consider the MS still attached
to RA 4 until t5 + Ty, when finally the MS is declared implicitely detached.
This effect leads to a continuous overestimation of a;(k), particularly for
those “border RA” neighboring non-monitored areas. Differently from Type
I, such error is present in the entire measurement period.

Both estimation errors can be considered as “border effects” due to the finiteness
of the monitoring scope in time (Type II) and space (Type II). In order to reduce
Type II errors it would be required (1) to monitor all the Gb links attached to
the SGSNs under optimization and (2) to monitor also the Gn interfaces near
the SGSN in order to capture SGSN-to-SGSN signaling. In fact, the transition
to a non-monitored RA is notified by the MS to the new (non-monitored) SGSN
which will then contact the old (monitored) SGSN. This is in fact part of the
iRAU procedure, whose frequency we are trying to minimize (!).

Partial Subproblem. In some cases the network engineers might be interested
in solving only a partial sub-problem, namely to re-optimize the PCU-SGSN
assignment for only a subset of SGSN, typically those co-located in the same
physical site. In this case it is not required to monitor the RAs attached to other
SGSNs, since they are excluded a priori from the assignment problem. However,
to achieve a meaningful solution it still required to monitor all the RAs attached
to the set of SGSN under optimization, plus all other RAs that are candidate to
be linked to be them.

Non-monitored RA. The iRAU flow from / to external SGSNs (i.e. not con-
sidered in the optimization, like foreign SGSNs) contributes to the iRAU load of
each monitored SGSN, therefore should be taken into account in the optimiza-
tion. This can be handled by embedding all non-monitored RAs into an additional
virtual RA, the “external-RA”, which is not assigned to any SGSNs. Hence, the
RAU flows between the monitored RAs and the external RA is always accounted
as inter-SGSN RAU. Note that only the inbound iRAU flow from the external-RA
can be measured for each monitored RA, not the outbound (towards the external-
RA). A reasonable workaround is to assume flow symmetry between the two, and
set the external outbound flow equal to the inbound for each RA.

7 Conclusions

In this work we introduced the problem of optimal PCU-SGSN mapping in a 3G
cellular data network. We provided a novel ILP formulation for the (re)assignment
problem and solved an instance of 127 RAs and up to 5 SGSNs. We expect that
most of the practical problem found in real-networks will hardly exceed this range,
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considered that in most cases the optimization will be applied to a subset of SGSNs
co-located at a single physical site rather than to the whole-network. Furthermore
the logical deployment constraints discussed in the last section are likely to reduce
significanly the number of variables (super-RAs). The approach developed in this
work allows for a better engineering and optimization of the Gb section of a 3G
network: the curve in Figure 5 can be used by the network staff to find the more
convenient operating point in the o — ¢ plane and learn the minimum number of
SGSN required to implement the optimal solution.

The case study presented here was meant primarily as a proof-of-concept of
the correctness and consistency of the whole optimization procedure, from the
measurement extraction to the ILP resolution. Accordingly, we adopted a semi-
empirical approach applying a real dataset to a simplified network instance. It
was not in our goal to show the level of improvement that can be achieved by
applying this optimization problem to an existing network with a legacy PCU-
SGSN wiring. In this case the gain depends on the goodness of the latter. Network
engineers can use the proposed approach to periodically validate the goodness of
the current setting against an absolute performance bound, and based on that
decide about the convenience of rewiring.

The input data required for the optimization can be extracted from packet
traces captured by passively monitor the Gb links near the SGSN, without di-
rect access to the RAN. Notably such data could not be derived easily from the
network equipments. For example enabling complete RAU logging at the SGSNs
or BSCs would introduce a major overload onto these elements and hence per-
formance risks. Therefore such an application represents yet another example of
the opportunities enabled by passive network monitoring a 3G network.
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Abstract. Location is a valuable information for services implemented in
wireless networks. Location systems often use the infrastructure of already
deployed cellular networks. Accordingly, location systems spend resources
from the network they use. This paper proposes a middleware to reduce the
consumption of network resources and optimize the location traffic being
carried. This middleware, called MILCO (Middleware for Location Cost
Optimization), selects the optimum location technique depending on the
request, i.e. the location technique that fulfills the required quality of service
(QoS) and minimizes the resource operating expense. In addition, MILCO takes
advantage from ongoing and carried location processes to reduce the overall
expenditure of resources. Results show that MILCO can reduce the location-
process failures and improve the figures of latency for the location provisioning
and resource usage in cellular networks such as UMTS.

1 Introduction

Many operators see in location a key feature for advanced services on wireless
networks in the near future. Till now, only a few location-based services (LBS) have
been implemented for the mass-market. There are several factors that are delaying the
introduction of LBS in the market. The recent deployment of the last generation of 3G
networks removed some of them, such as the low-bandwidth channels and the lack of
definition on the location system architecture and protocol stacks. However, other
issues still remain open. Probably, the main one refers to the mismatch between the
QoS offered and demanded.

Nowadays there are several location techniques ready for being deployed: cell
identification, terrestrial signal trilateration, satellite navigation, finger-printing, angle
of arrival, etc. Each of them provides certain quality of service usually measured in
terms of accuracy, response time, availability and consistency [1], where the first two
are considered to be the most relevant. On the other hand, there exist a wide variety of
LBS, each requiring different QoS depending on the purpose of the service itself.
Thus, the capabilities of location systems for carrying location requests coming from
different LBS directly relies on the features of the location techniques implemented
on them.

Table 1 outlines the quality of service obtained by the most popular location
tech zniques. This table shows that none of the location techniques perform excellent
in all the conditions. For example, availability of cell identification methods is very
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good, but accuracy and consistency are usually poor since they depend on the cell
size; GPS techniques on the other hand give accurate positions but availability is poor
indoors, etc.

Hybrid techniques are proposed as a way to overcome the shortcomings of using
location techniques as standalone. They are based on combining measurements
coming from several techniques to take advantage from the strong points of each one
[2]. The use of this kind of techniques enhances the QoS offered by the system and
allows more LBS to be carried. However, the QoS figures obtained by this kind of
techniques are often much higher than necessary for many LBS, which can lead to an
inefficient use of the network resources.

This paper proposes a new approach to optimize the use of resources in location
systems. The work is structured as follows. The proposed approach is explained in
Section 2. Section 3 presents the simulation tool used to carry out the analysis and the
scenarios being simulated and Section 4 analyzes the results obtained. Finally, in
Section 5 the main conclusions are summarized.

Table 1. QoS of the main location techniques

Technique Accuracy | Response Time | Availability Consistency
Cell ID Fair/Poor Very good Very good Very poor
Signal strength | Poor Good Very good Very poor
TOA/TDOA Good Good Fair Good
AoA/DoA Good Good Fair/Poor Fair
Fingerprint Good Fair Good Fair
GPS Very good Fair Good Good
Hybrid systems | Very good | Poor Very good Good

2 MILCO

2.1 System Definition

The network resources consumed by the location system belong to the infrastructure
of the underlying cellular network on which the location service is running. As a
consequence, the resources used for location purposes are not available for other
traffics. This paper proposes to use a middleware to optimize the use of resources in
location systems: MILCO (i.e. Middleware for Location Cost Optimization) [3].
MILCO manages all location processes, aiming at reducing the resources usage as
long as the QoS requested is fulfilled. Notice that there are several proposals for
location middlewares, but they are focused on technology independence and LBS
quick development [4], not on efficient use of resources.

MILCO is implemented as a new piece of software inside the location managers,
e.g. inside the Serving Mobile Location Centers (SMLCs) in the case of ETSI/3GPP
notation [5]. Figure 1 shows a location system architecture including the MILCO. In
this figure, ETSI/3GPP notation has been used as reference. Each time a location
request reaches the location system through the GMLC, it is delivered to the MILCO
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entity. Then MILCO selects the location technique that better fits the request, i.e. the
one that is expected to achieve the requested QoS and minimizes the spent resources.
Finally, MILCO uses the network facilities to get the user's position and forward the
result to the LoCation Service (LCS) client that requested it.

Figure 2 shows the steps that define the MILCO's performance for each location
request: filtering, location-technique selection and result management. Filtering stage
involves all the blocks above the cost function and aims at filtering any location
technique that is not suitable for the request. Location techniques can be marked as
non-suitable due to three reasons: there is an incompatibility (i.e. either the network or
the user terminal do not implement the technique); the location technique is unable to
achieve the QoS being requested (e.g. the maximum accuracy achieved by the
technique is worse than requested); or there is an input module that can handle the
request without running the location technique. The second stage is the location-
technique selection. In this stage, MILCO selects the optimum location technique
from the remaining set (i.e. after filtering). This is achieved by means of a cost
function, which ranks the resource consumption of all the location techniques. Finally
the third stage manages the results, i.e. decides the procedure to handle the failures,
maintain a database with the previous location measurements and calculations, etc.
The default behavior on location failures is to execute another location technique.
Notice that in these cases, the requirement for the response time may be much more
constrained, since some time has been spent in previous location attempts.

2.2 Cost Function

The cost function is the core module of MILCO. It ranks the location techniques
suitable for the request according to the use of resources made by each of them, i.e the
more resources the technique consumes the lower it is ranked. This rank is further
used to select the optimum location technique, i.e. the one that use less resources.

The cost function is composed of several factors, which are used to quantify the
network-resource usage. Thus, it is defined as:
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Z(LT)= f(@4. &y 0,32, (LT, ). 2, (LT} ). 2, (LT, ) (1)

where Z(LTi) represents the resources spent by the i 1ocation technique (i.e. LT)), f

stands for some function and a; and Zj(LTi) are respectively the weight and value of

the jth factor applied to the location technique LT;. Several functions (f) can be used

to calculate the resource usage. This paper proposes to use a simple additive function
with m factors in order to evaluate the performance of the module. It is defined as:

201)=3 a2 u7). @)
i=1

The factors taken into account in this paper and which use is penalized are the
signaling volume, the use of low-bandwidth channels and the power consumption at
the user terminal [3]. Signaling volume penalizes those techniques that involve
exchanging big amounts of data. Use of low-bandwidth channels favors those
techniques that use wide-band channels, e.g. the ones that don't need to cross the radio
interface. Finally, power consumption is included to penalize the techniques that

quickly drop the user's terminal battery.

2.3 Input Modules

Input modules are used to extend the functionalities of the cost function and to
improve the performance. Two input modules are in the design: location cache and
concurrence manager. Location cache avoids running a location technique whenever
the user position can be estimated with enough accuracy. Location cache works on the
basis of two hypotheses: an older position is available for the user and the user is
close to this position. There are several approaches to verify that the terminal position
is close enough to the last stored position [6]. MILCO builds a database with the
result of previous location processes and uses the age of the stored positions as
constraint for the location cache, i.e. it uses old stored positions only when they are
not older than a threshold value. If it is the case, the average speed of the terminal
(calculated from the data stored in the database) is used to estimate the current
position of the mobile station. Then, depending on the required QoS, this estimation
can be enough and help to avoid spending new resources. Notice that the more static
the users are the better performance should be expected.

Concurrence aims at avoiding collisions on location technique executions. A
collision happens whenever a location request for a specific user is received while
another one, with higher QoS requested, is in progress. In such situations,
concurrence manager blocks the last received request until the ongoing one finishes.
Then, the resulting position is shared by both requests, even though the QoS returned
for some of them is better than necessary. Notice that this procedure should perform
better as the location traffic (per user) increases.

Location cache and concurrence manager contribute by reducing the number of
requests reaching the cost function, hence no location techniques are run for requests
that use these modules. As a consequence the overall amount of resources used for
location is also reduced.
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Fig. 2. Block diagram of MILCO

3 Simulator and Scenarios

The simulator used in this paper has been specifically developed to test MILCO. It
allows any kind of network and cellular scenario to be simulated (e.g. channel
allocation method, mobility and propagation patterns, admission and power control
algorithms, etc). The simulator doubly wraps the simulation area to minimize the
impact of the edge-effect on the results. This means that the simulation area is turned
into a torus [7], becoming a virtually infinite surface from mobility and propagation
points of view.

This paper evaluates MILCO on urban cellular UMTS networks. An admission
control algorithm [8] and a power control [9] have been implemented. Control
algorithm accepts new users whenever the target SIR of any of the ongoing calls
in the cell does not drop more than 1 dB. Power control parameters are detailed on
Table 2. A basic scenario is proposed to be simulated, where several location loads
ranging from 1 request per 30 seconds to 2 requests per second are applied. Figure 3
shows the resulting layout. The scenario is composed of 100 Node-Bs (NB), which
are uniformly spread along the simulation area. Each Node-B is placed in the center
of a square-shaped building and achieves a cell coverage of 1135 meters. Notice that
an important share of the whole area is overlapping area, i.e. covered by more than
one Node-B. This puts the simulation closer to reality and at the same time allows
OTDOA, not possible in areas covered by only one or two Nodes-B.
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Table 2. Parameters of the power control algorithm

Parameter Value

No =M1 = Not 2
Ao = A = Aai 10
Annax 10 dB
Amin 001 dB
Ainitial 1dB
Power updates between consecutive movements 20

Users move freely within the layout and can go into these buildings. Buildings
represent indoor zones, i.e. the signal reception is limited inside them. The scenario is
populated with a single pedestrian user. More users are not needed in this preliminary
evaluation, since the performance of MILCO is user oriented. This is because MILCO
takes decisions according to the location requests features, which are finally targeted
to a specific mobile station. Including several mobile stations constrains the access
network (e.g. mobile-based location techniques, power-control algorithm, etc.) and
the impact of it in MILCO is left for further study. The user speed (in both directions
x and y) follow a normal random variable, with mean and standard deviation of 0.59
m/s and 0.17 m/s respectively. The value of the user speed in both directions is
updated once per second.
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Fig. 3. Layout of the scenarios simulated

Propagation pattern follows the Okumura-Hata model, with path-loss slope and
zero-meter losses set to 4 and 23dB [10] respectively. SIR is calculated in according
to [11], where spreading and orthogonality factors are 10 dB and 0.4 respectively
[10]. Handoffs are requested each time the received power or SIR in a Node-B or
mobile station (MS) falls bellow a threshold (named handoff-threshold). The handoff
request is hold until achieving a new free channel, as long as the received power or
SIR are between the handoff-threshold and the sensitivity of the terminal. If SIR or



A Middleware Approach for Reducing the Network Cost 89

received power falls bellow the sensitivity, the handoff is tried for 15 seconds
maximum. If no channel is achieved during this time, the service is interrupted and
the user terminal backs off for an exponential time of mean 5 seconds. It must be
noted that successful handoffs drop all ongoing requests carried by the mobile station.
Table 3 gathers the main parameters of the propagation pattern, which have been
extracted from [10, 11].

Table 3. Parameters of the propagation pattern

Parameter Value
Minimum SIR -9dB
Sensitivity of the stations -109.2 dBm
Maximum MS transmission power 21 dBm
Minimum MS transmission power -44 dBm
Node-B transmission power 43 dBm
Handoff threshold for received power -106.2 dBm
Handoff threshold for SIR at reception -6 dB

All location techniques available in UMTS are taken into account in this scenario
(i.e. Cell-ID, OTDOA and A-GPS). A hybrid tight-synchronized OTDOA/A-GPS
location technique [2] is also included to show the features of the hybridization
upgrade. Table 4 characterizes the accuracy and response times achieved by each of
them [12]. In this table mean is the average value, range indicates the set of values
that the variable can take and std stands for the standard deviation. Availability of
OTDOA is computed according to the received power and SIR. This means that three
or more BS are expected to be seen in the MS in order to run OTDOA. Otherwise,
OTDOA is considered not available at that instant/position. In the case of satellite-
based techniques, availability is checked in a different way. The scenario defines a
default number of satellites in sight of 5. However, in the indoor zones this figure is
uniformly distributed from 1 to 2 satellites.

The position requests are generated by a single service, being the accuracy
uniformly distributed from 10 meters (e.g. tracing, tracking and emergency services,

Table 4. QoS achieved by the location techniques

Location Techniques
Cell ID OTDOA A-GPS Hybrid

Distribution | Deterministic Uniform Gaussian Gaussian

Range Not applies [50..2501 m| Not applies| Not applies

Aceuracy |y oan 1135m 150 m 3m 50 m
Std 0Om 57.73 m 0.90 m 15m

Response | Distribution | Deterministic| Exponential | Exponential | Exponential
time Mean 0s 7s 11s 27s
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etc.) to 2 Km (e.g. location-based information, enhanced call routing, etc.). The
response time required is also uniformly distributed between 0 seconds, which means
that the location must be provided immediately (e.g. emergency services) and 60
seconds (e.g. push services). Both accuracy and delay constrain the QoS, i.e. not
reaching one of them results in a QoS failure (3GPP allows other QoS approaches but
the most restrictive one is used in this study).

All the features of MILCO are implemented: cost function and input modules.
Positions remain cached for 2 seconds. The cost function used in the scenarios is
presented in (2). The quantification of the cost factors can be seen in Table 5, where
Ny and Ng 4 are the number of Node-Bs and satellites involved in the positioning.
Two modes are specified in Table 5 for OTDOA and A-GPS: assisted (AS) and not
(NAS). Assisted mode involves sending the assistance data to the mobile station,
while not assisted assumes that this information has been previously sent. Simulations
are made under the assumption that the assistance data (for OTDOA and A-GPS)
expires after 30 seconds, i.e. new assistance information is required after 30 seconds
from its reception. In the computation of the signaling volume only the topmost
protocol in the stack (i.e. RRC for all techniques except Cell-ID) has been taken into
account. The quantification of the low-bandwidth channels usage is made by counting
the number of times a interface is crossed and dividing this figure by the throughput
of the channel used. Power consumption heavily depends on the user terminal
performance. Accordingly, the authors propose a quantification for the power
consumption based on the number of signals transmitters involved in the location
technique.

Table 5. Quantification for the factors used in the cost function

Technique Signaling Low-bandwidth Power

Volume (bits) channel usage (ns) Consumption
Cell-ID 0 0 0
OTDOA (NAS) 268 Nxg
A-GPS (AS) 473 + 1199 - Nour 2-100 . 2-10° Nsar
A-GPS (NAS) 461 + 647 - Nsr | 155 Mbps = 384 Kbps Nsar
Hybrid 65_3'_ -'1-215344. ]Q: :”Tg Nyg + Nar

The weight of the factors in the cost function is the same and the maximum value
of a weighted factor is set to 1. Thus, the maximum value of the cost function is 3.
Table 6 gathers the weights (aj) applied to the factors in order to achieve this

behavior. This static assignment of weights is proposed for evaluation purposes.
Tunning the weights is out of the scope of this work and it is left for the optimization
stage of the MILCO design.
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4 Performance Analysis

This section analyzes the performance of MILCO, focused on the resources used by
each LBS and the location traffic being carried. Location techniques used as
standalone are included for comparison.

Figure 4 displays the percentage of unsuccessful LBS in the scenario loaded with
30 requests per second, using only the cost function (i.e. location cache and
concurrence manager are disabled). Failures of the mobile-based location techniques
due to handoffs are not taken into account. The best results among the standalone
location techniques are obtained by A-GPS, with 17.72% of unsuccessful LBS. Using
MILCO reduces this figure in 57.85% and better results are obtained if compared with
the rest of techniques. Results achieved using only OTDOA and only A-GPS are
similar. This is because accuracy and response time constrain both the QoS. Thus,
response time constrains the A-GPS results and accuracy does the same for OTDOA.
Hybrid technique is also constrained by the long response times, resulting in a poor
successful LBS rate.

Table 6. Weights of the factors used in the cost function

Factor Value
Signaling volume 1.3651 - 10"
Low-bandwidth channel usage 1.9152 - 10"
Power consumption 1.25- 10"

Performance is expected to be improved by input modules. Hereafter, all the
measurements are taken implementing all modules (i.e location cache and
concurrence manager also enabled). Figure 5 plots the evolution of the unsuccessful
LBS requests with the load, taking into account and not the mobility of the terminal
(i.e. the LBS failures due to handoff). Inter-arrival time stand for the time elapsed
between two consecutive location requests, i.e. the shorter the inter-arrival time the
heavier the load. As it can be seen, the unsuccessful LBS rate is higher when mobility
is accounted for. This is because handoffs interrupt all ongoing requests,
independently of the handoff result [S]. The difference between results considering
and not mobility is scarce, since the average speed of the mobile station is very low.
However, greater differences are expected with higher average MS speeds. Figure 5
shows that at medium/low request rates (i.e. inter-arrival times longer than 10
seconds), MILCO achieves an unsuccessful rate of LCS between the 7% and 8%.
However, the higher the load the lower the unsuccessful LCS rate, since lower time is
spent between consecutive location requests and therefore cache and concurrence
feature are more likely to be used. This proves that the scalability of the proposed
approach is guaranteed: for heavier loads the input modules performance reduce the
percentage of unsuccessful requests.
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Reducing the use of resources is the other strong point of MILCO. Figure 6 plots
the average and standard deviation of the number of location techniques run per
location process. This figure shows that at lighter loads (i.e. inter-arrival times longer
than 20 seconds), the average number of location techniques remains very close to 1.
This is because at these rates concurrence and cache are not useful and only the cost
function is used. Therefore, only few processes have enough time to run more than
one location techniques (if necessary) and fulfill the response-time requirements. The
number of location techniques being used falls as the load is increased, since input
modules handle more requests: requests attended by input-modules involve running
no techniques. In addition, standard deviation of this variable increases with traffic for
rates greater than 1 request per second. This is due to the high difference between
requests served by cost function (involves at least 1 location technique) and input
modules (no location techniques are run). At the top right of Figure 6, for inter-arrival
times lower than 1 second, the standard deviation falls since the number of the
location techniques being served by location cache and concurrence manager is much
higher than the ones attended by cost function, reaching up to the 88%.
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Figure 7 shows the average resources consumed by MILCO according to the
definition provided in (2) and the percentage LBS that make use of location cache and
concurrent LCS. In this figure, percentage of resource usage is provided relative to the
hybrid technique (considered 100%), according to data in Table 5 and Table 6.
Therefore, the average resource usage represents the cost of requests handled by
MILCO regarding the consumption of resources achieved using only the hybrid
technique. At lightly loaded scenarios, location cache and concurrence manager are
seldom used. Figure 7 shows that less than 2% and 5% are handled successfully by
location cache and concurrence manager in these scenarios. This means that MILCO
is reduced to cost function. However, using only this feature reduces the use of
resources more than 70%, since the location techniques executed are selected
according to the QoS demanded, the features of the network and the capabilities of the
base station. Better figures are achieved when the load increases, reaching up to 95%
of saving. This improvement is due to the increasing use of location cache and
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concurrence manager, since these modules attend a location requests at zero cost.
Figure 7 shows that at heavier loads, most of the requests are handled by location
cache or concurrence manager. Indeed, at the heaviest loaded scenario (10 requests
per second), the 88% of the LBS are successfully handled by input modules.

Even though location concurrence algorithm provides several benefits on carried
load and reduction on network resource usage, its performance is far from being
optimum. Simulations show that most of the LCS failures at higher loads come from
concurrence manager (e.g. at 10 requests per second, concurrence manager was
involved in the 72.58% of the LCS failures). However, it is not very relevant since the
percentage of unsuccessful LCS at these rates is very low.

5 Conclusion

This paper presents MILCO, a middleware that aims at reducing the use of network
resources and maximize the carried traffic in location platforms. MILCO is composed
of several modules, but three stand out: cost function, location cache and concurrence
manager. Using only the cost function, MILCO reduces the usage on network
resources (defined by means of several factors) more than 70% if it is compared with
systems implementing only the hybrid A-GPS/OTDOA technology. Significant
savings are also achieved if it is compared with other standalone techniques. MILCO
improves thus the system performance just selecting the most suitable technique
according to the QoS requested. When all the modules are used together, this saving
goes up to 95%. This means that more traffic can be carried with the same amount of
network resources. The results also show that MILCO reduces the percentage of
unsuccessful location requests a 57.85% if it is compared with A-GPS, which is the
technique that better results achieves when used as standalone. Better results are
obtained when the middleware is compared with other techniques. Location cache and
concurrence manager makes that MILCO is a scalable system, since increasing the
load involves reducing unsuccessful LBS rate and the resource usage.
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Abstract. The 3rd Generation Partnership Project (3GPP) has pro-
posed the IP Multimedia Subsystem (IMS) as a key element in the
next-generation network (NGN) converged architecture supporting mul-
timedia services. Extending the IMS towards provisioning support for lo-
cation based services (LBS) will enable enhanced services and offer new
revenues to the system. However, conveying location information in the
IMS and connecting the IMS with a real positioning system are still open
issues. This paper presents the design and implementation of an IMS Lo-
cation Server (ILS) integrating IMS with a positioning system. From the
IMS perspective, the ILS serves as a service enabler for LBS. Consider-
able work has been done by the IETF in the area of location information
transport based on the Session Initiation Protocol (SIP). This paper pro-
poses some improvements in this area. In order to demonstrate proof-of-
concept in enhancing IMS-based services, a Location-aware Push-to-Talk
(LaPoC) prototype service has been developed. The service has been in-
tegrated and tested with the Ericsson Mobile Positioning System (MPS).
The paper also gives the results of performance measurements including
traffic load analysis and session establishment time.

1 Introduction

Location awareness is an important issue affecting numerous human activities
and even forcing the creation of a special scientific discipline called navigation
in order to develop the means for location and travelling management. In recent
years, location has acquired a completely new dimension through introduction
of a special group of telecommunication services that explore location awareness.
Location-based services (LBS) have become one of the most prosperous groups
of emerging telecommunication services. In their essence, location-based services
successfully integrate three basic building blocks [10]: positioning systems, (mo-
bile) communication systems, and location content.

Positioning systems serve as the entities for determination of an end-user’s
position in a suitably chosen reference frame in space. Position determination
is conducted by combining several positioning sensors’ outputs (satellite po-
sitioning, network positioning, radio positioning, etc.) with required quality of
positioning service [9], which is usually entitled positioning sensor fusion. Mobile

Y. Koucheryavy, J. Harju, and V.B. Iversen (Eds.): NEW2AN 2006, LNCS 4003, pp. 96-107, 2006.
© Springer-Verlag Berlin Heidelberg 2006
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communication systems provide reliable means for position reports and location
content exchange between mobile units and the rest of the LBS system.

Location content refers to location-related information presented in various
forms (charts and maps, numerical and textual content, multimedia, etc.) deliv-
ered either to the mobile unit or some third application (emergency call E112
service, for instance). Since location content is gradually shifting towards a multi-
media form of presentation, it seems a natural step forward in LBS development
to consider the utilization of the latest related communications technologies,
such as the IP Multimedia Subsystem (IMS).

The IMS is the internationally recognized standard for providing end users
with advanced multimedia services [1]. A wide range of location applications
built around existing and emerging IMS services may be foreseen, including:

— presence and location (friend location visible in address book)

— users sending messages or initiating IMS sessions only with other users lo-
cated at a defined distance

— context aware adaptation based on user location (e.g. user’s communication
preference is changed depending on whether the user is at work or at home)

— users sharing their location via shared maps

— location aware multimedia information broadcasting

With the provisioning of user location information considered as a generic
and reusable network-provided enabling technology, this paper proposes the in-
troduction of a service enabler called IMS Location Server (ILS) located in the
IMS Service Layer. The ILS provides an interface towards a positioning system
to retrieve user location information, thus providing the means of making this
information available to other IMS application servers. The solution is inde-
pendent of a particular service and is intended to support the enhancement of
existing and emerging IMS-based services.

The basics of the IMS and SIP location conveyance are described in the fol-
lowing section. Section 3 presents the design and implementation of the proposed
ILS. The solution is demonstrated with the development of a prototype service
called Location-aware Push-to-talk (LaPoC) and through integration with the
Ericsson Mobile Positioning System (MPS), as described in Section 4. Section 5
describes tests that were conducted to measure signaling performance.

2 Background

This section provides an introduction to the IMS and SIP. Furthermore, the
status of standardization in the area of SIP location conveyance is described.

2.1 IP Multimedia Subsystem (IMS)

In the move towards a converged network architecture, the IMS represents a
key element in the UMTS architecture supporting ubiquitous access to multime-
dia services. Originally specified by the Third Generation Partnership Project
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Fig. 1. Simplified IP Multimedia Subsystem (IMS) layered architecture

(3GPP), IMS is considered to play a key role in merging the Internet and cel-
lular worlds [8]. Eventually, it will work with any network with packet-switched
functions (e.g. GPRS, UMTS, CDMA2000, WLAN, DSL, cable etc.), while in-
terworking with legacy networks will be supported through gateways. Key IMS
benefits include: Quality of Service (QoS) support securing enhanced service
quality; service integration by defining a standard interfaces over an IP-based
infrastructure; and support for flexible charging. Based on a horizontally lay-
ered architecture, the IMS provides open call/session control with interfaces to
service and connectivity layers in both wireless and wireline industries.

As shown in Fig. 1, the IMS consists of 3 layers: Service Layer, Control Layer
and Connectivity Layer. Of the most significant protocols used in the IMS, we
point out the Session Initiation Protocol (SIP) chosen by 3GPP as the protocol
for session establishment, modification, and release.

The Service Layer comprises application and content servers to execute value-
added services. The IMS allows for generic and common functions (implemented
as services in SIP Application Servers) to be reused as building blocks for mul-
tiple applications and services. This implies the introduction of new services
offering rich user experiences, with fast time-to-market and simplified service
creation and delivery. Accordingly, the proposed ILS provides location services
to other IMS Application Servers (AS) via a standard SIP interface.

The Control Layer comprises network control servers for managing call or
session set-up, modification and release. The key IMS entity in the Control Layer
is the Call Session Control Function (CSCF) which is responsible for session
control and processing of signaling traffic. The Home Subscriber Server (HSS)
is a user database, which maintains each end-user’s profile. The Media Resource
Function (MRF) is responsible for the manipulation of multimedia streams.

The Connectivity Layer comprises routers and switches, both for the backbone
and the access network.
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2.2 SIP Location Conveyance

The Session Initiation Protocol (SIP) [15] has emerged as part of the overall
IETF multimedia architecture, providing advanced signaling and control func-
tions for a wide range of multimedia services. SIP is defined as an application-
layer control (signaling) protocol for creating, modifying and terminating
sessions with one or more participants, and has been adopted by 3GPP as the
key session establishment protocol in the IMS.

Conveying location information over SIP is a relatively new issue and is not
completely standardized, although there are several Internet Drafts and RFCs
[13][12][11], released by the IETF, dealing with this subject. Various SIP methods
are applicable to carry location information, in the body or in the header of a
message, but no method is pointed out as the preferred standard. More details
on the framework and requirements for usage of SIP to convey user location
information from one SIP entity to another SIP entity are given in [13].

The IETF proposes a protocol independent object format for conveying such
location information [12], extending the XML-based Presence Information Data
Format (PIDF) to allow the encapsulation of location information within a pres-
ence document. As the baseline location format in PIDF-LO objects, the Geog-
raphy Markup Language (GML) 3.0 [5] was selected. Conveying static location
in PIDF-LO bodies is straightforward. However, the difficult part about asyn-
chronous notification of location information is that many forms of location are
measured as a continuous gradient. Unlike notifications using discreet quantities,
it is difficult to know when a location change is large enough to warrant notifica-
tions. Moreover, different applications require a variety of location resolutions.

Location filters are necessary to specify events that will trigger notifications to
subscribers because location information is continuous and not discreet. We can
not expect to flood the network (periodically or not) with responses carrying
location information. Defined location filters [11] are XML documents which
limit location notification to events which are of relevance to the subscriber.

3 Design and Implementation of ILS

The ILS functionality proposed in this work has been tested with the develop-
ment of a prototype service.

3.1 IMS Location Server (ILS)

The ILS is designed as a generic SIP Application Server located in the IMS Ser-
vice Layer. Methods for determining user positions are not implemented within
ILS; rather, ILS is responsible for delegating the location request to the posi-
tioning system. Using the terminology proposed in [2], the ILS takes on the role
of a Location Services (LCS) Client and obtains location information from an
LCS Server. All other Application Servers (AS) requiring location data may send
requests to the ILS via a SIP interface. Such a concept provides a central location
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in the IMS Service Layer that provides location data, rather than having each
AS separately requesting data from a LCS Server.

3.2 Location-Aware Push-to-Talk (LaPoC) Service

The proposed solution was demonstrated based on development of a proto-
type service called Location-aware Push-to-talk (LaPoC). The architecture of
the LaPoC system integrated in IMS and connected with a generic Position-
ing System is shown in Fig. 2. It consists of two new components; the LaPoC
Application Server (LaPoC AS), and the IMS Location Server (ILS).

GLMS LaPoC AS LS |
|

Positioning
} Server (PS)
} GSM/UMTS
| network
|

|

! Positioning System
| o e T T J
|

|

IMS Client

Fig. 2. Location-aware Push-to-talk (LaPoC) architecture

Push-to-talk over Cellular (PoC) [3] is one of the first IMS services provided
by numerous network operators. In this walkie-talkie type of service, the user
must press and hold a button when he/she wants to communicate, and can start
talking only when the terminal notifies them. By releasing the button, users
signal the end of their speech. Because Push-to-talk is a half-duplex service, only
one user can speak at a time. In the IMS network, a PoC Server is responsible
for session control functionality.

The LaPoC service implemented in this work extends the functionality of
the PoC service to make it location aware. This means that the PoC Server
is enhanced to establish and modify PoC sessions in the IMS system taking
into account end-user location information. The new proof-of-concept service
demonstrates how to establish and modify a group PoC session only with users
that are at a certain designated distance from the originating user (e.g. 1 km).

With location awareness, the service is even more similar to walkie-talkie.
The difference in comparison with the classic walkie-talkie solution is the pos-
sibility for the user to define the coverage area. In LaPoC, this area can range
practically indefinitely, while in the classic walkie-talkie the coverage area is lim-
ited by propagation characteristics of radio waves. Example use cases for such
a service include a person wishing to establish a PoC session only with selected
colleagues located within company premises; or a security officer speaking to
officials securing the grounds at a soccer stadium.

The general aim of the latest interdisciplinary activities is to provide a generic
model for successful implementation of a variety of location services within the
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IMS. One can find the simplest case in the service of another user location
provision to the initiator of the service. Called the immediate location request,
this service asks for location response to be delivered immediately after the
location request is received [2].

In another case, a location request is sent to a server, but a response is received
only when a certain condition stated in the request is fulfilled. Such a service is
called a deferred location request. An example is a service initiator requesting to
be notified when another user enters a certain area, such as a building or a city.
Practical implementation of this service requires the location server to monitor
the users’ locations. Requirements become even more challenging in the LaPoC
service because the designated area is not static, and a group of users is to be
monitored instead of a single user.

3.3 LaPoC Application Server

The LaPoC AS represents a PoC Server enhancement. Besides implementing
classic PoC functionalities, the LaPoC AS is responsible for contacting the ILS
to obtain information about which users in the group are inside the designated
radius from the originating user, and which are not. It is also responsible for
modifying the session in accordance with the location of session members. This
means if one user moves outside of range from the originating user, the LaPoC
AS will receive a notification from ILS and will terminate the session. In the
same way, when one user from the group enters the designated area, ILS sends
notification to LaPoC AS which then includes him in the session.

The simplified session establishment sequence diagram is shown in Fig. 3.
After receiving a SIP request for a group session, the LaPoC AS contacts the
Group List Management Server (GLMS) to retrieve the group member list. For
each member of the group the server checks their presence status, whether they
are online, offline, or busy, by contacting the Presence Server. Finally, the LaPoC
Server retrieves location information from the ILS for available users, to deter-
mine whether they are within range from the session originator. Most interfaces
of the LaPoC AS are based on SIP, including communication with the ILS.
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Fig. 3. Simplified LaPoC session establishment with enterOrFExit filters
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3.4 ILS SIP Interface

As mentioned earlier, the IETF is working towards standardization of SIP lo-
cation conveyance. The usage of Presence-based GEOPRIV Location Objects
(PIDF-LO) [12] carried in the body of a SIP message is proposed. Several SIP
methods are applicable to carry the PIDF-LO but none are pointed out as pre-
ferred [13]. In the LaPoC prototype, location conveyance using SUBSCRIBE
and NOTIFY SIP methods is selected since this model is used for specific event
notification in SIP [14].

Furthermore, the usage of location filters to specify events that will trig-
ger notifications to subscribers is also proposed. Several such events and cor-
responding filters are defined [11], of which the enterOrEzit filter is most suit-
able for the LaPoC prototype. The enterOrEzit filter triggers notification when
one of the LaPoC session participants enters or exits a named 2-dimensional or
3-dimensional region or list of regions corresponding to a GML feature.

The problem with this filter definition is that an area is static and that such
a filter can be sent for one user only. In the LaPoC service, there is a group of
users that needs to be monitored for one dynamically changing location area.
If we would like to apply this filter definition, we would first have to send an
inquiry for the position of the originating user to form an enterOrEzit filter and
then send a subscription carrying filter for each user in the group (Figure 3).
Furthermore, during the session lifetime if or when the originating user changes
their position, a new enterOrFExit filter needs to be formed and again sent for
each user in the group. This does not necessarily mean that any of the users
have changed their state (entered or exited the defined area). Thereby, in order
to reduce signaling between the ILS and LaPoC AS, we propose a new filter
definition called groupInRange.

3.5 groupInRange Filter

The idea of a groupInRange filter is to encapsulate the solutions of the two main
disadvantages of enterOrFEwit filter. First, to avoid re-sending the same filter for
each group member, the whole list of users is sent together with one filter defi-
nition to the ILS. This principle could be applied for any type of filter and that
could significantly reduce initial signaling. Secondly, since the enterOrFEzit filter
defines a static area and results in redundant signalization when the originating
user changes position, a new event has been defined. This event describes the
situation when one resource (user) falls in or out of range from an originating
user. This corresponding filter is defined with resource (user) identification and
range length only.

The groupInRange filter enables the LaPoC AS to send the whole list of
users and range length in one SIP message to the ILS and receive back a list
of users with information regarding a particular user being in or out of range
from the originating user (Fig. 4). Each time a user leaves or enters the range, a
notification is sent to the LaPoC AS. A traffic analysis and comparison of these
two events is given in Section 5.
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Fig. 4. Simplified LaPoC session establishment with groupInRange filters

4 Case Study

In this section we describe the integration of ILS with a real positioning system,
namely the Ericsson Mobile Positioning System (MPS).

4.1 Mobile Positioning System (MPS)

Ericsson Mobile Positioning System (MPS) [7] comprises the functionalities of
two entities of a 3G network: Gateway Mobile Positioning Centre (GMPC) and
Serving Mobile Positioning Centre (SMPC). It collects all available location-
related information from the mobile communication network and performs the
fusion of two main positioning services when they are available: satellite posi-
tioning methods, and network positioning methods (Cell-ID, E-OTD). By com-
bining position mechanisms with location-specific information, MPS can offer
customized personal communication services through the mobile phone or other
mobile devices. The system is fully scalable and it supports both GSM (MPS-G)
and UMTS (MPS-U). The MPS utilizes the Mobile Location Protocol (MLP)
for data exchange with the Location Services (LCS) Client [4] (Fig. 5).

The reason for connecting ILS with MPS is interesting because the MPS
Software Development Kit (SDK) that was used to emulate MPS functionalities
does not support deferred location requests in its currently available version.
On one side, the ILS receives location requests through a SIP interface, and
on the other, it delegates the request through MLP to the MPS emulator. One
major difference between these location requests on different interfaces is that

GSM/UMTS

IMS Client | CSCF Presence MPS network

Fig. 5. LaPoC with MPS architecture
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SIP location requests can also carry location filters [11], hence the ILS SIP
interface does have support for deferred location requests. A similar concept is
going to be supported in the next version of the MPS SDK with so called spatial
triggers. However, due to lack of support for deferred location requests in the
currently available version of MPS SDK, the ILS sends location requests for each
user periodically to MPS. When the ILS detects that one user has entered or
exited the area defined by a location filter, it sends a SIP notification to LaPoC
AS. Location signalization between the LaPoC AS and ILS is minimized, as
described in the previous section, but periodic signalization with MPS presents
a problem. In order to decrease this signalization, we implemented ILS in a way
that the time between location requests to MPS depends on the user’s velocity.
For example, if a user stands still, the location inquiry period is maximized,
but as the user starts to move, the period decreases. With this we have slightly
improved the signalization amount between ILS and MPS.

5 Measurements

This section describes traffic and performance measurements for the developed
LaPoC service. Several sets of measurements were conducted. First, measure-
ments were conducted to compare the session establishment time of LaPoC with
the classic PoC service for different group sizes. The second set of measurements
was performed to compare signalization load between the LaPoC AS and ILS
for the LaPoC service implemented with different location filter types, namely
enterOrExit according to IETF and our proposed groupInRange filter. Finally,
a comparison of the traffic load between the ILS and MPS implemented with
periodic and improved non-periodic location querying was made.

The measurements were performed in the Ericsson Nikola Tesla (ETK) Re-
search & Development Center research lab. The IMS Client, SIP Core and GLMS
functionalities were realized with Ericsson PoC Reference Test Suite [6], while
the MPS Emulator from the Ericsson MPS SDK was used to emulate MPS func-
tionalities. The whole system was deployed on eleven computers, connected with
a 100 Mbit/s Ethernet network switch (Table 1).

Table 1. Hardware and software configuration

COMPUTER HARDWARE SOFTWARE
rlabsrv Pentium 4, 1.3 GHz, 40 GB HDD, 512 MB RAM Windows 2000 Server, IMS Clients
rlab2, rlab3, rlab5| Pentium 3, 800 MHz, 10 GB HDD, 512 MB RAM Windows 2000 Server, IMS Clients
rlab4 Pentium 3, 800 MHz, 40 GB HDD, 512 MB RAM Windows 2000 Server, LaPoC Server
rlab6 Pentium 3, 866 MHz, 20 GB HDD, 512 MB RAM Windows 2000 Server, SIP Core Server, MPS emulator
rlab7 Pentium 3, 866 MHz, 20 GB HDD, 512 MB RAM ‘Windows 2000 Server, GLMS, IMS Location Server (ILS)
rlab8 Pentium 4, 3 GHz, 80 GB HDD, 1 GB RAM ‘Windows 2000 Server, IMS Clients
rlab9 Pentium 4, 1.3 GHz, 40GB HDD, 256 RAM Windows Server 2003, IMS Clients
rlab10 Pentium 4, 1.5 GHz, 20GB HDD, 512 RAM ‘Windows Server 2003, IMS Clients
rlabl1 Pentium 4, 1.3 GHz, 80GB HDD, 512 RAM ‘Windows Server 2003, IMS Clients
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Fig. 7. Traffic load between LaPoC AS and ILS at session establishment

The first set of measurements includes a comparison of session establishment
time for the LaPoC and PoC services for different group sizes (Fig. 6). The
session establishment time prolongation for the LaPoC service is expected and is
relatively small if we consider the value added to the PoC service. Furthermore,
results illustrate improvements in session establishment time that were made
with definition of the groupInRange filter (Section IIT). The reason for this time
improvement lies in reduced traffic load between the LaPoC AS and ILS for the
LaPoC service for groupInRange location filters. Fig. 7 shows that groupInRange
significantly reduces the amount of signaling in comparison to the enterOrFEzit
filter implemented according to IETF recommendations.

The third set of measurements compares traffic load between ILS and MPS
implemented with periodic and improved non-periodic location querying. The
first test was done to measure the quantity of signalization for various group sizes,
where the location of all users was requested periodically every ten seconds. The
second test was done to measure the quantity of signalization for various group
sizes, where all users were static. In this case, location requests were sent non-
periodically. Finally, the last test was done to measure quantity of signalization
for various group sizes, where about 30-40% of users (phone routes) were static
and the rest changed their position. In this case, location requests were also
sent non-periodically. It is clear that aggregated traffic load between ILS and
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Fig. 8. Traffic load between ILS and MPS

MPS increases with time. The results presented in Fig. 8 show the total sum of
signalization for a one minute time period, dependant on the number of users
in the group. For non-periodic testing where all users were static, the amount
of signalization is at its minimum. As the number of users that are randomly
changing their movement speed increases, the traffic load increases. In our case,
where 30-40% of users remain static, the traffic is still considerably lower than
in periodic testing. If all the users in a group are moving with maximum speed,
then the traffic load in the case with using non-periodic testing is equal to the
worst case scenario when the location of all users is requested periodically.

6 Conclusions and Future Work

This paper proposes the introduction of an IMS Location Server (ILS) in the
IMS network responsible for retrieving user location information, thus provid-
ing the means of making this information available to other IMS application
servers. A novel service was developed and integrated with the Ericsson MPS
to demonstrate proof-of-concept and to provide a basis for performance mea-
surements related to signaling. Improved SIP location conveyance is presented
through definition of a new type of location filter. The emphasis was on location
signalization with a positioning system that does not have support for deferred
location requests, and on improvements to reduce signalization load.

Instead of using a laboratory environment, in our future work we will consider
performing the same measurements in a real 3G network deploying IMS and a
real positioning system. Furthermore, privacy related issues that have not been
particularly discussed in this article will be also studied in the future.
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Abstract. Medium Access Control (MAC) protocols employ a backoff
algorithm to resolve contention among nodes to acquire channel access. It is
desirable to design the backoff algorithm so that the node with lots of remaining
energy has a high probability to win in channel contention since the network
lifetime can be prolonged by balancing energy consumption over the wireless
sensor network. However, most MAC protocols designed for wireless sensor
networks have fixed contention period regardless of residual energy, which
gives every node the same opportunity to win in the competition. In this paper,
we propose a backoff algorithm for wireless MAC which uses dynamic
contention period based on the amount of residual energy at each node.
Simulation results show that our scheme achieves more power saving and a
longer lifetime comparing with the conventional backoff algorithms.

1 Introduction

Wireless sensor networking is one of the most essential technologies for
implementation of ubiquitous computing. Sensor networks will be applied in variant
environments, i.e. health care, military, warehousing, and transportation management.
The sensor nodes are usually scatted in a sensor field and data are routed back to the
sink by multi-hop. These sensor networks usually share the same communication
channel. Sensor nodes have limited in power, computational capacities, memory and
short-range radio communication ability. The limited battery life of sensor nodes
raises the efficient energy consumption as a key issue in wireless sensor networks.
There are four major sources of energy waste; collision, overhearing, control packet
overhead and idle listening. Collision of transmitted packets increases energy
consumption due to the follow-on retransmissions. Overhearing also spends
unnecessary power since a node picks up packets that are destined to other nodes.
Sending and receiving control packets consumes energy too. Idle listening
meaninglessly consumes battery power by listening to receive possible traffic that is
not sent [1].

MAC protocols support nodes to access the communication channels in the networks.
Traditional MAC protocols focus on improving fairness, latency, bandwidth utilization

* Correspondent author.
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and throughput. But, MAC design for wireless sensor networks additional requires
energy efficiency as one of its primary concerns due to the specific energy constrained
environment. MAC protocols for wireless sensor networks should try to reduce the
energy wastage while allocating shared medium among sensor nodes and prevent nodes
from transmitting at the same time [2][3]. We focus on the energy efficient MAC
protocols for wireless sensor networks.

MAC protocols employ a backoff algorithm to resolve contention among nodes to
acquire channel access. The backoff algorithm uniformly chooses a random value
from the range [0, CW], where CW is the contention window size. Every node has the
same contention window for the backoff algorithm regardless of node status such as
node’s remaining power. So, the nodes with the low energy level can win in channel
contention with the same probability as the nodes with much power. This may lead to
the formation of hole in the network since the node with the low energy level can die
quickly, which reduces network lifetime substantially [2].

In this paper, we propose a new backoff algorithm for MAC in wireless sensor
networks that adaptively determines the contention period of sensor nodes based on
their residual energy. The rest of the paper is organized as follows. In Section 2, we
review some MAC protocols and backoff algorithm used in wireless sensor networks.
In Section 3, our backoff algorithm is introduced in details. Section 4 contains the
performance evaluation via simulations. Finally, Section 5 contains the conclusion.

2 Related Works

There have been several MAC protocols designed for wireless sensor networks. There
are two categories of existing MAC protocol. The first category is a contention-based
MAC protocols such as IEEE 802.11 [4]. The main problem of contention-based
MAC is that they consume much energy by idle listening. The second category is a
contention free MAC protocols such as TDMA. TDMA for wireless sensor networks
has two problems that it does not support scalability and it needs centralized control
of all nodes [5].

In this section, we briefly review some contention-based MAC protocols. Sensor-
MAC (S-MAC) is probably most well known sensor MAC protocol for energy
efficiency. It has the following characteristics. S-MAC frame consists of the sleep and
the listen periods. S-MAC solves an idle listening problem by putting nodes into
periodic sleep state. Each node sleeps for some time, and then wakes up and listens to
detect if any other node wants to communicate to it. During sleeping, the nodes turn
off radio, and set the wake up time according to the schedule. Before each sensor
node starts its periodic listen and sleep, it needs to select a schedule and exchange it
with its neighbor nodes. Each sensor node maintains a schedule table, which is
composed of neighbor schedules. The schedule is updated periodically to maintain
synchronization among the neighboring nodes by SYNK packets. The listen period is
divided to receive SYNK packets and data packets [1][6]. The frame structure used in
S-MAC is shown in Fig. 1.
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Fig. 1. Periodic listen and sleep of S-MAC

S-MAC can reduce the idle listening time, but it is not an optimal solution since it
uses a fixed duty cycle. So, S-MAC still has the idle listening problem because sensor
nodes waste their energy in active time while there is no traffic.

Several MAC protocols have been developed to resolve the problem of S-MAC.
To maintain an optimal active time under variable traffic, Timeout-MAC (T-MAC)
dynamically ends the active part when nodes are idle state for a time threshold TA.
But T-MAC has a synchronization problem among nodes [7]. DMAC is proposed to
achieve very low latency and energy efficiency. DMAC is designed to solve the
interruption problem and allow continuous packet forwarding. DMAC adjusts the
duty cycle adaptively based on their traffic load in the network [8]. Dynamic Sensor
MAC (DSMAC) has been proposed to decrease the latency for delay-sensitive
applications. DSMAC is able to dynamically determine the sleeping interval with
fixed listen interval and one-hop latency values. Therefore, the duty cycle of sensor
nodes is adjusted to adapt to the current traffic condition [3]. Pattern-MAC (PMAC)
is proposed to save more power saving than the existing MAC protocols without
compromising on the throughput. PMAC adaptively determines the sleep-wake up
schedules for a node based on its own traffic, and the traffic patterns of its neighbors.
In PMAC, a sensor node gets information about the activity in its neighborhood
before exchange through patterns. Based on these patterns, sensor nodes can put itself
into a long sleep for several time frames when there is no traffic in the network [9].

In all these contention-based MAC mentioned so far, every node randomly selects
a time slot in the fixed contention window to finish its carrier sensing operation. If it
has not detected any transmission by the end of that time, it wins the channel
contention and acquires transmission opportunity. The channel access mechanism is
shown in Fig. 2. The backoff counter is decreased by a slot time as long as the
channel is sensed idle, while it is frozen when the channel is sensed busy. When the
backoff counter reaches zero, the station starts its data frame transmission. Since
every node has the same contention window for the backoff algorithm, it has the same
opportunity to win in channel contention regardless of node status. For example, the
nodes with the lower energy level can win in channel contention with the same
probability as the nodes with much power. So, the node with the low energy level can
die quickly. This may lead to the formation of hole in the network, thereby reducing
network lifetime substantially [2][10].
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Fig. 2. Channel access scheme of a contention-based MAC protocol

3 Proposed Backoff Algorithm

In this paper, we propose a backoff algorithm where the contention window is
dynamically adjusted based on the amount of remaining energy at each node. In our
scheme, the nodes with lots of remaining energy have the higher probability to win in
channel contention while the nodes with a little remaining energy have the lower
probability to access the channel.

In other words, as the node consumes more energy, it is less likely to win in
channel contention. Nodes are initially given the same contention window size (which
determines the minimum backoff duration) to have the same opportunity to win in the
channel competition. But, when a node consumes more and more energy as times
goes on, its contention window becomes longer to have less probability of channel
access. Fig. 3 shows the basic concept of our backoff algorithm that uses the
contention window size to be determined depending on the remaining energy of each
node.

45
CW; P

25

Level 1 Level2 Level 3 Level 4

Fig. 3. Dynamic contention window in our backoff algorithm

In our algorithm, each node is categorized into 4 levels depending on its residual
energy. Each node initially starts from level 1 where its contention window CW,
size is given 15 as shown in Fig. 3. When the node consumes more than 25% of its
initial energy, its category is changed to level 2 and its contention window size CW,
is increased to 25. Similarly, if the node consumes more than 50% of its initial
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energy, its category is changed to level 3 and its contention window size C W2 is

again increased to 35. In this way, the contention window size becomes longer as the
node consumes more power. The backoff time used by the node in the category i is
given by

Backoff Time = Random (0,CW,) x aSlotTime (1

where aSlotTime means the time duration of a slot.

Table 1. Contention window size depending on the residual energy

Contention
Category Percentage of residll)l(:)i‘lyzlsergy relative to initial window size
(CW)
Level 1 75% < Residual energy <100% 15
Level 2 50% < Residual energy <75% 25
Level 3 25% < Residual energy <50% 35
Level 4 0% < Residual energy <25% 45

Our backoff algorithm makes all sensor nodes in the network consume their
energies uniformly. Balancing the energy consumption among the nodes in the sensor
networks avoids the early energy depletion of certain nodes. As a result, the network
lifetime can be prolonged by preventing early network disconnection [11]. Note that
the contention period should be determined properly considering that too long
contention period may cause the idle listening problem. The pseudo-code of proposed
algorithm is as follows:

[Channel Access Mechanism]
CW.. =15
Determine CW size based on the amount of residual energy at each node:

CW.=CW_, +ACW(E,  —1) ; ACW :Increment of CW size

JE, . :Energy level(1,2,3,4)

level
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Choose a random value in [0, CW] at each node
// To acquire transmission opportunity
If (Channel is idle)
Decrease the timer
If (Timer is zero)
Send data
Else

Freeze the timer

Fig. 4. The pseudo-code of proposed algorithm

4 Simulations

We evaluate our backoff algorithm via simulation. We used the Digital wireless LAN
module as the energy model where Idle:Rx:Tx ratio is 1:2:2.5 [12]. The sleeping
energy consumption is set to 0 (it is usually ignored). Simulation parameters for

performance evaluation are shown in Table 2.

Table 2. Parameters used in the simulations

Parameter Value
Channel bandwidth 20 Kbps
Control packet length 10 bytes
Data packet length 200 bytes
Slot size 2 ms
Frame size 1000 ms
Transmit energy consumption 15 mW
Receive energy consumption 12 mW
Idle energy consumption 6 mW
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In the simulation, we use constant bit rate (CBR) model with different time
intervals. If the message inter-arrival period is 1 second, each node generates a
message every 1 second. We measure the energy consumption at each source node
working in different modes: transmitting, receiving and idle modes.
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Fig. 5. Number of alive nodes
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Fig. 6. The average waiting time to acquire channel access

The advantage of our backoff algorithm with dynamic contention window can be
clearly seen in Fig. 5. Fig. 5 shows the number of alive nodes as time goes on. We
observe the elapsed time until the first node (or the last node) fails due to dead
batteries. In particular, time for first node to die is very important factor because it
gives the time instant when the first node runs out of energy, which reflects the time
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for network partitioning [13][14]. From this figure, we can see that our backoff
algorithm with dynamic contention windows extends the network lifetime comparing
with the conventional one using a fixed contention window. This indicates that our
scheme is more energy efficient than the conventional scheme. Energy efficiency of
our scheme can be more apparently seen when the sensor network becomes large and
it has more sensor nodes in the network.

Fig. 6 shows the average waiting time experienced by data packet until it acquires
channel access from the time that it is generated. In this test, the 20 source nodes
periodically generate data packets. We run simulation for a period of 3000 seconds. In
this figure, it can be seen that the node which has more remaining energy has a shorter
average waiting time which successfully satisfies the intention of our algorithm.

I
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(a) Encrgy consumption after 1000 scconds  (b) Energy consumption after 2000 scconds

Fig. 7. Energy consumption at each node

Fig. 7 shows how uniformly each node consumes its energy over the network. For
test, all nodes are given the same initial power, and the consumed energy at each node
is measured after some time (e.g. 1000 seconds or 2000 seconds). We can see that our
backoff algorithm balances the energy consumption among the nodes in the sensor
network. This indicates that our algorithm is more energy efficient than the
conventional one since the early energy depletion of certain nodes is prevented, and
thus the network lifetime can be extended by our algorithm.

Fig. 8 shows the average residual energy among nodes in the network. In this test,
the 10 source nodes periodically generate data packets. For test, all nodes are given
the same initial power by 1J, and the average of residual energy at all nodes is
measured after 1000, 2000 and 3000 seconds. This result is also coincident with the
assurance that our algorithm is more energy efficient than the conventional one.

Finally, we evaluate the data throughput of our backoff algorithm with different
message inter-arrival times. In the test, the 10 source nodes periodically generate data
packets. Simulations are carried out in single hop environments. We run our
simulation for a period of 1000 seconds. Each node generates packets with some
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Fig. 9. Throughput under different traffic loads

payload (200 bytes) to be sent to their neighbor nodes via contention. Fig. 9 shows
that our backoff algorithm with dynamic contention windows offers a similar data
throughput to the conventional backoff which uses a fixed contention window. We
cannot observe any significant difference in data throughput between them.

5 Conclusion

We have proposed a backoff algorithm in which each node adaptively determines its
contention window size based on the amount of its residual energy. In the proposed
backoff algorithm, as each node consumes more energy, it increases its contention
window size to be less likely to win in channel contention. This can balance energy
consumption among nodes to prolong network lifetime. Simulation results show that
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our scheme achieves a more power saving and a longer lifetime when compared with
the conventional backoff algorithm.
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Abstract. Wireless nodes in sensor network detect surrounding events
and then deliver the sensed information to a base station. Organizing
these sensors into clusters enables efficient utilization of the limited net-
work resources. Many clustering algorithms have been proposed such
as LEACH, HEED, GAF and so on. While LEACH has many excel-
lent features such as highly adaptive, self-configuring cluster formation,
application-specific data aggregation, etc., it does not scale well when
the network size or coverage increases. In this paper, the Enhanced Mul-
tihop Clustering Algorithm (EMCA) is proposed which utilizes multihop
links for both intra-cluster and inter-cluster communication. To model
the energy consumption more accurately, each cluster is modeled as a
Voronoi Cell instead of a circle. The optimal parameter values are deter-
mined to minimize the total energy consumption so as to prolonging the
lifetime of the whole network. Numerical results show that when both
LEACH and EMCA operate with optimal parameter values, the total
energy consumption of EMCA is much smaller than that of LEACH.
Moreover, EMCA scales much well when the network scale increases,
which proves that EMCA is highly scalable and is especially suitable for
relatively large-scale wireless sensor networks.

1 Introduction

Wireless Sensor network (WSN) is a form of ad hoc network made up of a
large number of potentially small and inexpensive sensors. Advances in wireless
communication and microelectronics technologies have enabled ordinary nodes to
sense environment information, process the collected data and deliver these data
to central base stations through wireless channels. Sensor networks are usually
used in data gathering applications, such as military surveillance, environmental
monitoring, medical treatment, etc [1]. Sensors gather data periodically or when
event happens according to the application specification.

Although sensors in a wireless sensor network are almost always connected
in ad hoc manner, sensor networks have great difference with ad hoc networks.
One of the most prominent characteristics is that, sensor networks often need to
be deployed in remote, rough environments autonomously, so that there usually
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have to be huge numbers of densely distributed sensors in a network to guarantee
service. From the point view of cost, sensors must be inexpensive which lead to
limited power supply and computing resources. Energy is usually supplied by
batteries, which are also limited and cannot expect to be replaced or recharged.
Hence, energy efficiency is the first design goal in a sensor network [2].

Since sensor networks have the significant energy shortage characteristic as
mentioned above, the network protocols employed have to be designed elab-
orately. We think well tailored sensor network protocols should possess three
features. Firstly, the protocols must make the most of limited energy to pro-
long the lifetime of networks as long as possible. This further includes both
energy saving and load balancing. The ideal situation is that all sensors die at
the same moment, so that there is no residual energy wasted. Secondly, dynamic
and autonomous network operation is required. Sensor applications demand that
information be gathered correctly and delivered to the center in time. At the be-
ginning, sensors are deployed randomly and have no idea of the whole network’s
status. To accomplish the common sensing task, all the nodes have to work
cooperatively with consideration of the transmitting/computing ability of each
others. Still, all the information needed for collaboration must be communicated
wirelessly in ad hoc manner and with restricted resources. Thirdly, scalability
is an essential. The number of nodes in a sensor network is expected to be
much larger than in a general ad hoc network, and the geography area deployed
may be extremely vast, say, a sensor network in wild forests. To be effective in
such a large-scale network, the protocols have to be designed so that the perfor-
mance will not degrade significantly with increment in the scale of the network.
Specifically, if the performance degradation is unavoidable, we anticipate the
degradation is linear instead of exponential.

Many researches have been carried out in several aspects in wireless sensor
networks such as routing, Medium Access Control (MAC), etc., all striving for
energy efficient communication. In this paper, we focus on clustered sensor net-
works as clustering is a better way to save energy and make efficient use of
network resources in contrast with flat topology. Moreover, clustering also al-
lows for scalability. In a clustered sensor network, all nodes are classified into
clusters according to some clustering algorithm. In each cluster, one node is se-
lected to act as the cluster head (CH) and takes a majority of energy burden
in the cluster, e.g., collecting all the information sensed by the cluster, perform-
ing data aggregation as necessary and reporting to a base station. All the other
nodes only need to communicate within the cluster, or rather, with the cluster
head. According to the type of sensor nodes involved, clustered sensor networks
can be classified as either homogeneous or heterogeneous. Clustering algorithms
in the former usually adopt rotation of cluster heads in order to balance energy
dissipation while in the latter use fixed cluster heads which would enable easier
hardware implementation to achieve lower cost.

In this paper, we consider homogeneous sensor networks without loss of gen-
erality. After extensive research on clustering algorithms proposed for wireless
sensor network, we find that single-hop communication is the main reason for
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unbalanced energy drainage and lacking of scalability. Since LEACH is the most
representative clustering algorithm in sensor networks, we adapt LEACH to use
multihop communication for information exchange. Our objective is to find the
optimal parameter values for this enhanced multihop LEACH-based clustering
which we call EMCA (Enhanced Multihop Clustering Algorithm) and prove its
better performance compared to LEACH, in terms of both energy consumption
and scalability, especially for wireless sensor network of relatively large scale.

The most difference between our algorithm and LEACH is that multihop
links are utilized for both intra-cluster and inter-cluster communication. Sensors
in the same cluster whereas not within each other’s radio range can be scheduled
to transmit simultaneously to reduce time delay, while relaying between cluster
heads and the base station prevents those remote cluster heads from exhausting
quickly. Although many researches have been made in multihop clustering tech-
nology, as in [3,4,5,6], our algorithm is quite different from them. E-LEACH [3]
uses a chain for communication between cluster heads and the base station while
sensors transmit data to their cluster head directly. [4,5,6] deal mainly with the
optimization of intra-cluster communication; however, cluster heads transmit
data to the base station directly.

Sensors in LEACH are assumed to be able to tune the transmitting power
to achieve minimum energy consumption. We, on the other hand, assume a
network in which all the sensors transmit at a fixed power level. Communication
between two sensors not within each other’s radio range uses intermediate nodes
to forward data just as in [7]. We also utilize the results provided in [8] to obtain
the optimal parameter values used during clustering.

The rest of this paper is organized as follows. In section II, we discuss the
related work on clustering algorithms in wireless sensor networks. In section III,
the system model for analysis is presented. Next, we evaluate LEACH in detail
and give our proposition for EMCA. Numerical analysis results are given in
section V to show that EMCA can prolong the network’s lifetime and is more
scalable than LEACH. Finally, section VI concludes the paper.

2 Related Work

During the last few years, a lot of clustering algorithms have been proposed for
wireless sensor networks. Grouping a large number of sensors into clusters and
keeping them communicate regularly are quite complex. Here, we mention some
of the most recent work in different views of clustering.

In [9], Heinzelman et al. developed and analyzed LEACH, an application-
specific protocol architecture for microsensor networks. LEACH divides time
into rounds. Clusters are organized at the beginning of each round and data
are transferred from the nodes to the cluster head and on to the base station
after the set-up phase. As LEACH is such a typical clustering protocol, several
modifications have been made [10,3,11,4].

The Expellant Self-Organization (ESO) scheme is designed to replace the
cluster formation at the beginning of each round in LEACH [12]. One of the
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advantages of ESO is that it uses only local information. In [13], the Energy Ef-
ficient Clustering Scheme (EECS) elects a constant number of candidate nodes
and lets them compete for cluster heads according to the nodes’ residual en-
ergy. This scheme can produce a near uniform distribution of cluster heads. Qin
and Zimmermann propose a novel Voting-based Clustering Algorithm (VCA)
which lets sensors vote for their neighbors as cluster heads [14]. In the Hybrid
Energy-Efficient Distributed (HEED) clustering protocol [15], cluster heads are
randomly selected based on their residual energy, and nodes join clusters such
that communication cost is minimized. In [7], a distributed, randomized cluster-
ing algorithm is proposed which can also be extended to generate a hierarchy of
cluster heads. Results show that the energy saving increases with the number of
levels in the hierarchy. A new routing and MAC protocol — CuMPE is proposed
in [5]. The routing part is cluster-based and adopts a selective flooding algo-
rithm to find the minimum cost path to cluster head. The TDMA scheduling
part minimizes transmission delay by first finding the critical path of a route
tree and avoiding extending the critical path when scheduling nodes for trans-
mission. The Time-Controlled Clustering Algorithm (TCCA) is developed by
Selvakennedy and Sinnappan [6]. TCCA allows multihop clusters using message
timestamp and time-to-live(TTL) information to control the cluster formation.

All of the above schemes aim at homogeneous networks. There are also several
researches targeted at heterogeneous sensor networks. The Unequal Clustering
Size (UCS) model proposed in [16] deals with the problem of unbalanced energy
consumption, particularly among the cluster heads, assuming that this type of
node is much more expensive than the simpler sensor node. The authors develop a
network clustering scheme where unequal sized clusters are formed. Smaragdakis
et al. propose Stable Election Protocol (SEP), a heterogeneous-aware protocol to
prolong the time interval before the death of the first node [17]. SEP is based on
weighted election probability of each node to become cluster head according to
the remaining energy in each node. In [18], Energy-Driven Adaptive Clustering
(EDCA) protocol, as an improvement over LEACH in heterogeneous networks,
uses energy-driven cluster heads rotation, which enables cluster heads change
asynchronously and coordinate energy consuming based on the heterogeneous
property of nodes’ energy. Gupta and Younis investigate the performance of
a new clustering algorithm for sensor networks [19]. The proposed approach
balances the load among clusters and simultaneously tries to cluster sensor nodes
as close to high-energy cluster heads, which are called gateways, as possible. A
minimum cost heterogeneous sensor network is considered in [20]. By ensuring
certain conditions for connectivity and coverage of the area during the lifetime
of the network, it is possible to minimize the overall network cost.

3 System Model

In this section, we present the system model for analysis of EMCA, which will
be discussed in the next section.
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3.1 Assumptions

For the development of our model, the following assumptions are made:

1. All the sensor nodes in a wireless sensor network are randomly distributed in
a two-dimensional plane according to a homogeneous spatial Poisson process
with A intensity.

2. All the sensor nodes in the network are homogeneous. They transmit at the
same power level and have the same radio coverage r.

3. When two communicating sensor nodes are not within each other’s radio
range, data is forwarded by other nodes. A distance of d between any two
nodes is equivalent to [d/r] hops.

4. The base station is located at the center of the field.

5. A routing and MAC infrastructure is in place. The communication environ-
ment is contention- and error-free.

3.2 Energy Model

In this paper, the free space channel model is used [9]. To transmit an I-bit
packet at a distance of r, the sensor consumes

Eiy = Eejec + lepsr? (1)
and to receive this packet, the sensor consumes
Erx - lEelec (2)

where E;.., the electronics energy, depends on factors such as the digital coding,
modulation, filtering and spreading of the signal, whereas the amplifier coeffi-
cient, €7, depends on the acceptable bit-error rate.

4 EMCA

In this section, we will describe EMCA in detail. Before doing this, we present
a brief review of LEACH first.

4.1 LEACH

LEACH uses a CDMA-TDMA hybrid communication scheme. For inter-cluster
communication, each cluster employs a unique spreading code to minimize in-
terference while each cluster head sets up a TDMA schedule for collision-free
intra-cluster communication. As shown in Fig. 1, time is divided into rounds.
For each round, clusters are formed in set-up phase and data is transmitted to
the base station in steady-state phase. Cluster formation is randomized, adaptive
and self-configuring. The cluster heads rotate periodically for load balancing. All
non-cluster-head nodes choose the closest cluster head to join in. They use power
control to set the amount of transmitting power based on the distance to their
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Fig. 1. Time-line showing LEACH in operation [9]

cluster heads and turn off radios until their allocated transmission time. At the
end of each frame, the cluster heads perform data aggregation, which enables
considerable energy saving, and forward the aggregated data to the base station.

Although LEACH has above features, we have found several drawbacks in it:

1. Variable number of clusters produced in each round.

Uneven size of clusters.

3. The cluster head far away from base station will exhaust its energy quickly
while there is still a lot of residual energy in the network. This makes the
clustering algorithm less scalable.

4. No time slots allocated to cluster heads. Hence, when cluster head transmits
aggregated data to base station and at the same time data collected by one
of its members arrives, collision will happen.

N

Several extensions to LEACH have been proposed as mentioned in section IT
to deal with the first three drawbacks. Most of our research focuses on scalability
of the clustering algorithm. By taking the channel access of cluster heads into
consideration, we also avoid the collision problem.

4.2 EMCA

Motivation. Simulation results show that the performance of LEACH protocol
degrades significantly with the increase in simulation region size and network
scale. This is mainly because of single-hop communication between cluster heads
and the base station. Those cluster heads far away from the base station have
to consume most of their energy to compensate multipath fading. Hence, we
suggest the employment of multihop links for inter-cluster communication.

On the other hand, LEACH uses CSMA for cluster head to transmit the
aggregated data, in which collision is inevitable. If we use multihop inter-cluster
communication instead, obviously CSMA will no longer be suitable. Because
there is usually only one transceiver in each sensor, it is impossible for cluster
heads to transmit while receiving. So we must allocate special time slots for
cluster heads.

Algorithm. Time-line of EMCA is the same as LEACH, however the operation
is different.

The set-up phase is divided into four subphases: cluster-formation, routing-
establishment, TDMA-schedule and synchronization.

— Set-up phase: each sensor becomes a cluster head with probability p, then
advertises this to the other sensors within its radio range. This advertisement
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is forwarded over limited hops. Any non-cluster-head node that receives such
advertisements joins the closest cluster.

— Routing-establishment subphase: In this subphase, we assume that some
routing scheme is in place to establish paths from non-cluster-head nodes to
their cluster heads and from cluster heads to the base station. Data exchange
between two communicating sensors not within each other’s radio range is
forwarded by intermediate sensors.

— TDMA-schedule subphase: The similar scheme proposed in [5] can be used to
set up a TDMA schedule in a cluster. It begins with the outmost nodes and
ends with the one-hop neighbor of cluster head. Cluster head only receives
packets from its direct neighbors.

— Synchronization subphase: All cluster heads needs to be synchronized for
aggregated data transmission. This is done by the base station. It compares
the frame lengths of all clusters and chooses the longest one as the frame
length. Cluster heads modify their schedules by adding several empty time
slots in front of the original ones. Then the base station synchronizes all
cluster heads to start steady-state phase at the same time.

The steady-state operation is broken into frames too. Since cluster head only
communicates with its direct neighbors, its transceiver is idle at the beginning
of each frame. Hence in EMCA, data is aggregated and transmitted to the base
station at the beginning of each frame. At the same time, the outmost non-
cluster-head nodes start to transmit data to their next hops according to the
TDMA schedule. In this way, collision-free communication is guaranteed.

Energy Consumption. For the derivation of optimal parameter values in
EMCA, a function is defined for the total energy consumption during one frame
in steady-state phase. The optimal parameter values are determined so that the
energy function is minimized.

As per the assumptions, the sensors are distributed according to a homoge-
neous spatial Poisson process. Therefore, the number of sensors in a square area
of side M is a Poisson random variable, N with mean value of AM?2. The prob-
ability of becoming a cluster head is p; hence, on average, AM?p sensors will
become cluster heads. Since the locations of all cluster heads are independent of
each other, the average total length of segments from a cluster head to the base
station is *75PM [7].

Now, since a sensor becomes a cluster head with probability p, the cluster
heads and the non-cluster-head nodes are distributed as per independent ho-
mogeneous spatial Poisson processes of intensity pA and (1 — p)A respectively.
While many papers use circle to model the shape of a cluster such as in [6], each
non-cluster-head node joins the losest cluster to form a Voronoi tessellation as
illustrated in Fig. 2 [8]. Thus the network is divided into zones called Voronoi
Cells, with each cell corresponding to a cluster. According to the results in [8],
the average number of non-cluster-head nodes in each cluster is

(I=pA _1-p

BN = PA P

3)
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Fig. 2. Voronoi Cells [8]

while the average total length of all segments connecting the non-cluster-head
nodes to their cluster head is

E[L] _ (1_p)>‘ _ ]-_p

3 - 3 1 (4)
2pN)F  2piad

Assuming packet size to be [, we obtain the total energy consumption required
to transmit all the collected data to cluster heads in a network as follows:

E[C] = AM?p x ELL] * (Era + Fig) (5)

where E[TL] refers to the average total hops needed for every non-cluster-head
node to reach the corresponding cluster head, and each hop involves both sending
by the transmitting node and reception by the intermediate/destination node.

Let Ep 4 be the energy consumption for aggregating one bit of data. The total
energy required for all the aggregation is

E[Cy] = EpaAM?1 (6)

Finally, the energy used by cluster heads to transmit the aggregated data to
base station is 0.765M
ECs] = AM?p+ ", " (Eya + Eua) (7)

Therefore, the total energy consumption in a frame is

E[C] = E[C4] + E[Cs] + E[C3)

1— 0.765M
“AM?px| 0 P (Brp + Ew)] + EpaAM21+ AM?p « (Evy + Ep)
2p2 21 2r
1- 0.765Mp. 2E. ;0
=2, b PYCT tepar) + Epal
2p2 A2 2

(®)

From the above equation, we can see that the total energy consumption (C')
can be minimized if we choose the appropriate values of p and r.
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5 Numerical Analysis and Results
This section discusses the numerical experimentation, which includes an anal-

ysis on how to determine optimal parameters and the adopted sensor network
scenario.

5.1 Optimal Parameters Determination

p
To get the optimal value of p, we need to minimize the value of (211_ f .+
P2 A2
0'7625Mp ) in equation (8), which can be represented as follows:
1—p 0765Mp 1 _+ 1 . 0.765M
= P - Pt p 9)

2p2 A2 2 2\ 2 2\ 2 2

The right side of the above can be seen as a function of p? and we make a
derivative of this function (f):

1 -1 1 1 0.765M
df A0 apmr = e D)
1 - 1
d(p2) d(p2) (10)

_ 1 Dy (phy-2
= o [1.53VAM?2(p2) — (p2) 1]

Define f1(z) = 1.53VAM2z and fo(z) = 22 + 1. When z € (0,1) , fi(z)
monotonically increases from 0 to 1.53vAM?2 and f2(x) monotonically decreases
from 400 to 2. Since AM? represents the number of sensors in a network,
1.53vAM? must be bigger than 2. So we can find that there must be a point
2o € (0,1) at which fi(z¢) = fa(zo). When p2 = g , f is minimized. The value
of x¢ depends on the number of sensors in a network.

2)r
r is only associated with Eg.. and ey, in equation (8). The total energy

2FBciec — 2Eciec

consumption is minimized when €fsT , namely r = \/
T Efs

5.2 Numerical Results

We assume that there are N sensor nodes distributed randomly in a square M xM
region with intensity A = 0.01. We set the same communication energy parame-
ters as in LEACH: Egje. = 50n.J/bit and €55 = 10p.J/bit/m?. The energy for data
aggregation is set to Ep4 = 5nJ/bit. Each data message is 500bytes long. Hence,

the radio range of each sensor node is taken as \/25;1“ = \/103(*1500,3 = 100m.
El

Unless otherwise stated, all the following investigations adopt these values as
their system parameters.

Since our objective is to design highly scalable clustering algorithm, the value
of M here is larger than in LEACH. Fig. 3 shows the total energy spent by the
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Fig. 3. E[C] vs. p in EMCA Fig.4. E[C] vs. k in LEACH

network against various probability of becoming a cluster head(p) with M =
1km. The value of p reflects the number of clusters in network, which is AM?2p
in our algorithm. It can be shown that when p ~ 0.0358, the total energy spent
by the network in a frame gets the minimum of 3.334.J. For the convenience of
comparison, the performance of LEACH is simulated using the same scenario.
According to [9], the total energy in a frame is given by:

2

Etotal - l(EelecN + EDAN + k’smpdf:loBS + EelecN + Efs N) (]-]-)

27k

where k is the number of clusters and dyops is set to 75 here. When cluster
heads transmit data to the base station, the multipath model is used. Fig. 4
shows the total energy consumption as the number of clusters increases. We can
see that the optimum number of clusters is between 15 and 35, and the minimum
of energy spent that LEACH can achieve is about 10J.

Comparing Fig. 3 with Fig. 4, we can also find that besides the minimum
energy consumption achievable when both EMCA and LEACH operate with
optimal parameter values, generally, the energy consumption of EMCA is much
