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Preface

The Sixth International Conference on Computational Science (ICCS 2006) was
held in Reading, United Kingdom, May 28-31 and continued the traditions of
previous conferences in the series: ICCS 2005 in Atlanta, Georgia, USA; ICCS
2004 in Krakow, Poland; ICCS 2003 held simultaneously at two locations in,
Melbourne, Australia and St. Petersburg, Russia; ICCS 2002 in Amsterdam,
The Netherlands; and ICCS 2001 in San Francisco, California, USA.

Since the first conference in San Francisco, rapid developments in Compu-
tational Science as a mainstream area facilitating multi-disciplinary research
essential for the advancement of science have been observed. The theme of ICCS
2006 was “Advancing Science through Computation”, marking several decades
of progress in Computational Science theory and practice, leading to greatly
improved applications science. The conference focused on the following major
themes: tackling Grand Challenges Problems; modelling and simulations of com-
plex systems; scalable algorithms and tools and environments for Computational
Science. Of particular interest were the following major recent developments in
novel methods and modelling of complex systems for diverse areas of science,
scalable scientific algorithms, advanced software tools, computational grids, ad-
vanced numerical methods, and novel application areas where the above novel
models, algorithms and tools can be efficiently applied such as physical sys-
tems, computational and systems biology, environmental systems, finance, and
others.

Keynote lectures were delivered by Mateo Valero (Director, Barcelona Su-
percomputing Centre) - “Tackling Grand Challenges Problems”; Chris Johnson
(Distinguished Professor, University of Utah) - “Visualizing the Future”; José
Moreira (IBM, Chief Architect, Commercial Scale Out) - “Achieving Break-
through Science with the Blue Gene/L Supercomputer”; Martin Curley (IN-
TEL, Global Director of Innovation and IT Research) - “IT Innovation: A New
Era”; Vaidy Sunderam (Samuel Candler Dobbs Professor of Computer Science,
Emory University, USA) - “Metacomputing Revisited: Alternative Paradigms
for Distributed Resource Sharing”; and Ron Bell (AWE plc.) - “The AWE HPC
Benchmark”.

In addition, two special sessions were held - one by industry and one by
the funding bodies. Three tutorials preceded the main technical program of the
conference: “Tools for Program Analysis in Computational Science” by Dieter
Kranzlmüller; “P-GRADE Portal” by P. Kascuk, T. Kiss and G. Sipos; and
“Scientific Computing on Graphics Hardware” by Dominik Göddeke. We would
like to thank all the keynote, the invited, and the tutorial speakers for their
inspiring talks.

Apart from the plenary sessions and tutorials the conference included twelve
parallel oral sessions and two poster sessions. Since the first ICCS in San
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Francisco the conference has grown steadily attracting increasing numbers of
researchers in the field of Computational Science. For ICCS 2006 we received
over 1,400 submissions, around 300 for the main track and over 1,100 for the
originally proposed workshops. Of these submissions, 98 were accepted as a full
papers and 29 as posters for the main track; and 500 were accepted as full pa-
pers, short papers or posters for the 32 workshops. This selection was possible
due to the tremendous work done by the Program Committee and the 720 re-
viewers. The author index contains over 1,000 names and over 600 participants
from all the major continents. The papers cover a wide variety of topics in Com-
putational Science, ranging from Grand Challenges problems and modelling of
complex systems in various areas to advanced numerical algorithms and new
scalable algorithms in diverse application areas and software environments for
Computational Science. The ICCS 2006 Proceedings consist of four volumes,
3991 to 3994, where the first volume contains the papers from the main track
and all the posters; the remaining three volumes contain the papers from the
workshops. ICCS this year is primary published on a CD and we would like to
thank Springer for their cooperation and partnership. We hope that the ICCS
2006 Proceedings will be a major intellectual resource for many computational
scientists and researchers for years ahead. During the conference the best papers
from the main track and workshops as well as the best posters were nominated
and commended on ICCS 2006 website. A number of selected papers will also
be published in special issues of relevant mainstream journals.

We would like to thank all workshop organisers and the program committee
for the excellent work, which further enhanced the conference’s standing and
led to very high quality event with excellent papers. We would like to express
our gratitude to Advanced Computing and Emerging Technologies Centre staff,
postgraduates and students for their wholehearted support of ICCS 2006. We
would like to thank the School of Systems Engineering, Conference Office, Fi-
nance Department and various units at the University of Reading for different
aspects of the organization and for their constant support in making ICCS 2006
a success. We would like to thank the Local Organizing Committee for their
persistent and enthusiastic work towards the success of ICCS 2006. We owe spe-
cial thanks to our sponsors: Intel, IBM, SGI, Microsoft Research, EPSRC and
Springer; and to ACET Centre and the University of Reading for their generous
support. We would like to thank SIAM, IMACS, and UK e-Science programme
for endorsing ICCS 2006.

ICCS 2006 was organized by the Advanced Computing and Emerging Tech-
nologies Centre, University of Reading, with support from the Section Compu-
tational Science at the Universiteit van Amsterdam and Innovative Computing
Laboratory at the University of Tennessee, in cooperation with the Society for
Industrial and Applied Mathematics (SIAM), the International Association for
Mathematics and Computers in Simulation (IMACS), and the UK Engineering
and Physical Sciences Research Council (EPSRC). We invite you to visit the
ICCS 2006 website (http://www.iccs-meeting.org/iccs2006/) and ACET Cen-
tre website (http://www.acet.reading.ac.uk/) to recount the events leading up
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to the conference, to view the technical programme, and to recall memories of
three and a half days of engagement in the interest of fostering and advancing
Computational Science.

June 2006 Vassil N. Alexandrov
G. Dick van Albada

Peter M.A. Sloot
Jack J. Dongarra
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D. Donnelly
D. Evers
D. Göddeke
D. Johnson
D. Kim
D. Kranzlmüller
D. Laforenza
D. Li
D. Luebke
D. Maringer
D. Pfahl
D. Plemenos
D. Rodriguez-Garćıa
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Abstract. Energy is one of the critical constraints for the applications of sensor 
network. In the earlier target detection and tracking algorithm power saving is 
achieved by letting most of the non-border sensor nodes in the cluster stay in 
hibernation state. However, the border sensor nodes consume a significant 
amount of energy since they are supposed to be on all the time for target detec-
tion. In this paper we propose a new target detection scheme which lets the bor-
der sensor nodes be on shortly one after another in a circular fashion to mini-
mize the energy consumption. Computer simulation shows that the proposed 
scheme can significantly reduce the energy consumption in target detection and 
tracking compared to the earlier scheme.  

Keywords: Cluster, energy saving, target detection, pervasive computing, 
wireless sensor network. 

1   Introduction 

With advances in computation, communication, and sensing capabilities, large scale 
sensor-based distributed environments are emerging as a predominant pervasive com-
puting infrastructure. One of the most important areas where the advantages of sensor 
networks can be exploited is tracking mobile targets. The scenarios where the network 
may be deployed can be both military (tracking enemy vehicles and detecting illegal 
border crossings) and civilian [1]. In developing the sensor networks for target track-
ing, battery power conservation is a critical issue.  

In the sensor network a large number of sensor nodes carry out a given task. In [2], 
a distributed, randomized clustering algorithm was given to organize the sensors in 
the wireless sensor network into a hierarchy of clusters with an object of minimizing 
the energy spent for the communication with the information center. The problem of 
tracking the targets using the sensor network has received attention from various 
angles. In [5], the authors consider the case where a set of k targets need to be tracked 
with three sensors per target from the viewpoint of resource requirement. They identi-
fied that the probability that all targets can be assigned three unique sensors shows 
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phase transition properties as the level of communication between the sensors in-
creases. In [7], the information driven sensor collaboration mechanism is proposed. In 
this mechanism the measures of information utility are used to decide future sensing 
actions. Collaborative signal processing aspects for target classification in sensor 
networks is addressed in [8]. The techniques for locating targets using a variety of 
mechanisms have been proposed in [9-11]. In [3], the authors present a prediction 
based approach, called localized predictive, for power efficient target tracking. In [4], 
tracking based on a distributed and scalable predictive algorithm called the distributed 
predictive tracking algorithm (DPT) is proposed. The DPT algorithm divides the 
sensor nodes in a cluster into border sensor nodes and non-border sensor nodes, and 
achieves power saving by letting most of the non-border sensor nodes stay in hiberna-
tion state. The border sensor nodes are awake all the time to detect the targets. 

In this paper we propose a scheme detecting the targets in the sensor network, 
which can save the energy of border sensor nodes as well. One after another in the 
circular fashion, the border sensor nodes are activated to detect the target moving into 
the sensing area and then returns to hibernation mode. Consequently, the energy spent 
for detecting the target with the proposed scheme is much smaller than that of the 
DPT algorithm. If there exist several targets simultaneously moving into the sensing 
area, several messages will be sent to the cluster head. Therefore, we consider the 
relation between the processing time in the cluster head and velocity of the target 
movement to model the target detectability and tracking capability of a sensor  
network. Computer simulation shows that the proposed scheme can significantly 
reduce the energy consumption compared to the DPT algorithm for the targets of 
typical speeds. 

The rest of the paper is organized as follows. In the following section we present a 
review of the DPT algorithm to identify the power problem. Section 3 presents the 
proposed detection scheme, and Section 4 discusses the simulation results. Finally, 
Section 5 presents the concluding remarks and future work. 

2   The Related Work 

The distributed predictive tracking (DPT) [4] algorithm employs the distributed and 
scalable prediction based approach to accurately track mobile targets using a sensor 
network. The fundamental guideline followed throughout the design of the DPT algo-
rithm was to keep it as simple as possible. The DPT algorithm uses a cluster-based 
architecture for scalability and robustness. Given a target to track, the protocol pro-
vides a distributed mechanism for locally determining an optimal set of sensors for 
tracking. Only the nodes are then activated to minimize the energy consumption. Most 
of the sensors stay in hibernation mode until they receive an activation message from 
their cluster head. This is made possible by predicting the target’s next location.  

The DPT algorithm distinguishes the border sensor nodes from the non-border sen-
sor nodes in terms of their operation. While the border sensors are required to be 
awake all the time in order to detect any target entering the sensing region, the non-
border sensors hibernate unless they are asked to wake up by their cluster head. 
Hence, the energy of border sensor nodes will decrease quickly, while the task of 
border sensor nodes is critical for target detection. Therefore, an approach saving the 
energy of border sensor nodes as much as possible without reducing the target detect-
ability is needed. 
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3   The Proposed Scheme 

In this section we present the proposed scheme allowing energy efficient target detec-
tion and tracking with a sensor network. The scheme allows the border sensor nodes 
to minimize the energy consumption on target detection.   

3.1   Assumptions 

We first discuss the assumptions made by the proposed scheme. It assumes a cluster-
based architecture for the sensor network [2,6]. Initially, all the border sensor nodes 
have information on their neighboring sensor nodes for their identity, location, and 
energy level. Each cluster head also has such information on the sensor nodes belong-
ing to its cluster. When tracking a moving target, it decides which border sensor nodes 
detect the presence of a target. The assumptions on the sensor nodes are given below. 

• Each border sensor is activated for ∆T time, and then returns to hibernation mode. 
• The border sensor nodes are assumed to be uniformly distributed over the sensing 

region and the number of sensor nodes is large.  
• Let d be the distance between two neighboring border sensors. d is smaller or 

equal to the radius of the sensible area of a sensor, r. If d is larger than r, the in-
tersecting area between two neighboring sensors will become small and the de-
tection probability decreases accordingly. (Refer to Figure 1.)  

• The targets originate outside the sensing area and then move into the area with 
constant velocity. 

                            

θ

 

Fig. 1. Intersection of two sensing areas                Fig. 2. The structure of a cluster 

3.2   The Detection Algorithm 

When targets move into the sensing area, the border sensors detect the presence of 
them and then inform the cluster head on it. The proposed mechanism is explained 
using the parameters listed in Table 1. 
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Table 1. The parameters used in the proposed mechanism (Refer to Figure 2) 

Parameter Description 

V The velocity of target  

T The period a border sensor is turned on and off 
N The number of border nodes 
r The radius of the sensing area of a sensor node 
d The distance between two neighboring border sensor nodes 
R The distance from the cluster head to the edge of detection area 
D The radius of the cluster, which is R+2r 
θ The angle at the cluster head made by two neighboring border sensors 
S The detection area covered by the border nodes 
λ The sensor density 

The proposed scheme divides the detection period, T, into equal interval of ∆T 
given by: ∆T =T/N. In other words, every border node turns on for ∆T time in every T 
time unit. In the DPT algorithm, all the border sensor nodes are activated to detect the 
targets. If there is only one target moving into the sensing area, a significant amount 
of energy will thus be wasted. Therefore, we propose to let only one border sensor is 
activated during ∆T and others are put in hibernation mode. Once a border sensor 
wakes up during ∆T, it then stays in hibernation mode during (N-1) T. This process 
repeats continuously with a period of T. By letting the border sensor nodes on and off 
fast enough, any target penetrating the border can be detected regardless of the enter-
ing direction. However, if a target moves faster than a certain threshold, it cannot be 
detected since the border sensor node in charge of it might still be in hibernation 
mode. Therefore, we need to decide the time T of one round of detection period ac-
cording to the maximum velocity of target movement, Vmax. 

Assume that the border sensors are deployed with Poisson distribution with a pa-
rameter λS. In Figure 2, since the number of border sensors is very large, θ is very 
small and  

Rr

d

N +
==≈ πθθ 2

sin                         (1) 

For conservative modeling, assume that the target moves into the sensing area in 
the right angle and proceeds in the straight line (thus shortest path). Let us denote xmin 
the length of the path the target takes. Since the target has a constant velocity, the 
period, T, can be calculated in the following equation.   

max

min

V

x
T =                                (2) 

As shown in Figure 1, the minimum length xmin results in when the target moves 
through the intersection area of two neighboring border sensors. If the intersection 
area is small, the target detection probability will be low accordingly. To guarantee a 
reasonably high detection probability, we assume that the length of intersection, xmin, 
is equal to the radius of the sensing area of a sensor. Thus, d ≤  r 3 . According to 
Equation (1),  
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                                             ( )
N

Rr
d

+= π2                              (3) 

SN λ= ( )22 RD −= λπ ( )( )222 RrR −+= λπ ( )244 rRr += λπ ( )rRr += 4λπ        (4) 

Putting Equation (4) into Equation (3),  

       
32

1
2r

≥λ       and   
32

1
2min

r
=λ                         (5) 

If all the border sensor nodes are activated during T, the consumed energy, E, is 
given by 

activeETNE ××=                (6) 

Here Eactive is the energy consumed by an active sensor and given by 727.5 mW 
[12]. In the proposed scheme, the energy consumed, Ep, is given by 

 ( )[ ]sleepactivep ETNETNE ×∆×−+×∆×= 1          (7) 

Esleep is the energy consumed by a sensor in sleep mode and given by 416.3mW 
[12]. The energy saved by the proposed scheme compared to the DPT algorithm be-
comes 

( ) ( )sleepactivep EETNEEE −××−=−=∆ 1           (8) 

Here N is given by Equation (4) and T is given by Equation (2) with xmin= r, and 
thus  

                 ( )[ ] ( )sleepactive EE
V

r
rRrE −××−+××××=∆

max

14πλ                       (9) 

From Equations (5)  

          ( ) ( )sleepactive EE
V

rrR
E −×

×
×−+××=∆

3

32

max

min

π           (10) 

In Equation (10), the difference between E and Ep is the function of target velocity, 
Vmax, radius of the sensing area of a sensor, r, and radius of tracking area, R. In Sec-
tion 4, the relation between Vmax and the detection probability, p, will be identified. 

We consider only one target above. There might be several targets, however, mov-
ing into the sensing area with different velocities and directions. We assume that 
distribution of the number of targets is Poisson with the rate of η. The rate the targets 
are detected in time T is given by 

     ηµ ×= p               (11) 

If several border sensors detect the presence of a target, several messages are sent 
to the cluster head simultaneously. The cluster head then has to put the messages into 
its queue for processing them sequentially. Table 2 summarizes the parameters used 
in the model for the process of multiple targets. 
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Table 2. The parameters used in the process of multiple targets 

Parameter Description 
η The rate of targets moving into the sensing area  
µ The rate of  targets detected during T 
γ The target processing rate 
M The average number of messages in the system 
t The average target processing time  
tq The waiting time in the queue for each message 

Assume that arrival rate of the messages in the queue is constant and it is equal to 
the target detection rate, µ. Since only one cluster head processes the target informa-
tion, this model represents a single server. Using a birth-death system of M/M/1 
queue, the birth rate is µ and the death rate is the processing rate γ. We also assume 
that the death rate is constant and target population is infinite for the arrival process. 
To calculate the probability that the queue is in state-k (i.e., has k messages waiting 
including the one in service), we use the general birth-death formulas. 

k

kp ×−=
γ
µ

γ
µ

1              (µ < γ)       (12) 

The average number of messages in the system, M, is 

      
δ

δ
−

=
1

M , (δ = 
γ
µ ),  tM ×= µ , 

δ
γ
−

=
1

1

t , 
δ

γ
µ

−
=

1

2

qt
   (13) 

4   Performance Evaluation 

In this section we present the simulation results evaluating the performance of the 
proposed scheme. The simulation study mainly focuses on the energy saved by the 
proposed scheme compared to the DPT algorithm, the detection probability, and the 
message processing time (delay time) as the number of targets varies. 

We simulated a scenario where a target moves with random velocity. The simulator 
was developed to detect the target, considering the detection probability and energy 
consumed. The simulation program is a discrete-event simulator developed using C 
language. In the simulation we distribute the sensors uniformly over a cluster with D 
= 120m and r = 10m. The velocity of target movement varies randomly from 0m/s to 
60m/s in order to evaluate its impact on the performance of the proposed scheme. 

Figure 3 shows the energy saved by the proposed scheme compared to the DPT 
scheme obtained using Equation (10). The amount of energy saved decreases as the 
velocity of target increases. This is because the border sensor nodes need to fastly on 
and off if the target moves fastly, and thus energy consumption increases compared to 
the case of slow target. Note, however, that the velocity here is up to 100 meter per 
second. For typical targets of below the 20 or 30m/s speed, the energy saving is very 
significant. 
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Fig. 3. The amount of energy saved by the 
proposed scheme as the target speed varies 

 

Fig. 4. Detection probability vs. number of 
targets 

 
Figure 4 presents the relationship between the detection probability and the number 

of targets. As the threshold velocity of target increases from 10m/s to 50m/s, the de-
tection probability increases. When the velocity of the target is smaller than the 
threshold velocity, the number of missed targets decreases since the rotation time T is 
small and the period that the border sensors are activated is short. However, the 
amount of energy saved becomes small for high threshold velocity. Hence, we need to 
choose a proper period so that the detection probability is high while energy saving at 
the border sensor nodes is substantial. 
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Fig. 5. The relationship between the delay time and the number of targets 

In Figure 5, the relationship between the delay (processing time) and velocity of 
the target is shown. As the velocity changes from 10m/s to 40m/s, the delay increases 
slowly. For V=50m/s, the delay increases rapidly when the number of targets becomes 
larger than 90. The reason for this is the ratio between the death rate and birth rate, 
= / , becomes close to 1. 
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5   Conclusion and Future Work 

We have proposed a new scheme for target detection with a sensor network. The 
border sensors detect the targets moving into the sensing area and inform the cluster 
head in their cluster. The proposed scheme allows significant energy saving by letting 
the border sensors awake shortly one after another in a circular fashion. As a result, 
the lifetime of the sensors can be prolonged. Additionally, in case of multiple-target 
tracking, we have found the relationship between the processing time at the cluster 
head and the number of targets. 

In this paper we have assumed that there exists only one cluster head. In the future 
we will consider the case of multiple clusters in energy efficient target detection. We 
will also investigate the impact of other parameters on the target detectability. 
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Abstract. Since the existing ad hoc routing protocols lack of load balance 
capabilities, they often fail to provide satisfactory performance in the presence 
of a large volume of traffic. In this paper, we propose a new load balance 
mechanism and a novel bandwidth estimation method for ad hoc on-demand 
routing protocols. Destination chooses the optimal path via the route 
information carried by RREQ, whilst congested intermediate nodes dropped 
RREQs to avoid RREQ storm. Simulation shows that our new scheme improves 
packet delivery ratio, reduces end-to-end latency and decreases routing 
overhead. 

1   Introduction 

A Mobile Ad hoc Network (MANET) is a self-configuring network of mobile hosts 
connected by wireless links. Due to its unique character of self-organization, quick 
deployment and infrastructure-free, MANET has a wide range of applications which 
include battlefield command and control, emergency disaster relief, mine site 
operations. 

Currently, on-demand routing protocol is the dominant routing protocol in 
MANET. As the typical on-demand routing protocols, AODV [7] and DSR [2] select 
the shortest routes as the optimum routes. However, due to the special characters of 
ad hoc network, many researches realize that the shortest route may not be the best 
criteria of route selection [9,14]. 

Meanwhile, researchers have been focusing on network load balance Due to the 
constrained ad hoc network bandwidth resource, routing protocols are required to 
properly distribute the traffic flow over the network. Otherwise, the overloaded 
nodes may cause network congestion and long delay. In considering the 
significance of network traffic balance, we propose a load balance mechanism, 
which can virtually be applied to any on-demand routing protocol. In this paper, we 
combine this mechanism with AODV, forming a new routing protocol called load 
balance based AODV (LBB-AODV).  

The rest of this paper is organized as follows: Section 2 introduces some related 
work about load balance routing in ad hoc network. In section 3, we propose a novel 
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residual bandwidth estimation model and a new load balance mechanism, both of 
which are incorporated into the routing protocol LBB-AODV. Section 4 is the 
simulation and analysis. Finally, section 5 concludes this paper. 

2   Related Work  

Multiple paths schemes, such as [10] and [13], are fully exploited to provide better 
load-balancing capabilities. The underlying idea of the scheme is to distribute the 
traffic among multiple paths, which are maintained at nodes and used for routing. 
However, maintaining alternative paths requires more routing table space and 
computational overhead while selecting the best route among several discovered paths 
[11]. Moreover, multiple routes schemes are effective only if the alternate multi-path 
are disjoint, which is difficult to achieve in MANET [6].  further 
demonstrates that the load distribution of multi-path routing is almost the same as that 
of single path routing. 

DLAR [3], a single-path load balance mechanism, is proposed. The RREQ records 
queue occupancy information of each node it traverses. The destination chooses the 
optimal path based on the load information kept in RREQs. However, to utilize the 
most up-to-date load information, DLAR prohibits intermediate nodes from replying 
to RREQ, which may result in RREQ storm when there are a large number of nodes 
in the mobile ad hoc network.   

In [4], a new scheme is presented that each node forward RREQs selectively 
according to the load status of the node, preventing the new routes set up through 
overloaded nodes. This may alleviate the possibility of RREQ storm, but since it 
works in a fully distributed manner, the route selected may not be the best one due to 
the lack of comparison of candidate routes. 

3   Load Balance Based-AODV 

LBB-AODV is an enhanced version of AODV based on load balance, which enable 
nodes to forward RREQ selectively during route discovery stage. When a node 
receives route request, it first checks its available bandwidth. The node forwards the 
RREQ only if it is not CONGESTED. After the destination receives all the route 
information via RREQ, it picks the best route. The detail description of bandwidth 
estimation and LBB-AODV are presented as follows.  

3.1   Bandwidth Estimation 

To guarantee the network load balance, it is necessary to know each node’s available 
bandwidth. The end-to-end throughput is a concave parameter [5], which is 
determined by the bottleneck bandwidth of the intermediate nodes along the route. 
Therefore, estimating available bandwidth of a specific route can be simplified into 
finding the minimal residual bandwidth available among the nodes in the route.  

We propose a simple and effective available bandwidth estimation model in ad hoc 
network. In the new scheme, each the node is set to promiscuous mode, so it can 
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perceive any frame sent by its neighboring nodes. Every node accumulates the size of 
the perceived frames within a predefined period of time, and adds it to the size of 
frames the node sends itself during the time, the throughput of the small area 
centering the node within the time window is gained. By examining the activities of 
both the node itself and its surrounding neighbors, we are able to obtain a good 
approximation of the bandwidth usage. The available bandwidth of a node is: 

avail raw tran recvB = B - B - B    (1) 

Bavail is the available bandwidth of the node, while Braw is ad hoc network pure 
channel bandwidth. Btran is the consumed bandwidth of the node by sending frames, 
including data and routing control frames and 802.11MAC layer RTS/CTS/ACK 
control frames. Brecv is the bandwidth took up by neighboring nodes. 

Btran and Brecv can be represented as follows: 

tran tran B = TH  / t  (2) 

recv recvB = TH  / t  (3) 

Here, t is the predefined period of time , when THtran and THrecv are the size of 
frames transmitted and received, respectively, within t by the node. 

Taking into consideration the channel fading, physical error, the frame collision , 
as well as the burst nature of control packets overhead, factor (0,1) is used to adjust 
Bavail. Combine function (1), (2) and (3), we get: 

( )avail raw tran recvB = B - (TH + TH ) / t   θ⋅  (4) 

At the beginning of the simulation, THtran and THrecv of every node are set to 0 
while the timeout is set to t. When it timeouts, the available bandwidth can be 
calculated by (4). Store it in the cache. Then reset THtran and THrecv to 0, calculate the 
bandwidth of next period.  

The calculation of the period time t is critical; it should not be too big or too 
small. If it is set too small, there might be no node to send packet during that  
short period. In this case, the function only reflects transit bandwidth utilization, 
and it might not be the stable bandwidth consumption condition. Moreover, short 
period means frequent calculation, which will consume a batch of CPU time and 
battery power. If t is set too big, because of the movement of the node and change 
of link state, the function might not be able to reflect the real bandwidth usage. 
Moreover, t should be proportional to density of the whole network, since the 
higher the node’s density is, the higher chance of packet collision, and the larger t 
should be [12].  

To smooth bandwidth estimation, we define a smoothing constant (0,1). 
Suppose the last bandwidth is Bavail(n-1) and the bandwidth measured in the current 
sampling time window is Bavail. Then, the current bandwidth Bavail(n) is given as: 

avail(n) avail(n-1) availB = B + (1- ) B  β β⋅ ⋅  (5) 
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3.2   LBB-AODV  

For our purpose, a new field Bmin is added in RREQ format to record the minimum 
bandwidth along the path it traverses. When a source node decides to launch a  
RREQ, it first estimates its bandwidth using mechanism described above, and records 
it in Bmin.  

When an intermediate node first receives a RREQ, it will collect its load 
information in order to define present network condition. According to the network 
condition, routing layer determines whether to forward or just drop the RREQ. The 
network has two conditions: CONGESTION and NORMAL, which is defined by 
ratio of the current available bandwidth (Bavail) and the total channel bandwidth (Braw) 
with  being the congestion factor: 

CONGESTION: avail rawB / B φ≤  (6) 

NORMAL:  avail rawB / B  >  φ   (7) 

When an intermediate node is in the CONGESTION mode, the node will no longer 
process any route request; it simply discards RREQ, making itself impossible to be an 
intermediate node for other traffic. Each node begins to allow additional traffic flows 
whenever its congested status is dissolved.   

A new field Bt is added to the route table of each node to record the so-far-
discovered-biggest route bandwidth from the source to the node. When the node is in 
NORMAL condition, if it is the first time receiving RREQ from the source node with 
the broadcast id, Bt will be set as Bmin for the corresponding entry in the route table. 
Then compare Bmin and the node’s available bandwidth, keep the smaller one in the 
Bmin and forward RREQ. If the node has already received RREQ from the same 
source node with the same broadcast id, it compares Bmin with the corresponding Bt. If 
the former is not bigger, simply discard the RREQ. Otherwise, update the route table 
entry to replace Bt with Bmin and redirect the previous node index to the node where 
the RREQ is from. Finally, discard the RREQ rather than forwarding it to avoid 
RREQ storm.  

After receiving the first RREQ, the destination waits for an appropriate amount of 
time to learn all possible routes. After receiving duplicate RREQ from different 
previous nodes, the destination chooses the route with the largest Bmin and sends 
RREP.  

By rejecting route request at the individual congested nodes, the network is able to 
reduce the large volume of routing requests and alleviate the burden brought by the 
broadcasting. On the other hand, choosing the best route at the destination node 
provide the best route along light-loaded nodes.  

When the local congestion occurs, since the congested nodes refuse to forward 
routing request, it is possible to fail the route discovery. To cope with this scenario, 
after the first round route discovery failure, the original AODV will be effective to 
find the route from the second round.  
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4   Numerical Simulation 

In this section, we evaluate the performance of LBB-AODV compared to the 
conventional AODV. The simulation environment, metrics and results are presented.  

4.1   Simulation Environment 

We evaluate LBB-AODV and AODV by using the network simulator ns-2. In ns-2 
simulator, we use the default value of AODV to demonstrate a fair comparison of 
LBB-AODV. The distribution coordination function (DCF) of IEEE 802.11 standard 
is used as the MAC protocol with a data rate of 2Mbps.  

A network consists of 100 nodes with 250 m transmission range spread randomly 
over an area of 2400 m 800 m. The nodes uniformly choose velocity from 0 m/s 
to 5 m/s following the random-waypoint model. Each simulation runs for 200 s with 
pause time set to 50 s. 

Source and destination node pairs are randomly selected and each source generates 
CBR packets with packet size of 512 bytes. We use 40 traffic flows and gradually 
increase the data rate of each flow from 3 to 9 packets/second (or 480 to 1440 Kb/s). 
The traffic load represents the combined throughput of the data sources. By adjusting 
the frequency of sources sending packets, we eventually control the traffic load of the 
network. 

After several simulation comparisons, we choose the following parameter values 
used for LBB-AODV, which are specified in Table 1. 

Table 1. Parameters Used for LBB-AODV 

Parameter Value 
t 1s 
 0.9 
 0.2 
 0.1 

4.2   Simulation Metrics 

The following three metrics are considered to evaluate the performance of the 
protocols:  

1. Packet delivery ratio – the ratio of the total number of data packets received by 
destinations over the total number of data packets transmitted by sources. It 
captures the network throughput. 

2. End-to-end delay –the average of delays for all received data packet from the 
sources to destinations. It includes all possible delays caused by buffering during 
route discovery, queuing at the interface queue, retransmission delays at the 
medium access control layer, and propagation and transfer time. 

3. Normalized routing overhead – the total number of routing control packets (RREQ, 
RREP and RERR) normalized by the total number of received data packets. It 
evaluates the efficiency of the routing protocol. 
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4.3   Simulation Results 

Fig.1 plots the packet delivery ratio versus traffic load for both AODV and LBB-
AODV protocols. Numerical results reveal that LBB-AODV achieves a larger packet 
delivery ratio compared to AODV, especially when the traffic load increases. This is 
because LBB-AODV chooses the least congested route for data transmission, which 
indirectly increases the overall network throughput. On the other hand, AODV 
without load-balancing mechanism suffers the high probability of the route failure and 
the data retransmission as the network traffic load becomes larger.  

As can be seen in Fig.2, LBB-ADOV outperforms AODV in terms of average end-
to-end delay. The largest fall of average end-to-end delay is up to 17.3%. Delay is 
mainly due to queuing in heavily loaded buffers. Even though the route path may be 
longer than that of AODV, LBB-ADOV tries to route packets along a less congested 
path to avoid overloading nodes, thereby minimizing path congestion and in turn 
reducing the overall queuing delay. 

 

  

Fig. 1. Packet delivery ratio                            Fig. 2. Average end-to-end delay 

 

Fig. 3. Normalized routing overhead 

In Fig.3, LBB-AODV demonstrates up to 16.2% reduction of the routing overhead 
against AODV. This is mainly due to the suppression of forwarding RREQs at the 
intermediate nodes, as the forwarding RREQs make up about 90% of the routing 
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packets in AODV [8]. Because LBB-AODV prevents those over-loaded nodes from 
forwarding RREQs, the overall routing overhead is dramatically decreased. 
Moreover, LBB-AODV can establish routes more stable than AODV. As a result, 
LBB-AODV reduces link breakage and routing overhead, which is mainly caused by 
the route reconstruction. When the traffic load increases, the overall normalized 
routing overhead of both protocols decreases because of the source can send more 
data packets to its corresponding destination by using the discovered route. 

5   Conclusions 

In this paper, we proposed the load balance mechanism for the conventional AODV 
by considering the available bandwidth at each node. According to the local 
bandwidth status, each node has the right to re-broadcast the RREQ message in order 
to avoid network congestion and RREQ broadcast storm. Beside that, we also 
proposed that the RREQ message should contain an additional field to allow nodes to 
exchange the route bandwidth information among themselves. Moreover, we 
proposed a simple and effective bandwidth estimation approach based on the 
perceived bandwidth consumption of a node and its neighboring nodes.   

Numerical simulations reveal that LBB-AODV significantly improves the packet 
delivery ratio and reduces the average end-to-end latency as well as the routing 
overhead in the presence of large traffic volume. The new scheme successfully 
balances the network load among nodes, and it can easily be incorporated in the 
existing on-demand routing protocol.  

To facilitate practical implementation of our proposal, further research is required 
to investigate the optimal parameter under different network settings for LBB-AODV. 
Furthermore, we will look into how the proposed load balance mechanism can be 
incorporated in other on-demand routing protocols and make a fair comparison with 
other load balance schemes, like [3] and [4], in order to further improve the 
performance of LBB-AODV. 
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Abstract. IEEE 802.11 Wireless LAN (WLAN) has been enthusiastically 
adopted in business offices, homes, and other spaces, for both public and 
private wireless local network connection. The users would like to deploy 
Voice IP (VoIP) and Video Phone based on Mobile IPv6 Protocol over 
Wireless LAN network. However, the frequent change in the mobile node’s 
location causes evident signaling overhead, handover latency and packet loss, 
which in turn leads to the service degradation of real time traffic in Mobile 
IPv6. In this paper, we propose a scheme based on Wireless LAN by adding a 
new component called Handover Control Function (HCF) in MIPv6, which 
records all APs's MAC address, backend ARs' address and network prefix of 
those AP’s. By the means that all Mobile Nodes (MNs) report periodically all 
AP's MAC address and signal strength information to HCF which MN can 
probe, HCF decides whether or which AP MN shall associate with and notifies 
MN about the new AP/AR's information, meanwhile, a bi-cast mechanism shall 
be applied to further improve handover performance by reducing the packet loss 
during handover.  

1   Introduction 

Wireless LAN (WLAN) technologies, especially the IEEE 802.11 standards [1], have 
got great attention in recent years. A growing number of WLANs have been set up in 
public buildings or corporate environments as access networks to the Internet. These 
WLANs are connected to the Internet through layer 2 Access Points (APs) and layer 3 
Access Routers (ARs). In WLAN, users could freely change their places when they 
are communicating with other users. However the real-time applications (such as 
VoIP and Video Phone) couldn’t be supported due to long handover delays and high 
packet losses brought by the handover process.  The handover process occurs when 
MNs moves from one AP/AR to another. 

In order to support the mobility of MNs, Mobile IPv6 (MIPv6) [2] is proposed by 
the Internet Engineering Task Force (IETF), which describes the protocol operations 
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for MN to maintain connectivity with the Internet as it moves between subnets. These 
operations involve movement detection, IP address configuration, and location 
update. Many approaches are submitted to improve the performance of handover and 
to meet the requirements of real-time applications. 

In Consideration of Wireless LAN’s special feature, we propound a scheme to 
achieve MIPv6 fast handover in WLAN by introducing a new component called 
Handover Control Function (HCF) in Hierarchical Mobile IPv6 (HMIPv6) [3]. 

The remainder of the paper is organized as follows. Section 2 gives a brief resume 
to previous works related to handover management in Mobile IPv6. Section 3 presents 
our HCF Based Handover for MIPv6 scheme and the detailed protocol operation. 
Analysis and comparison are shown in section 4. Finally, conclusion and future works 
are mentioned in section 5. 

2   Background and Related Works 

Recently, several extensions to MIPv6 have been proposed aimed to reduce the 
handover latency and packet loss.  

Actually, the main proposals accepted by IETF are Hierarchical Mobile IPv6 
(HMIPv6) and Fast Handover for MIPv6 (FHMIPv6). HMIPv6 [3, 4] introduces 
Mobility Anchor Point (MAP) (a special node located in the network visited by MN) 
who acts somewhat like a local Home Agent (HA) for the visiting MN. Moreover, 
HMIPv6 separates MN mobility into micro-mobility (within one domain or within the 
same MAP) and macro-mobility (between domains or between MAPs). With this 
hierarchical network structure, MAP can limit the amount of signaling required 
outside the MAP's domain. Therefore, the amount and latency of signaling between a 
MN, its HA and one or more Correspondence Nodes (CNs) decrease. Consequently, 
the layer 3 handover delays are reduced.  

FHMIPv6 [5] reduces packets loss by providing fast IP connectivity as soon as a 
new link is established. The network uses layer 2 triggers to launch either Pre-
Registration or Post-Registration handover scheme [6]. In Pre-Registration scheme, 
the network provides support for preconfiguration of link information (such as the 
subnet prefix) in the new subnet while MN is still attached to the old subnet. By 
reducing the preconfiguration time on the new subnet, it enables IP connectivity to 
be restored at the new point of attachment sooner than would otherwise be possible. 
In Post-Registration scheme, by tunneling data between the previous AP/AR and 
new AP/AR, the packets delivered to the old Care of Address (CoA) are forwarded 
to the new CoA during link configuration and binding update. So it is possible to 
provide IP connectivity in advance of actual Mobile IP registration with the HA  
or CN.  

Besides the main proposals, there have been numerous approaches for providing 
lossless handover and minimizing the handover delay. H.Chaouchi [7] propounded a 
Pre-Handover Signaling (PHS) protocol to support the triggering of a pred- 
ictive handover and to allow the network to achieve accurate handover decisions 
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considering different constraints such as QoS, the user profile and the mobile node 
service requirements. Y.Bi [8] submitted a Hierarchical Network-layer Mobility 
Management (HNMM) framework in which an integrated IP-layer handover solution 
is proposed to provide optimized network connectivity. The solution includes 
Enhanced IP-layer Handover mechanism (EIHO) with combined policies and 
Adaptive IP-layer Handover Control scheme (AIHC). Based on the IPv6 Soft 
Handover mechanism proposed by E.Perkins [9], the Competition based Soft 
Handover Management (CSHM) protocol of J. Kristiansson [10], the Multi-path 
Transmission Algorithm of S. Kashihara [11] are also proposed to decrease packet 
loss during handover.  

3   Handover Control Function Based Handover for Mobile IPv6 

In our paper, we focus on optimizing handover performance in MIPv6 over WLAN. 
When being used as link layer, WLAN doesn’t permit users to employ FHMIPv6. 
Indeed, in WLAN, when MN moves towards a new AP, it must disconnect from its 
previous AP and scan for others APs in range. Based on the result of these scans, it 
will choose its new AP. Hence, there is no possibility for MN to use neither Pre-
registration nor Post-registration mechanism as MN doesn’t know in advance where 
to go.  Furthermore, once a new AP is selected, MN is no longer connected with its 
previous AP. 

  

 

Fig. 1. HCF Based Handover for Mobile IPv6 
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To resolve this problem, IEEE 802.11f standard, known as Inter-Access Point 
Protocol (IAPP) [12] [13] has been proposed. IAPP enables the WLAN’s APs to 
communicate with each other. By using IAPP, FHIMPv6 could be applied in WLAN. 
However, IAPP can neither reduce greatly the layer 2 delay nor avoid the packet 
losses. Furthermore, it couldn’t provide the global management, such as dynamic load 
balancing on APs and ARs.  

Therefore, we introduce a new component Handover Control   Function (HCF) and 
add two new messages --- HCFReq and HCFRep messages in Mobile IPv6 in order to 
resolve issues mentioned above. The architecture of the HCF Based Handover for 
Mobile IPv6 is shown in figure 1.  

In this network scenario, one AR might connect to multiple APs. Those APs 
might have same network prefix or different network prefix. While MN moves  
from AP2 to AP3, the attached Access Router also changes from AR1 to AR2 as 
well.   

MN reports periodically to HCF all APs’ MAC addresses and signal strengths that 
MN can probe. Based upon those reported information such as AP’s loading and 
MN’s movement, etc, by using a predefined algorithm, HCF decides whether or 
which AP MN shall associate with and notifies MN about the new AP/AR's 
information, such as AP's MAC address, AR interface address, and network prefix. 
HCF decides which AR's interface MN should move to as well. Consequently, the 
new network prefix of MN will be notified by HCF through HCFRep message 
accordingly. 

The “IPv6 address allocation and assignment policy" draft issued by RIPE NCC 
[14] provides the guidelines for allocation and distribution of IPv6 addresses. This 
draft reveals that in an IPv6 access network as MN moves across the subnets, the only 
change in its IPv6 address occurs in subnet identifier field of the address. The 
remaining portion of the address, including 48 bit global routing prefix and the 64 bit 
interface identifier remains unchanged. Moreover, in our proposal, MN's interface 
identifier is allocated according to the norm of EUI-64. It ensures that the MN’s new 
CoA is unique in Mobile IPv6. Consequently, MN could configure its new CoA and 
begin to launch the binding update process even if it is still attached with previous 
AP/AR. HCF also knows MN's new CoA according to MN's old CoA and MN's new 
network prefix. Furthermore, Duplicated Address Detection (DAD) can be omitted 
during handover. 

In [15], a pure IPv6 Soft handover mechanism is presented. It provides data 
transmission continuity for delay constrained applications. Respiring from this 
method, a bi-casting mechanism was proposed and was applied to further improve 
handover performance. HCF acts as an extension of MAP in HMIPv6 which could 
begin to bicast traffic to both MN's old CoA and new CoA after sending HCFRep to 
MN to reduce packet loss during handover. HCF Bicast traffic also removes the 
timing ambiguity, regarding when to start sending traffic to MN’s new point of 
attachment following a Fast Handover. It also minimizes service disruption time in 
the case of ping-pong movement. 

Figure 2 shows messages exchange in the handover procedure. 
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Fig. 2. Protocol for HCF based handover 

1. When MN registers to HA at the first time, it will send Binding Update message to  
HA, and HA will response with Binding Acknowledgement. 

2. MN probes all neighbor AP's information, including signal strength. Once the 
signal strength threshold is gotten over, MN shall send HCFReq message directly 
to HCF to report the information of its neighbor AP. 

3. After HCF receives the HCFReq message, it will decide whether or which AR/AP 
MN shall associate with. 

4. Detail algorithm for HCF judgment of MN handover mostly is based mostly on the 
signal strength that MN received from neighbor APs and HCF's network 
administrating policy. 

5. HCF judge MN in some sense that can also help loading balance among different 
ARs and APs, if the number of registered MNs in one AR or AP have reached a 
limit, HCF will not approve MN to move to that network. 

6. After HCF makes decision that which AR/AP MN shall move to, HCF will notify 
MN about new AR/AP's information, such as link prefix and AR's address. The 
information will help MN make a new CoA before it handover.  This address also 
has been known by HCF since new CoA is made based on EUI-64. 

7. After MN receive the HCFRep message, it knows that which AR/AP it will 
associate with and will configure its new CoA based on HCFRep message about 
new AP/AR. 

8. When MN moves from AP2 to AP3, the attached Access Router also changes from 
AR1 to AR2 accordingly.  MN will intensively disassociate with AP2 and associate 
with AP3. 



22 G. Wei et al. 

9. HCF works as an extension of MAP, and bicast traffic is sent out from HCF to both 
MN's old CoA and new CoA.  Once MN attaches AP3/AR2, that traffic will go 
directly to MN's new CoA. After receiving the new binding update from new CoA, 
HCF will remove the traffic which goes to old CoA. 

4   Analyzing and Evaluating 

To better analyze handover delay, we divide the handover delay into two parts: layer 
2 handover delay and layer 3 handover delay, seen in figure 3. In the layer 2, the 
delays include the time for movement detection, channel scan, authentication, 
detection and re-association. In the layer 3, the delays contain: (1) the time that MN 
detects the AR changing by receiving Router Advertisement (RA) from new AR. (2) 
The time that MN negotiates with new AR to get access admission. It includes MN 
authentication, CoA configuration and related resources configurations in AR. (3) the 
time for Mobile IP registration. It includes the time that MN sends Binding Update to 
CN, HA and receives BU ACK.  

 

 

Fig. 3. Layer 2 and Layer 3 Handover Process 

As shown in figure 3, the handover delay is too high to meet a real-time application 
need. We try to reduce the processing time or to omit unnecessary process in our 
approach. Compared with other proposals, HCF decides whether or which AP MN 
shall attach to before MN disconnects with its previous AP. By this means, MN 
reduces the time of channel scanning and switching phase running - authentication 
and re-association requests - with new AP. Being notified of the new network prefix 
by HCF, MN is informed of the new AR/AP's information, and gets its new CoA. So 
that it doesn’t need either to wait for Router Advertisement message or to execute the 
new CoA configuration process. Besides, since unique IP address is no longer 
necessary to be verified again, DAD process execution can be omitted accordingly. 
Moreover, Pre-registration mechanism is permitted to be used in our proposal, hence, 
MN could carrying on binding update with its HA and CNs before leaving its 
previous AP. In conclusion, handover delay could be greatly minimized, and our 
proposal will be proved by the future simulation. 

Packet Loss Rate (PLR) is another element which influences the handover 
performance. Packet Loss Rate is influenced not only by L3 handover delay, but also 
by L2 handover delay. The low packet loss rate can be realized by minimizing the 
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handover delays. As we mentioned that our scheme could cut down either the layer 2 
or layer 3 handover delay. In addition to decrease the handover delays, there are some 
other means to reduce the packet loss. Some proposals want to reduce the packet loss 
by buffering packets in old AP/AR when L2 handover is detected and forwarding 
packets to new AP/AR as soon as L2 handover ends. While this increases the charge 
of AP/AR and the signaling exchange in the system. Some proposals reduce the 
packet loss by using the IPv6 Soft handover mechanism, which sends the traffic to 
both MN’s old CoA and new CoA while it needs the precise time control. In our 
scheme, HCF decides which AR/AP MN shall attach to, and HCF decides exactly 
how and when to send and end bicast traffic to which AR/AP. 

5   Conclusion and Prospects 

In this paper, we propose a simple but effective scheme, which could reduce the 
handover latency and packet losses without modifying AP/AR of WLAN.  Our 
proposal permits MN to get the new CoA and to lance binding update process before 
moving to the new AR/AP. Moreover, the omission of DAD process optimizes 
greatly handover performance. Furthermore, by the means of sending bicast traffic 
from HCF to both old and new CoA, the packet loss could be minimized.  

This paper expounds our primary concept. In the next step, our proposal will be 
simulated and evaluated by using OPNET (a discrete network simulation tool) [16]. In 
our future study, we are about to deal with the other MIPv6 issues, such as AAA, QoS 
and to enable HCF to better manage the mobility and the network resource in  
the WLAN. 
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Abstract. Efficient H.264 video transmission, as a dominant video cod-
ing standard used in Digital Multimedia Broadcasting (DMB) and other
advanced video conferencing, over wireless/mobile networks becomes
dominant. However, wireless video transmission suffers from deficient
wireless channel conditions such as high bit error rate, error bursts due to
channel fading and bandwidth limitations. In this paper, a novel design
of unified error-control with cross-layer interaction over IEEE 802.11e
Wireless LAN, in order to improve error protection performance, is pro-
posed. This framework combines cross-layer error protection techniques,
i.e., error correction code in the link layer, erasure code in the application
layer and automatic repeat retransmission across the link layer and the
application layer.

1 Introduction

In Korea, Satellite Digital Multimedia Broadcasting (S-DMB) and Terrestrial
Digital Multimedia Broadcasting (T-DMB) services have been widely standard-
ized on a national basis. S-DMB was launched as a test-service in January and
as a main-service in May 2005, respectively, and T-DMB commenced service in
December 2005. The Korean DMB system [1] adopts the European Digital Au-
dio Broadcasting (DAB) system known as Eureka-147 [2] as its base, and adds
various coding, networking and error correcting tools to process multimedia con-
tent. While S-DMB and T-DMB services have a different system, the associated
video coding techniques are based on the H.264/Advanced Video Coding (AVC)
baseline profile [3]. The H.264/AVC video coding standard provides for coding
efficiency and network friendliness, splitting the Video Coding Layer (VCL) and
Network Adaptation Layer (NAL).

In the trend of broadcasting communication convergence, multimedia content
is supplied via various communication channels. IEEE 802.11-based Wireless
LANs (WLANs) can be one a great communication channel, supplying users with
portability. IEEE 802.11e [4] has been developed and standardized to support
QoS of Audio/Visual (AV) data. In contrast to wired networks, since wireless
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channels suffer from restrictions such as bit-error and bandwidth, video trans-
mission over wireless channels is a challenging task.

There has been considerable research invested, to overcome such inferior chan-
nel conditions. Many hybrid ARQ (HARQ) techniques combine various error-
control schemes [5][6]. They include error detection code, Forward Error Correc-
tion (FEC) and Automatic Repeat reQuest (ARQ). Although aforementioned
error-control-related research proposes efficient error protection schemes, there
have been few concrete cross-layer frameworks in WLANs.

In this paper, a novel cross-layer error-control framework in IEEE 802.11e
wireless LAN is proposed to improve error protection performance. This frame-
work combines cross-layer error protection schemes, i.e., error correction code
(Reed-Solomon code) in the link layer, erasure code in the application layer and
ARQ across both the link layer and the application layer.

The remainder of this paper is organized as follows. A brief overview of H.264
video transmission in wireless channels and a review of error-control techniques
are provided in Section 2. Section 3 describes the proposed unified cross-layer
error-control framework. In Section 4, the performance of proposed framework
is evaluated. Lastly, conclusions and further works are presented in Section 5.

2 Related Works on Key Error-Control Components

2.1 Error-Controls for Video Transmission

FEC and delay-constrained ARQ are the main error-control techniques in video
transmission. FECs, which are based both on the error correction code and
on the erasure code, realize a proactive error-control mechanism. The sender
generates redundant data and transmits these data with the original data. Then,
the receiver recovers the erroneous bits or packets with redundant data. In order
to prevent confusion, FECs are classified into two categories, i.e., error correction
code-based FEC (namely Symbol-level FEC, S-FEC) and erasure code-based
FEC (namely Packet-level FEC, P-FEC). While both S-FEC and P-FEC provide
proactive solutions, ARQ is driven by reactive feedback information. ARQ spends
less overhead in comparison with constantly rate-wasteful FECs, because ARQ
is driven only when the received packet is erroneous, ARQ tends to result in
greater delay than FECs.

In order to alleviate error resilience, hybrid techniques were attempted, and
type-I [7] and type-II HARQ [8] were introduced. H. Liu et al. proposed a HARQ
technique that combines the benefit of type-I and type-II techniques, and showed
its efficacy for video transmission over wireless networks [5]. Y. Shan et al. pre-
sented a priority-based error protection scheme in the sense of the cross-layer
approach [6]. Lastly, P. Ferré et al. attempted to modify the IEEE 802.11 legacy
MAC to improve the throughput efficiency [9]. The article includes composition
of an MAC frame and modification of MAC-level retransmission.

This paper is dominantly motivated by [9], to move the wireless channel to
IEEE 802.11e, and makes use of the FEC option and BlockAck mechanism of
IEEE 802.11e MAC.
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2.2 IEEE 802.11e MAC-Level Error Control Techniques

Symbol-Level Forward Error Correction (S-FEC) [10]. Fig. 1 shows the
MAC Protocol Data Unit (MPDU) format defined in the draft specification
of IEEE 802.11e. Basically, a (224, 208) shortened Reed Solomon (RS) code,
defined in GF(256), is used. Since an MAC Service Data Unit (MSDU), from
the higher layer, can be much larger than 208 octets, an MSDU may be split
into (up to 12) multiple blocks, and then each block is separately encoded by
the RS encoder. The final RS block in the frame body can be shorter than 224
octets, using a shortened code. A (48, 32) RS code, which is also a shortened
RS code, is used for the MAC header, and CRC-32 is used for the Frame Check
Sequence (FCS). It is important to note that any RS block can correct up to 8
byte errors. The outer FCS allows the receiver to skip the RS decoding process if
the FCS is correct. The inner FCS (or FEC FCS) allows the receiver to identify
a false decoding by the RS decoder.

Fig. 1. IEEE 802.11e MPDU format with the optional FEC

ARQ [11]. The legacy MAC of IEEE 802.11 is based on the simple Stop-and-
Wait ARQ (SW-ARQ) scheme. This involves a lot of overheads due to the imme-
diate transmissions of acknowledgements (ACKs). In 802.11e, a new Selective-
Repeat ARQ (SR-ARQ) mechanism named block acknowledgement (BlockAck)
is introduced. In this mechanism, a group of data frames can be transmitted
one by one with SIFS interval between them. Then, a single BlockAck frame is
transmitted back to the sender to inform ACKs how many packets have been
received correctly. Obviously, this scheme can improve channel efficiency. There
are two kinds of BlockAck mechanisms used in 802.11e: immediate and delayed.
Details of each modes are presented in [11]. In this paper, the delayed Block-
Ack mechanism will be adopted between two mechanisms, so as to satisfy the
requirements of delayed operations across layers.

3 Unified Cross-Layer Cooperating Error-Control
Framework

In this section, a unified error-control framework with cross-layer interactions is
proposed, and the role of each layer and cross-layer cooperation are described.
The overall structure of the proposed framework is depicted in Fig. 2.1 The
1 Since, in this paper, the range of the implementation is restricted, the implemented

components are marked as shadow in Fig. 3.
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Fig. 2. Overall structure of the unified error-control framework with cross-layer inter-
actions

techniques and schemes previously explained in Section 2 are combined, in order
to achieve an efficient framework.

3.1 Link/MAC Layer

As explained in 2.2, the link/MAC layer performs S-FEC. On the sender side,
the MAC header and all MSDUs are encoded using (48, 32) and (224, 208)
RS codes, respectively, and then composed into an MAC frame. After S-FEC
encoding, the whole MAC frame is calculated and the CRC-32 and FCS field
are generated.

On the receiver side, prior to S-FEC decoding, the FCS check is performed.
If the FCS is correct, the S-FEC decoding procedure is unnecessary, and is
therefore not performed. However, if the FCS is incorrect, all S-FEC blocks are
decoded and erroneous blocks are corrected. If MAC header is erroneous and
uncorrectable, all of the MSDUs belonging to the MAC header will be dropped.
If an FEC block of MSDUs is uncorrectable, the block is marked as erroneous
and then passed to a higher layer. The uncorrectable S-FEC block is determined
whether to be retransmitted in the application layer.

In addition to S-FEC, the link/MAC layer provides ARQ scheme for the
erroneous MSDUs, as explained in 2.2. Since the uncorrectable S-FEC block
is passed to higher layers, not immediately requested for retransmission, the
delayed BlockAck scheme is used, rather than the immediate BlockAck scheme.
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The sequence numbers of the uncorrectable S-FEC blocks determined to be
retransmitted are bitmapped in the BlockAck frame.

3.2 Application Layer

In the proposed cross-layer framework, the application layer is responsible for
packet-level adaptation and cross-layer interaction. Packet-level adaptation in-
cludes H.264 encoding, priority indexing (PI), RTP packetization and P-FEC.
In this procedure, the H.264 encoder should consider the maximum length of
an MSDU at the link/MAC layer. This implies that if one RTP packet is not
fragmented into greater than one MSDU at the link/MAC layer, so as not to
deteriorate error resilience, the maximum length of an RTP packet, including
2-byte P-FEC header, should not exceed 180 bytes, as presented in Fig. 3. Size-
adjusted H.264 NAL Units (NALUs) are P-FEC-encoded and packetized into an
RTP packet. Priorities of each NALUs are estimated and indexed, while NALUs
are simultaneously encoded. The PI method which is used in [12] may be ex-
tended for H.264.2 The PI-values can be criteria for UEP strategy.

NAL Unit
P-FEC
header

RTP Header

2 bytes12 bytes

UDP Header

8 bytes

IP   Header

20 bytes

IP Packet

MSDU1MAC Header

32 bytes

FCS

4 bytes

MAC Frame

S-FEC S-FEC . . . .

~ 180 bytes

16 bytes 208 bytes 16 bytes

~ 166 bytes

Fig. 3. Structure of an MAC frame

Fig. 4. Cross-layer error-control process at the receiver

2 Although we include PI in the proposed framework, it is out of scope in this paper
because of page limit.
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Next, consider the cross-layer interaction. The proposed framework comple-
ments S-FEC with P-FEC and ARQ. First, S-FEC protects all symbols in a
packet. Next, if S-FEC proves to be uncorrectable, P-FEC recovers the erro-
neous data blocks. Lastly, if P-FEC fails, the application layer signals to the
link layer to request for retransmission of the necessary data blocks, to ensure
that cross-layer cooperation is completed. The detailed error-control process is
depicted and explained in Fig. 4. To conclude, the application layer adapts the
video content to the underlying structure of the link/MAC layer, and decides the
error-control strategy, whereas the link/MAC layer provides the application layer
with the transport information of the packets and a means for retransmission.

4 Simulation

In this section, the performance of the proposed cross-layer error-control frame-
work is demonstrated over IEEE 802.11e WLAN, by performing simulations
under several BER conditions. The “Foreman” sequence (CIF, 352x288) was
encoded using H.264 with encoding parameters, as presented in Table 1, and
then transmitted through the Gilbert-Elliott channel model. The performance
of the generic error-control scheme and the proposed error-control scheme are
compared. Both schemes consist of (24, 20) P-FEC at the application layer, (224,
208) S-FEC at the link/MAC layer and ARQ with maximum ARQ count of 2.

Table 1. Video encoder parameters and channel settings used in the simulation

Parameter settings
Video encoder H.264 (JM 10.1)
Sequence name Foreman
Image format CIF (352×288)
Number of encoded frames 1200
Encoding method 1 IDR-frame followed by 1199 P-frames with CBR

(384kbps), 20 random intra MB update every P-frame,
fixed packet size shorter than 180 bytes.

Channel settings
Channel model Gilbert-Elliott channel model
Bit error probability 5 × 10−3

Table. 2 and Fig. 5 present the simulation results for the generic isolated-layer
scheme and the proposed cross-layer scheme. Table. 2 presents the MSDU over-
head rate needed for ARQ and the NALU error rate. From numerical results,
it is demonstrated that the proposed cross-layer scheme results in less NALU
error rate with dramatically less overhead. The simulation result, presented in
Fig. 5, shows that the proposed cross-layer error-control scheme outperforms the
isolated-layer error-control scheme, with regard to end-quality. In the isolated-
layer scheme, since even an uncorrectable MSDU in the MAC frame results in
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Table 2. MSDU overhead rate for ARQ and NALU error rate

Isolated-layer schemeProposed cross-layer scheme
MSDU overhead rate for ARQ (%) 32.84 0.29
NALU error rate (%) 0.40 0.33

retransmission of the whole MAC frame, the isolated-layer scheme experiences
higher bit error probability than the cross-layer scheme. Thus, greater retrans-
mission overhead is required, and high MAC frame error probability deteriorates
throughput, eventually, producing degradation of objective video quality.
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Fig. 5. PSNR distribution of Y-component of transmitted sequences: (a) No error, (b)
Isolated-layer error-control scheme, and (c) Proposed cross-layer error-control scheme

From simulation results, it can be inferred that the proposed cross-layer error-
control scheme presents excellent performances from the viewpoint of both end-
quality and transmission efficiency.

5 Conclusions and Future Works

In this paper, a unified cross-layer error-control framework was proposed, and
the performance of the framework demonstrated. In the proposed error-control
framework, each layer does not perform its dedicated role but also considers
overall layers, thus unnecessary operations can be omitted. From simulation
results, it can be inferred that the proposed cross-layer error-control scheme
demonstrates excellent performance from the viewpoint of both end-quality and
transmission efficiency.

FEC and ARQ have been the most powerful error-control tools in data com-
munication. In order to maximize the performance of FEC and ARQ, combined
with packet-level interleaving and symbol-level interleaving can be considered.
In current work, we cannot present the mathematical analysis of the proposed
scheme, because of page limit. Mathematical analysis under certain parameters
of Gilbert-Elliott channel helps to estimate the simulation result.
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Abstract. The extensible router is the next generation router archi-
tecture. This paper studies the extensibility of the router control plane,
which contains complicated modules such as routing protocol process-
ing, router information management, etc. It is difficult to decide when to
extending the control plane, and how many nodes are needed. Moreover,
the module dispatching configurations is another issues. This paper de-
scribes the extensible architecture of the router system and the control
plane. It defines three variables to evaluate the extensibility. And a two-
step extensible model is provided to achieve the maximum extensibility
under these evaluations. Finally, the experiments show that the model is
correct and efficient.

1 Introduction

1.1 Motivation

The next generation router will concentrate in the extensible architecture[1][2][3].
The single chassis router, which has been widely used in the conventional router
system, cannot catch up with the Internet explosion [4]. A fully extensible struc-
ture is borrowed from computer clusters[5], which can help in meeting the ex-
panding requirements of the future Internet.

In the recent years, research on the scalability in the data plane has grown
enormously. However, very few solutions can be found by far on how to make a
control plane extensible enough, which is as critical as that of the the data plane.
While the system is becoming larger and larger by clustering more small nodes,
the routing protocol processing and other service routines can cause bottlenecks
in both of the processing power and the memory storage.

1.2 Previous Work

The router extensibility is an interesting topic. Some demos or products under
the extensible architectures have been released. The systems can be extended
� This work was supported by the National Key Fundamental Research Plan (973) of

China (No 2003CB314801).
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to multiple chassis with specific inter-connecting networks. Many manufactures
announced their systems, such as the CRS from CISCO, T640 from Juniper
and Avici’s TSR system. The interconnecting styles embedded are very differ-
ent. CRS uses the multi-stage inter-connecting network. And, TSR employs a
3D-torus architecture. However, the majority research and improvement are lo-
cated in the extensibility on the data plane. Very few evolutions can be found
on the control plane, which can not keep up with the extension on the date
plane.

Nevertheless, some research groups are active on the extensible control plane,
especially to provide an extensible router software platform. The Scout[1] is an
configurable operating system, which can provide the functional extensibility.
Click[6] is a module-oriented router model, which is composed by simple ele-
ments. Router Plugins[7] is also a way to extend the router functions by import
new plugins onto the processing path. However, all of these models are mainly
focusing on the functional extensibility, other than the structure extending. Ze-
bra is an excellent module-based routing software platform. It is well designed
and implemented under a structural manner. It can contribute much on the ex-
tensible router system although it is not extensible itself. The XORP[8] is an
active project on providing a flexible and extensible software router platform
for network reach. It provides a flexible well-defined structure. However it is not
focus on the performance-driven extensibility.

In this paper, we analyze the evolution of the modern router architecture, and
provide a feasible model for extensible router systems. Section2 give a overview
of the architecture of router and the control plane. Section3 describes the exten-
sibility requirements and analyze the key issues. Section4 presents the extensible
model in details. Section5 evaluates the performance of the model. Section6 gives
a conclusion of the paper.

2 Architecture Overview

In this section, we will describe why an extensible model is necessary, and what
the structure it looks like. Fig1 depicts the conceptual extensible router archi-
tecture. The forward entities are the components located in the data plane.
They are connected by the interconnecting network. This is beyond this paper’s
discussion, which focus on the control plane.

As shown in Fig. 1, the control entities are the control part of each node.
The system running control and routing processing are located in them, which
constitute the control plane. The control entities are connected together by a
communication network. This communication network can be implemented in
different ways, such as a switch, or even a virtual network provided by the data
plane. The main problem now is how to distribute the processing modules to
different control entities in the control plane.

The control plane architecture is shown in Fig. 2. The concrete processes on
each control entity are represented as modules, such as OSPF processing. The
lines in Fig. 2 represent the relationships between each pair of nodes.
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Fig. 1. Extensible Router Architecture

Fig. 2. Control Plane Architecture

3 Extensibility Requirements

Benefited from the optical technology improvements[9][10], the interface speed
and density reach to an extreme high level. The core router will provide carrier
class high availability to achieve non-stop forwarding[11]. Moore’s Law[12] shows
that the computer performance would double every 18.6 months. But the data
traffic in Internet has grown with a tremendous speed[13][14], which is approxi-
mately doubling each year. It is not possible to support the traffic and processing
in one box.

One of the key issues for extensibility is to limit the cost increasing during the
extending. The overall cost is denoted as C(n) for a n-nodes router. The effect
function is E(n), which is a integrated measurement for that the extension can
benefit. We define the derivative ∆C(n)

∆n as the Extending Cost Rate (ECR).
The ∆E(n)

∆n shows the efficiency, which is defined as the Extending Efficiency
Rate (EER). The requirements for the extensibility is to minimize the ECR,
and maximize the EER respectively. Moreover, we define Extending Balance
Level (EBL) to reflect the balancing result, which can be measured by the
geometric mean for the utilities on each node.

Under the current philosophy of parallel computing, it is impossible to reduce
ECR to a level lower than zero. We define the inherent cost for one problem,
i.e. routing processing in router, as Ĉ. In the extended system with n nodes, Ĉ
can be distributed as ĉi, where i = 0, 1, · · · , n− 1. The communications among
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these nodes can introduce overheads, including the extra temporary memory,
the inter-process communication, the scheduling, etc. The overhead on node j
caused by information issued by node i is presented as oij . These overheads
will add to the overall cost. We denote the relationship between node i and
node j as rij , and the Ri×j is the relation matrix. The sets of overheads and
relation values are O and R. A non-decreasing function F (rij) : R �→ O can
be given to convert the relationship to overhead. That is oij = F (rij). Ac-
cording to the information theory, the information from node i to j cannot
be negative, rij ≥ 0. And, there will be no overhead on node j caused di-
rectly by node i, if node j is not depended directly on node i. Then we have
F (0) = 0. So for ∀i, j = 1, 2, · · · , n, we have oij = F (rij) ≥ F (0) = 0.
That is oij ≥ 0. While being extended to n nodes, the total cost is the ac-
cumulate cost and overhead on all the n nodes. Call(n) = Σci + ΣΣoij =
Ĉ + ΣΣF (rij). Then we have ∆C(n)

∆n = Call(n)−Call(n−1)
n−(n−1) = ∆ΣΣF (r(ij)). It

shows that the potential extensibility is controlled by the relationship matrix
and the convert function. Let G (n) = ΣΣF (rij) be the integrated overhead
for a n-nodes system under certain distributed scheme. Hence, the ECR can be
written as

ECR(n) = ∆G (n) = ∆

n∑
i=1

n∑
j=1

F (rij) (1)

For node i, we write the resources it can provided as ai. The total resources in
the extensible system will be A(n) =

∑n
i=1 a(i). After cutting off the overhead,

we get the available resources A(n) − G (n). Therefore, the EER can be written
as

EER(n) = an −∆G (n) = an − ECR(n) (2)

And, by definition, we can write the extending balance level as

EBL(n) =

(
n∏

i=1

ci
ai

) 1
n

(3)

From these equations, we can point out that the extending result is dominated
by the correlation between each pair of the nodes, the contribution of the relation
to the cost, the capability of the new participant node, and the system-wise
balance level.

4 Extensibility Model

Consider the situation that the information dependence of the tasks, which are
separated onto the new coming node against those on the rest nodes, increase
to a large value, so that the overhead will overwhelm the capacity. In the router
systems, many high cost tasks are also too tightly coupled to be separated.
At some point when the the overhead for dispatching a new module is greater
than the incremental capacity, the extending upper-bound is reached. By the
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definitions, we can calculate the extension limitation for a system by the ECR
and EER, so that the system can still be extended to more nodes. But it is
not enough. Because it has no senses to assign a trivial module to a new node,
although it will contribute to the ECR and EER. The balance level (EBL) decides
which and how many modules should be dispatched. So, the EBL is used to
evaluate if an extension scheme is good or bad while the node number is given.

)2(G∆

)3(G∆

)4(G∆

Fig. 3. Extending Path

The extensibility model contains two parts. One is to decide how many nodes
are needed for the given system load. The other is to assign the modules to these
separated nodes.

The first step is depicted in Fig. 3. The left fig shows the cost increasing with
the load under different amount of nodes. The number of nodes is denoted as n.
n = 1 means the single chassis system.

The function in Equation1 is a converter from information to overhead. F (rij)
is the overhead on node j caused by the information issued by node i. While
considering a real router system employ a multi-tasks operating system (OS), the
job scheduling, bus arbitration, and buffer management can introduce the side
effect of OS overhead. Long term measurement can show us that the processing
overhead at node j , with the attached management overhead is counted in,
can increase faster than the increment of information from i to j. Hence, the
conversion function F (rij) is roughly a convex function. This is why the curve
with a larger node number is above that with a smaller one. And the space
between every two adjacent curves has the same trend.

While the total node capacity is considered, we will have the relationship
between system resource and overall cost along with variety of the load. This
is illustrated in right part of Fig. 3. The horizontal lines from l1 to l4 is the
capabilities with node number n = 1, 2, 3, 4. Each horizontal line is a resource
level the system can provide. The space from the line to the corresponding
cost curve describes the resource available. This space reduces with the load
increasing. A threshold is introduced here to preserve some resources for the
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current configuration. While the threshold is reached, a decision must make
if it will transfer to higher resource level. The decision points are shown as
p1, p2, p3, p4. And, for each value of n, we will have the EER as the shadow
areas.

If we connect each decision point and the next horizontal lines, which is de-
picted as the bold line in the right figure, a decision border is given. We name it
as the Extending Path. The area above the path is all the permitted conditions.
And the area below can be resource exhausted-prone situations. From this fig-
ure, we can decide how many nodes needed, and what efficiency the extension
can achieve.

Now, the second step is to give a suitable modules distributing configuration
so that the EBL is maximized. For simplicity, we will inspect the situation in a
simple system, which has the typical modules as following.

– RTMGT : route management processing, i.e. forwarding table maintaining.
– OSPF : OSPF protocol processing
– BGP : BGP protocol processing
– TRANS: transport layer support computing, i.e. TCP/UDP/IP.
– MGMT : system management processing, i.e. MIB collecting.

And the information dependencies among them are listed below:

– MIB: Management Information Base.
– RTBGP : BGP routing table changes.
– RTOSPF : OSPF routing table changes.
– UPDBGP : BGP update information.
– UPDOSPF : OSPF update information.

We can sort the information dependencies in a more general sense.
MIB � ∆RTBGP > ∆RTOSPF � ∆UPDBGP > ∆UPDOSPF

So, we can arrange the dependencies into the following table.

Table 1. Information Dependencies

Source RTMGT OSPF BGP TRANS MGMT

RTMGT 0 ∆RTBGP ∆RTOSPF ε MIB
OSPF ∆RTOSPF 0 0 ∆UPDOSPF MIB
BGP ∆RTBGP 0 0 ∆UPDBGP MIB
TRANS ε ∆UPDOSPF ∆UPDBGP 0 MIB
MGMT ε ε ε ε 0

The source of the information flow is list in the first column. Each one of the
rest columns is the information dependencies to the first item in the column.
A small value ε is introduced for the dependencies that can be ignored. From
the table we can classify the modules into three levels. The Level I is the closely
associated module, i.e. the MGMT , is tightly coupled with every other modules.
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The Level II is the partly coupled module, such as OSPF or BGP , which is
much depend on some of the other partly coupled modules. The Level III is the
weakly coupled service module, i.e. TRANS, which depends loosely on other
modules.

To balance the load on each node, we have the following guidelines for modules
dispatching schemes.

1. Distribute Level I modules evenly to each node.
2. Distribute Level II modules in the descent order.
3. Distribute Level III modules with the corresponding modules in Level II.

For a router system, the task granularity cannot small enough to achieve a
fully balanced configuration, because many resource-consuming tasks are com-
posed by modules tightly-coupled. However, the guidelines can achieve the max-
imum EBL under this condition.

5 Model Evaluations

We simulate the 2-step extensible model under one PC. Each router node is
implemented as a process, and the modules are programmed as resources-
consuming threads. The router system is abstracted as a typical router sys-
tem containing the modules BGP, OSPF, route management, Transport layer
and management routines. The information dependencies are assigned as the
dynamic traffics among the modules under the same manner as Table 1. The
results are shown in Fig. 4.

The experiment for extending decision points shows that the simulating re-
sults are almost the same as the decision path in Fig. 3, except that the simu-
lating decision points come some earlier before the calculating. That’s an error
introduced by the dynamic randomness of the modules.

The experiment for the module dispatching configuration shows that the sys-
tem load is balanced to some extend. The balance level is not far beyond the
theoretical lower bound.
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6 Conclusion

The extensible router is the next generation core router architecture. This paper
focuses on the extensibility of the control plane. The control plane structure
is deeply inspected. EER, EFR, and EBL are given to evaluate the extension
schemes. We present a two-steps extensible model in this paper. The first step
is to decide how many nodes are needed for the extension and when to extend.
The next step contains a list of rules to find out a modules configuration scheme
so that the extension is balanced.
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Abstract. Nowadays, many high-speed Internet services and applica-
tions require high-speed multidimensional packet classification, but cur-
rent high-speed classification often use expensive and power-slurping
hardware (such as TCAM and FPGA). In this paper, we present a novel
algorithm, called AM-Trie (Asymmetrical Multi-bit Trie). Our algorithm
creatively use redundant expression to shorten the height of Trie; use
compression to reduce the storage cost and eliminate the trace back to
enhance the search speed further. Moreover, AM-Trie is a parallel al-
gorithm and very fit for the “multi-thread and multi-core” features of
Network Processor; it has good scalability, the increase of policy number
influences little to its performance. Finally, a prototype is implemented
based on Intel IXP2400 Network Processor. The performance testing re-
sult proves that AM-Trie is high-speed and scalable, the throughput of
the whole system achieves 2.5 Gbps wire-speed in all situations.

1 Introduction

In recent years, the Internet traffic increases dramatically and the users of Inter-
net increase exponentially. At the same time, the services of Internet turn from
traditional best-effort service to quality of service (QoS). Hence, network devices
should evolve from the traditional packets forwarding to content awareness, and
packet classification is one of the most important basic functions. Many network
technology such as VPN, NAT, Firewall, IDS, QoS, and MPLS require packet
classification. So the speed of packet classification algorithm will affect the per-
formance of these network devices directly, and it also takes great effect on the
next generation Internet. The high-speed packet classification is a hot topic in
today’s network research, there are many papers about classification [1, 2, 3, 4]
published in the top conference, such as Sigcomm and Infocom.

By now, hardware (such as TCAM, FPGA, etc.) is the most common way
to achieve high-speed classification, but the hardware is expensive and power-
slurping, so the industry hopes to find some high-speed software methods. Net-
work Processor Unit (NPU) is a kind of programable chip which is optimized for
network applications processing. Most NPUs are “Multi Thread and Multi-core”
architecture [5], they have multiple hardware threads in one microengine and
multiple microengines in one NPU chip; NPUs usually have optimized memory
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management unit for packet forwarding; and some NPUs provide special-purpose
coprocessors for some specific network operations. With the well designed archi-
tecture, NPU combines the flexibility of software and the high-speed of hardware
together, it can also greatly shorten the product development cycle. So it is con-
sidered as the core technology which impels the development of next generation
Internet. Network Processor has a good prospect and becomes a new direction
and hot topic [6, 7, 8] in network research after ASIC.

But the traditional software classification algorithms are not fit for NPU, they
usually based on the data structure of binary tree or hash table. The complexity
of these algorithms is O(dW ), because they are not parallel algorithm, where d is
the classification dimension (field number of the policy table) and W is the bits
of the field. They cannot satisfy current high-speed network, not to mention the
high-speed IPv6 applications in the near future. Hence, researches on high-speed
packet classification algorithm based on NPU platform are very important.

In this paper, we present a parallel high-speed multidimensional classifica-
tion algorithm, called AM-Trie (Asymmetrical Multi-bit Trie), which has the
following features:

– Use redundant expression to express prefix with arbitrary length and build
AM-Trie, which is much lower than normal Trie.

– Compress AM-Trie to eliminate trace back. This increases the lookup speed
and reduces the storage cost. The time complexity of AM-Trie is O(d+h) and
the space complexity is O(N2), where d is the dimension of the classification,
h is the height of AM-Trie and N is the number of classification policy.

– AM-Trie is a parallel algorithm and very fit for the “multi-thread and multi-
core” feature of Network Processor.

– Our algorithm has good scalability, there is almost no influence to the per-
formance when the number of policy increase much.

The remainder of this paper is structured as follows. We describe the detail
of AM-Trie algorithm and analyze the algorithm complexity in Section 2. Per-
formance evaluation can be found in Section 3. Finally, Section 4 gives a further
discussion and summarizes the paper.

2 AM-Trie Classification Algorithm

The performance metrics of packet classification include time complexity, space
complexity, scalability, flexibility, worst case performance, update complexity,
preprocessing complexity, etc., and for different applications the importance pri-
ority of these metrics are different. At present, the speed of Internet increases
dramatically, many new kinds of services appear. Hence, in order to adapt packet
classification algorithm to the evolution of next generation Internet, we should
consider time complexity, scalability and flexibility first.

However, the the search complexity of traditional tree/hash based classifica-
tion algorithm is direct proportion of the classified field length. For example,
to classify a IPv4 address we have to build a 32-level Binary Trie or establish
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32 Hash tables; and 128-level Binary Trie needed for IPv6 address, the search
efficiency is too low. Therefore, we hope to construct mbits-Trie to reduce the
height of Trie, and speed up the search. But because of the widely used Classless
Inter-Domain Routing (CIDR) technology, the prefix length may be any length
between 0 to field width. Such policy table cannot transform to m-bits-Trie con-
veniently, because the prefix length may not right suit with the multi-bit Trie
(for example, 2bits-Trie, which takes 2-bit as one unit, can not express prefix
length for odd number situation).

The first idea of AM-Trie is: express arbitrary length of prefix using the redun-
dancy. Considering a k-bits field, all possible prefixes are ∗, 0∗, 1∗, 00∗, 01∗, . . . ,

k−1︷ ︸︸ ︷
11 . . .1 ∗,

k︷ ︸︸ ︷
00 . . .0, . . . ,

k︷ ︸︸ ︷
11 . . . 1, totally 2k+1−1 prefixes. We can number them as

1, 2, . . . , 2k+1 − 1. They may be expressed using one (k + 1)bits number which
we call Serial Number. If the prefix is P∗, and P is a p-bits number, then

SerialNumber(P∗) = 2p + P (1)

For example, * is the 1st prefix and 1111∗ is the 31st prefix. Using this redundant
expression, we can use one (k + 1)-bit number to express all k-bit prefix. Then
we can use such expression to build appropriate multi-bit Trie.

2.1 AM-Trie Creation

The redundant expression can express arbitrary length of prefix. Therefore, we
can cut a classification field in to several variable length sections, and then
construct multi-bit Trie – AM-Trie. Without loss of generality, assume a W -
bit-wide field is divided into l parts (and constructed as a l-level AM-Trie), the
width of each part is h1, h2, . . . , hl bits, and

∑l
i=1 hi = W , i.e. the ith level of

constructed AM-Trie has 2hi nodes (How to optimize the l and hi, i = 1 . . . l will
be mentioned in section 2.3).

Each node of AM-Trie have two pointer, pNext points to its children level and
pRule points to the related policy rule. When creating the AM-Trie of a policy
table, we add the policy one by one. Firstly, divide the policy into predefined
parts h1, h2, . . . , hl, and calculate the serial number of each section use the re-
dundant expression. Then calculate the offset value of each level according to
the serial number. If the related leaf node does not exist, add the policy rule
node to the right place, or compare the existing node and the new one and add
the higher priority rule. After that, add the next policy. The pseudocode for add
a node into AM-Trie is:

int AddNode(struct AMTrieNode *root, Rule newrule)
1 current=root;
2 divide newrule into predefined parts;
3 offset=Serial Number(first part);
4 while(not the last part)
5 current<--current[offset];
6 if(current->pNext == NULL) create children under current node;
7 offset=Serial Number(next part);
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8 current<--current[offset]; //handle the last part
9 if(current->pRule==NULL) current->pRule=this rule; return 1;
10 else current->pRule=the higher priority rule; return 0;

We use an example to give the direct-viewing of AM-Trie creation. Figure 1
shows the AM-Trie derived from Table 1, here we chose l=2, h1 = h2 = 2bits.
Firstly, we add the the first policy R0 which has only one part (*), it’s serial
number is 1. So R0 is add to the first node under root. Similarly, R1, R2 is the
2nd and the 5th child of root. As for R3, its first part (01) has serial number
5, under the 5th child node of root we continually process its second part (1*),
so R3 is joined to the 3rd child node in the second level. The situation of R4
is similar to R3. If there is a rule R5 (011*), when it joins to the AM-Trie, its
position is already occupied by R3, then we needed to compare the priority of
R3 and the R5 to judges whom takes this position.

From the generated AM-Trie, we can find that only the nodes in the right
part of the Trie may have children nodes, because the first 2ki − 1 nodes map to
the prefix with a wildcard ‘*’, which is the end of a prefix, so they cannot have
child. Therefore this Trie looks asymmetrical, we name this Trie Asymmetrical
Multi-bit Trie.

Table 1. A simple policy table

Rule Field
R0(Default) *
R1 0*
R2 01*
R3 011*
R4 1111

* 0* 1* 00 01 10 11 pRulepNext

R0 R1 R2

* 0* 1* 00 01 10 11 * 0* 1* 00 01 10 11

R2 R3 R4

Fig. 1. AM-Trie Creation and Search

2.2 AM-Trie Search, Optimization and Update

Finding a policy in the AM-Trie is similar to search a common Trie except that if
a leaf node doesn’t contain a policy we should go on searching its “prefix node”1.
For instance, the red broken line in Figure 1 shows the search progress in the
same AM-Trie. If the classification field of the incoming packet is 0110, firstly
we calculate the serial number of its first part ‘01’ and go to the 5th child of
the root, and then calculate the serial number of the second part ‘10’ and go to
the 6th node in the second level. This leaf node has no policy, so we lookup the
prefix node of ‘10’ (i.e. ‘1*’), and go to the 3rd node in this level and find the
result is R3.

This example shows that when a leaf node has no rule, we have to trace back
to its prefix nodes. We can use a compression algorithm to avoid the trace back
and optimize the AM-Trie. We find that when the policy table determined, the
1 We call a prefix with wildcard ‘*’ covers all the prefixes match it, for example, in a

3bits field, 0* covers 00*, 01*, 000, 001, 010 and 011. If A covers B, A is the prefix
node of B.
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longest rule-matched prefix of any prefix (with wildcard or not) determined too.
Hence, we can “push” the policy in a prefix to the nodes covered by it and
without policy in the period of preprocessing. Then all the leaf nodes contain
a policy and no trace back in searching a AM-Trie now. At the same time, the
prefix with wildcard ‘*’ in the left part of AM-Trie will never be accessed because
their information has been pushed to the nodes they covers in the right part. So,
we can delete these node to compress the storage of AM-Trie. Figure 2 illustrates
the “push” procedure and the result of compression. The broken line with arrow
indicate the push operation, and the red nodes can be delete to compress the
AM-Trie. We can save about one half storage after compressing. And the search
complexity of compressed AM-Trie is O(h) now.

AM-Trie data structure supports incremental update. The Add operation is
just the same as AddNode in AM-Trie creation. The Delete operation is also
very simple. Call the search function to locate the policy we want to delete, and
then release the storage; if this level contains no policy after deletion, release the
whole level. Both Add and Delete operation has the complexity of O(h).

2.3 Multidimensional Packet Classification Using AM-Trie

In order to perform multidimensional classification using AM-Trie, we profit from
the idea of Aggregated Bit Vector (ABV) [1]. For a d-dimension classification
problem we build d AM-Tries, each AM-Trie maps to a dimension and its leaf
nodes stores the ABV. Because the search operations in different dimension are
independent, they can be parallel execution. AM-Trie algorithm is very fit for
the architecture of Network Processor, it can run in multiple microengines or
hardware threads concurrently and increase the performance enormously. When
we get the ABVs of all the dimensions, we AND them together and come out
the final classification result.

For a d-dimensional classification policy table which has N rules, if the height
of generated AM-Trie is h (usually h � W , where W is the bits of the field),
the complexity of AM-Trie algorithm is:

1. The initialization complexity of AM-Trie algorithm is O(N log2N).
The creation time complexity of AM-Trie is O(Nh), but the initialization
of ABV need to sort the policy table. Hence, the initialization complexity
O(N log2N).

* 0* 1* 00 01 10 11

pRulepNext
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R2 R3 R0 R4

Fig. 2. AM-Trie “push” and compression
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2. The search complexity of AM-Trie algorithm is O(h + d).
In worst case, each AM-Trie needs h comparisons to get the ABV address,
different AM-Trie can search concurrently; after that still need to read the
d ABVs and AND them to get the final result. So the search complexity of
AM-Trie algorithm is O(h+ d).

3. The space complexity of AM-Trie algorithm is O(N2).
Because there are total N policies, the number of prefix in any field ≤ N .
If a level is m-bits, the nodes which have children cost 2m ∗ sizeof(Node)
in the child level. In the worst case (all the nodes in the h − 1 level have
children and all the children do not duplicate), the required storage is less
than

[(h− 1) ∗N + 1] ∗ 2m ∗ sizeof(Node) +N ∗ sizeof(ABV ). (2)

Where sizeof(Node) is the size of AM-Trie Node structure (8 bytes), and
sizeof(ABV ) is the size of aggregated bit vector (N -bits). So the space
complexity of AM-Trie algorithm is O(N2) (Assume m is small enough that
2m not a big number compare to N).

But how to choose the the number of level and the stride of each level to gain
a better performance? The lower the AM-Trie the faster the algorithm, but the
more storage it will cost. If we build a AM-Trie with only one level, the 2m in
Equation (2) will be 232, we can not afford such a huge memory cost.

In order to optimize the space complexity we can take the distribution of prefix
length into account. In the practical policy table, the prefix length distribution
is very non-uniformity, Figure 3 is the prefix length distribution of a BGP table
which we randomly select from [9]. This table contains 59351 policies, most of
them belong to a few kind of prefix length, the 24-bit policies even more than
half. A straightforward idea is if we choose the prefix length with high probability
as the dividing point, the generated AM-Trie will cost less storage. There are
some related work on this topic, we can use a similar way as Srinivasan proposed
in [10] to optimize the AM-Trie space complexity.

3 Performance Evaluation

We have implemented the AM-Trie Algorithm in single Intel IXP2400 network pro-
cessor, the eight microengines are assigned as follow: the receive, transmit, buffer
manage and scheduling module use one microengine respectively, and the rest 4 mi-
croengines carry on parallel AM-Trie classification as well as IP header processing.

Before our test we generate the policy table randomly according to the prefix
distribution shows in Figure 3. The policy table contains 6 fields (6-dimensional
classification), i.e. TCP/IP 5 tuple plus the TOS field. Then we build AM-Trie
for each field, all the fields support longest prefix match. In our implementation,
the height of all the 6 AM-Tries is no more than 3, according to the search
complexity analysis in section 2.3, only 15 memory access needed to classify
one packet. In other words, even if implemented with low speed DDR SDRAM
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Fig. 4. The throughput of AM-Trie on
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Fig. 5. The cost of memory increase lin-
early as a function of policy number. AM-
Trie only used 23M RAM when the size of
policy table is 4096.

(150MHz), AM-TRIE may also achieve fast wire-speed (10Mpps). Finally we
begin our test using IXIA 1600 traffic generator to generate traffic to IXP2400
(all the packets are 64 bytes).

Figure 4 shows the throughput of the whole system. The system throughput
does not decrease when the number of policies increases from 32 to 4096, the
throughput maintain above 2.5Gbps (5Mpps). The reasons are: 1) AM-Trie al-
gorithm has good scalability, it can easily be extend to support 256K policies
using hierarchical structure if necessary, and still maintain such high speed; 2)
IXP2400 is oriented to OC48 (2.5Gbps) network application, the AM-Trie al-
gorithm already makes the most of IXP2400 capability, by the restriction of
other system modules (such as receive, transmit, scheduling, etc.), the system
performance is unable to enhance more.

Figure 5 demonstrated the memory cost of AM-Trie algorithm as a function of
the number of policy (in order to simplify the implementation, we fix the length
of ABV to 4096 bits, therefore the memory cost appear linear growth, but not the
theoretically space complexity O(N2)). AM-Trie belongs to algorithm of “trade
space for time”, it use a lower speed but large capacity and cheap RAM to
achieve comparative performance as the expensive and power-slurping hardware
(such as FPGA, TCAM, etc.). IXP2400 support 2x64M SRAM and 2G DDR
SDRAM, it’s very ample for AM-Trie algorithm.

We are implementing this algorithm on Intel high end network processor
IXP2800, which designed for OC192 network applications. The preliminary test
result is closed to 10Gbps, anticipated throughput will achieve 10Gbps (20M
pps) after code optimization.

4 Conclusion and Further Discussion

The rapid growth of Internet needs high-speed packet classification algorithm,
but current high-speed classification often use expensive and power-slurping
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hardware (such as TCAM and FPGA). In this paper, we propose a novel high-
speed parallel multidimensional packet classification algorithm, called AM-Trie
(Asymmetrical Multi-bit Trie). Our algorithm innovatively use redundant ex-
pression for arbitrary prefix length, greatly reduce the search complexity of Trie;
use compression to eliminate the trace back in search operation, further enhances
the search speed and reduces the storage cost. More important, the AM-Trie is
a parallel algorithm, and very fit for the “multi-thread and multi-core” features
of Network Processor; the algorithm have good scalability, the increase of pol-
icy number nearly has no influence to the algorithm performance. The time
complexity of AM-Trie is O(h + d), where h is the height of AM-Trie and d is
the dimension of classification; space complex is O(N2), where N is the policy
number.

We also implemented AM-Trie algorithm based on Intel IXP2400. The per-
formance analysis and the test result show that the AM-Trie algorithm can
achieves 2.5Gbps wire-speed (all the packets size are 64 bytes, i.e. 5Mpps) in
the TCP/IP 6 tuple classification, and it has big performance promotion space
in more powerful Network Processor(such as IXP2800 or above). At the same
time, our experimental result also indicate that “trade space for time” algorithms
on Network Processor using lower speed but cheap and large capacity RAM to
obtain high-speed classification is a feasible way.
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Abstract. This investigation uses an approximate Markov chain to determine 
whether a sliding window (SW) parallel packet switch (PPS), only operating 
more slowly than the external line speed, can emulate a first-come first-served 
(FCFS) output-queued (OQ) packet switch. A new SW packet switching 
scheme for PPS, which is called SW-PPS, was presented in the authors’ earlier 
study [1]. The PPS class is characterized by deployment of distributed center-
stage switch planes with memory buffers that run slower than the external line 
speed. Given identical Bernoulli and Bursty data traffic, the proposed SW-PPS 
provided substantially outperformed typical PPS, in which the dispatch algo-
rithm applies a round-robin method (RR) [1]. This study develops a presented 
Markov chain model that successfully exhibits throughput, cell delay and cell 
drop rate. A simulation reveals that the chains are accurate for reasonable net-
work loads. Major findings concerning the presented model are that: (1) the 
throughput and cell drop rates of a SW-PPS can theoretically emulate those of a 
FCFS-OQ packet switch when each slower packet switch operates at a rate of 
around R/K (Eq. 19); and, (2) this investigation also proves the theoretical pos-
sibility  that the cell delay of a SW-PPS can emulate that of an FCFS-OQ 
packet switch, when each slower packet switch operates at a rate of about 
(R/cell delay of FCFS-OQ switch) (Eq. 20). 

1   Introduction 

For efficient data deliver in high-capacity switching systems, the PPS is a good choice 
in a high-speed communication [1]–[3]. However, traditional PPS which uses a 
round-robin method cannot effectively use the memory space of center-stage 
switches, and so requires much memory [3]. Our previous study describes a novel SW 
packet switching method for PPS, called SW-PPS [1]. This novel switching scheme 
overcomes the shortcomings of traditional PPS, and uses memory space more effec-
tively than traditional PPS. Accordingly, previous experimental results demonstrate 
that SW-PPS outperformed traditional PPS [1].  

Work conserving [2] refers to a situation in which a switch’s output port is  
working whenever there is a cell in the switch for it. FCFS-OQ switches are work 
conserving. However, FCFS-OQ switches require buffer memories running at N times 
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external line rates. A necessary condition for a switch to emulate the performance of 
FCFS-OQ switch is that it be work conserving. Under identical inputs, if switch A 
emulates switch B, the performance of switch A equals or transcends that of the 
switch B. Therefore, this study reveals that the throughput and drop rate of the SW-
PPS can emulate those of a FCFS-OQ switch with S  1 (Eq. 19), and that cell delay 
of the SW-PPS can emulate that of a FCFS-OQ switch with S  K/delay of FCFS-OQ 
switch (Eq. 20), where S is the speedup of the internal line speed (R/K). 

2   SW-PPS Architecture 

The SW-PPS is divided into the following independent stages: 1) the self-routing 
parameter assignment circuit; 2) the demultiplexers; 3) the slower speed center-stage 
packet switches; and, 4) the multiplexers (shown in figure 1). The destined output port 
of the incoming cell, extracted by applying header processing circuits, is indicated by 
d. The incoming cell’s destination address d is delivered to a self-routing parameter 
assignment circuit. In processing incoming cells, the self-routing parameter assign-
ment circuit employs the output port d and a parameter assignment algorithm to create 
an additional group of self-routing parameters (i, j, and d). These self-routing parame-
ters (i, j, and d) are attached to incoming cells as a self-routing tags. Incoming cells 
then use the attached tags to navigate through the demultiplexers and center-stage 
switches. Parameters (i, j, and d) are defined as follows: the variable i in parameters 
informs the center-stage switch where the cell will be stored; variable d indicates 
which memory module in the ith center-stage switch the cell will be stored in; and, 
variable j designates the memory location in the dth memory module where the cell 
will be stored. During the cell WRITE cycle for an incoming cell, the cell is written to 
jth memory location in a given memory module d and a given center-stage switch i. 
During the cell READ cycle, cells are sent to multiplexers according to the location of 
the SW. The number of center-stage switches refers to the reference [2]. 

 

          Fig. 1. Architecture of the SW-PPS         Fig. 2. A 3-D representation of memory space 
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3   SW Switching Scheme 

According to the SW-PPS switching schedule, the overall memory space, including 
all cell memory locations in all of the center-stage switches, is represented as a three-
dimensional (3-D) memory space (i, j, and d) (shown in figure 2). The memory loca-
tions in the global memory space are represented by a 3-D coordinate system (i, j, and 
d), where the ith coordinate represents the center-stage switch; i= [1…K], where K is 
the number of center-stage switches. The dth coordinate indicates the memory mod-
ule; d= [1…N], where N is the size of PPS (or the size of the center-stage switch); jth 
coordinate designates the memory location in the memory module; j= [1…L], where 
L is queue size. In other words, L represents the number of memory locations in each 
memory module. The SW is regarded as a pointer to a group of cells in the 3-D mem-
ory space (shown in figure 2). The SW advances one step during each switch cycle. 
The location of the SW in the global memory space is recorded by one variable: SW.j. 
 

         

Fig. 3. Flowchart depicting traversal of SW   Fig. 4. Assignment process for self-routing  
                                                                                 parameters (i, j, and d) 

The flowchart in figure 3 shows SW traversal across the entire 3-D memory space 
and its connection to the switch cycle and switching operation. After switching func-
tions in step 606, counters and variables are updated in 608 to account for changes. 
The SW is then advanced to next location in step 610. 

Assigning self-routing parameters (i, j, and d) to incoming cells is computed by 
the parameter assignment circuit. An additional routing tag carrying the self-routing 
parameters (i, j, and d) is attached to incoming cells. Before exploring the process the 
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self-routing parameters (i, j, and d), the PPS’s restrictions first be understood [1][2]. 
Determination of self-routing parameters (i, j, and d) by the assignment circuit to an 
incoming cell is shown by the flowchart in figure 4. The symbols used therein are 
described as follows, (1) d is the cell’s output-port destination (2) (id, and jd) are the 
parameters (i, and j) of the incoming cell sent to output port d (3) m is the number of 
the fanout, when it is in the multicast traffic (4) Switch[i].Qd is the memory location 
that is written next time inside the dth memory module and ith center-stage switch for 
the cells destined to output port d. (5) X is a set of cells input during a given external 
cycle, 0 X  N, where N is the number of input ports. According to step 808 
(shown in Fig. 4), if the number of cells in the dth queue of the switch[i] is greater 
than L, the cell destined to d is dropped.  

4   Analysis for FCFS-OQ Switch 

The performance of a FCFS-OQ switch is first analyzed. The following assumptions 
are made: (1) Cells arrive according to a Bernoulli process. (2)Traffic load is uni-
formly distributed. (3) The length of the cell is constant. (4) Each queue has a finite 
capacity. 

The following is a list of notations which are used in the development of the per-
formance model and its subsequent analysis. (1) N: Size of the FCFS-OQ switch. (2) 
: Input load. (3) L: Length of buffer. (4) Pj (t): Probability that j cells are stored in a 

buffer at network cycle t. (5) Pdrop (t): Probability that the buffer overflows at network 
cycle t. (6) gi: Probability that i cells arrive at same output queue. (7) r: Probability 
that a cell in a queue successfully moves to the output port. (8) r : rr −= 1 . 

So we assume the probability r = 1, there is no head-of-line blocking (HOL) prob-
lem in FCFS-OQ switch [5]. The FCFS-OQ switch load=  and r= 1 obtains gi and 
following equations.  
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The three primary performance measures are given as follows.  
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5   SW-PPS Analysis 

The SW-PPS was further simplified to an output buffer that is described by a Markov 
chain model. Finally, four equations of performance evaluations are derived. The 
assumptions made herein are the same as those in section 4 with one additional as-
sumption: Low speed center-stage switches are OQ switches. 

For clarity, we list notations that are employed in the development of the perform-
ance model and analysis. (1) N: Size of the SW-PPS. (2) K: Number of center-stage 
switches. (3) : Input load. (4) Lsw: Size of buffer. (5) Psw_j (t): Probability that j cells 
are stored in a buffer at network cycle t. (6) Psw_drop (t): Probability that buffer over-
flows at network cycle t. (7) gsw_i: Probability that i cells arrive at the same output 
buffer. (8) rsw: Probability that a cell in a buffer successfully moves to the multiplexer. 
(9) swr : 

swsw rr −=1 . (10) S: The speedup of the internal link. 

Because (1) External load= , (2) number of center-stage switches= K, (3) SW 
scheme will choose one of the switches that Qd is minimum (shown in steps 804 and 
806 in the figure 4), we obtained internal load of the SW-PPS ( ’), gsw_i  and rsw. 
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We assume the probability rsw = 1, because there is no head-of-line blocking 
(HOL) problem in center-stage switches that are OQ switches. 

The resulting equations are similar to those for a Markov chain of the FCFS-OQ 
switch (section 4), because the center-stage switches use FCFS-OQ switches. We 
have following equations. 
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The four performance measures are as follows. 

)(),,,,,(__ _ tPLKNtSRateDropPPSSW dropswsw =ρ  . (15) 
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)(),,,,,(__ _ tPLKNtSThroughputPPSSW dropswsw −= ρρ  . 
(16) 

)(1

)(]))((*)([
),,,,,(__

0_

_
1

_

tP

tPLtPi
LKNtSDelayInternalPPSSW

sw

dropswsw

L

i
isw

sw

sw

−

∗+
= =ρ  . (17) 

StPS

KtPLKtPi
LKNtSDelayExternalPPSSW

sw

dropswsw

L

i
isw

sw

sw

*)(

*)(*]))((*)([
),,,,,(__

0_

_
1

_

−

∗+
= =ρ  (18) 

6   Speedup Requirements for FCFS-OQ Switch Emulation 

If the FCFS-OQ Switch Drop Rate (Eq. 6), divided by the SW-PPS Drop Rate (Eq. 
15) exceeds one, the drop rate of SW-PPS emulates that of FCFS-OQ switch. Based 
on the assumption that length of a FCFS-OQ switch queue equals length of center-
stage switch queue, L = Lsw. FCFS_OQ_Switch_Drop_Rate/SW_PPS_Drop_Rate 1. 
This means that Pdrop(t)/Psw_drop(t) 1, so that 

1≥S  . (19) 

Applying S = 1 and L = Lsw yields gi  gsw_i and, Pj  Psw_j, where 0  i  N and 0  
j  L. Since S  1, Pdrop  Psw_drop. Throughput is determined by subtracting drop rate 
from arrival rate. With a speedup of S  1 and internal link rate  R/K, the SW-PPS 
can emulate FCFS-OQ switch throughput and drop rate. 

A same procedure demonstrates that SW-PPS can match the cell delay of FCFS-
OQ switch, if the following inequality is satisfied. If FCFS_OQ_Switch_Delay 
/SW_PPS_External_Delay 1, we have FCFS_OQ_Switch_Delay/SW_PPS_Internal_ 
Delay*(K/S) 1. By increasing speedup S, the SW-PPS Internal Delay (Eq. 17) can be 
effectively reduced. We also obtain 
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7   Comparison and Simulation 

The evaluations used to measure performance are mean throughput, cell loss ratio, 
and mean cell delay. A 32*32 FCFS-OQ switch and SW-PPS are established; the 
number of center-stage FCFS-OQ switches is K= 64; the queue size (L) is 16 and 4. 
Figures 5 to 10 show a mathematical analysis and simulation results for the OQ (L, x) 
and SW-PPS (L, x, speedup). If x= S represents the simulation result, then x= M 
yields the results of the Markov chains analysis (whose results are plotted as hollow 
points in figures 5 to 10). When the speedup satisfies Eq. 19, figures 5 to 8 compare 
the throughput and drop rate for OQ (L, x) and SW-PPS (L, x, speedup= Eq. 19). The 
SW-PPS accurately emulates the FCFS-OQ switch. The  cell  delay of SW-PPS  (L, x, 
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Fig. 5. Emulation of throughput (L=16)              Fig. 6. Emulation of throughput (L=4) 

 

Fig. 7. Emulation of drop rate (L=16)          Fig. 8. Emulation of drop rate (L=4) 

 

Fig. 9. Emulation of delay (L=16)                     Fig. 10. Emulation of delay (L=4) 

speedup= Eq. 20) is very close to that of OQ (L, x) (figures 9 and 10), when the 
speedup of internal link rate is as given by Eq. 20. Figures 5 to 10 reveal that the 
FCFS-OQ switch performance is emulated remarkably well closely. The analytical 
results agree closely with the simulation results.  
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8   Conclusion 

A novel SW packet switching scheme for PPS, called SW-PPS, was presented [1]. It 
retains advantage of traditional PPS, that all memory buffers and internal line rate run 
slower than external line rate, and it uses memory space more effectively. This work 
develops an analytical model for measuring SW-PPS, and indicates that a SW-PPS, 
which operates slower than the external line rate, can emulate a FCFS-OQ switch. 
This analytical model exploits approximate Markov chain models. The important 
findings of this investigation are: (1) in throughput and cell drop rate, a SW-PPS emu-
lates a FCFS-OQ packet switch, which is work conserving, if each slow speed packet 
switch works at a rate of around R/K (shown in Eq. 19); and, (2)  in delay of cells, a 
SW-PPS can emulate a FCFS-OQ packet switch when each slow speed packet switch 
works at a rate of about (R/cell delay of FCFS-OQ switch) (shown in Eq. 20).  
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Abstract. In legitimate traffic the correlation exists between the outgoing traffic 
and incoming traffic of a server network because of the request-reply actions in 
most protocols. When DDoS attacks occur, the attackers send packets with 
faked source addresses. As a result, the outgoing traffic to the faked addresses 
does not induce any related incoming traffic. Our main idea is to find changes 
in the correlation caused by DDoS. We sample network traffics using Extended 
First Connection Density (EFCD), and express correlation by cross-correlation 
function. Because network traffic in DDoS-initiating stage is much similar to 
legitimate traffic, we use fuzzy classification in order to guarantee the accuracy. 
Experiments show that DDoS traffic can be identified accurately by our 
algorithm. 

1   Introduction 

With the development of the Internet, Distributed Denial of Service (DDoS) becomes 
a major security threat. In several cases, over ten thousands of attack agents cooperate 
to send attack packets to flood targets. Attack packets aggregate to block target 
network, or directly bring target hosts down.  

Various methods have been proposed for DDoS detection. J. Mirkovic et al present 
a detailed conclusion and classification [1] and Q. Li et al give out an analysis on 
statistical filtering [2]. For statistical detection of DDoS, spectral analysis is adopted. 
A. Hussain et al use power spectrum to extract fingerprint features from attack stream 
and DDoS attack scenarios are identified when repeated [3]. Meanwhile, Entropy is 
used as a summarization tool. A. Lakhina [4] et al get entropy of several packet 
features and use multi-way subspace method to combine multiple features, then use 
clustering approach to detect. Besides, L. Feinstein et al give algorithms based on 
entropy and chi-square [5]. Moreover, many traffic correlation based methods have 
appeared. S. Jin et al get covariance matrix from several traffic sources and uses the 
matrix for detection [6]. Wavelet detection methods are also presented. L. Li et al 
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compute the difference of wavelet energy function vector between neighborhood 
traffic windows [7]. Furthermore, Network Traffic’s fractal property is used. M. Li 
uses Long Range Dependent (LRD) traffic pattern recognition for DDoS detection 
[8]. Y. Xiang et al identify DDoS through detecting self-similarity changes in traffics 
[9]. In addition, change point methods are widely used. One is R. Blazek et al’s 
sequential change-point and batch sequential detection [10]. And some pattern 
classification methods are used, such as support vector machine detection in [11]. 

As to above methods, the main problems are accuracy and performance. Here we 
propose a DDoS detection method named Cross-Correlation based Fuzzy 
Classification (CCFC). The method uses Extended First Connection Density (EFCD) 
to sample outgoing and incoming traffic, and computes the cross-correlation vector 
sequence. Then fuzzy classification is applied to the sequence for DDoS detection. 
Experiments show that CCFC is accurate. The rest of this paper is organized as 
follows: in section 2 we present the principle of CCFC. In section 3 we focus on the 
implementation of CCFC while some definitions are provided. In section 4, 
experiment results are shown and explained. Then conclusion is given in section 5. 

2   The Principle of CCFC 

2.1   The Definition of EFCD 

EFCD is the count of first connections in a time unit. Here connection is defined with 
5 fields in IP header, i.e. source address, source port, destination address, destination 
port, TCP flags (if have). The first 4 fields are usually used for TCP connection 
identification. In DDoS attacks, these fields may vary a lot and EFCD value changes 
abnormally. TCP flags field is used to strengthen the cross-correlation of sampled 
outgoing and incoming EFCD sequences of legitimate TCP traffic. 

Table 1. The EFCD value for ten outgoing TCP packets 

Packets Source IP Source port Dest IP Dest port TCP flag Conn order 
TCP 1 A 80 B 42957 0x26 1 
TCP 2 C 23 D 34425 0x13 2 
TCP 3 A 80 B 42957 0x26 1 
TCP 4 E 443 F 4256 0x13 3 
TCP 5 G 42364 H 80 --- 4 
TCP 6 A 80 B 42957 0x26 1 
TCP 7 I 23467 J 23 0x36 5 
TCP 8 B --- A --- --- 6 
TCP 9 B --- A --- --- 6 
TCP 10 I 23467 J 23 0x36 5 

Table 1 shows 10 TCP packets in 0.1 seconds. As we can see, they belong to 6 
different first connections. So with a time unit of 0.1 seconds, the EFCD is 6. 

EFCD, as a kind of flow-level sample, is more sensitive than pack-level sample in 
connection based attack. For EFCD, the time unit should be chosen carefully. Bigger 
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time unit will shorten the computation time while decrease the detection accuracy. 
Because RTTs (Round Trip Time) of legitimate network connections are mostly less 
than 1 second, we choose 0.1 seconds as a time unit to balance the accuracy and 
performance. Fig. 1 is EFCD with the time unit of 0.1 seconds from MIT Lincoln 
Laboratory outside data [12]. 

2.2   Principle 

The correlation between the traffics of two directions exists because of the request-
reply actions in many protocols, such as TCP and many application-level protocols. 
For example, when a server receives a TCP SYN request, it sends out a TCP ACK 
packets. And then legitimate client receives the reply and responses data packets with 
TCP ACK flag set. In above scenario, one EFCD of outgoing traffic contributes to 
one EFCD of incoming traffic, therefore, there is a positive correlation between 
values of EFCD of outgoing and incoming traffic and that is shown in Fig. 2. 

When DDoS traffic flushes into the server network, most part of EFCD value of 
incoming attack flows is not caused by EFCD of any earlier outgoing flows. As a 
result, the correlation between EFCD of the outgoing and incoming traffic is deviated, 
which can be used for detection. In next section, we will explain our algorithm in 
details. 

 

3   The Algorithm of CCFC 

3.1   Computing Cross-Correlation Vector Sequence 

Correlation has been used in network anomaly detection, such as in [6]. It can be well 
described by cross-correlation function, which is definded as below [13]: 
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Here X and Y are two random processes and Rxy(t,t+ ) ∈  [-1, 1] is their cross-
correlation function.  is the correlation step (usually referred to as ‘lags’) which is 
an integer. X(t) represents the random variable of X at time t while Y(t+ ) represents 
the random variable of Y at time t+ , t ∈  [0,+ ). (X(t)) and (Y(t+ )) are 
mathematical expectations of X(t) and Y(t+ ) respectively. X(t) and Y(t) are standard 
deviations of X(t) and Y(t+ ). For given t, Rxy(t,t+ ) can be written as Rxy( ). Note 
that Rxy( )= Ryx (- ). 

Because in legitimate traffic the RTT is mostly less than 0.5 seconds, we sample 
traffic using time unit of 0.1 second. As a result, we compute 1 to 5 step cross-
correlation values which are sufficient to represent the cross-correlation of legitimate 
traffic. For two sequences, their cross-correlation values with different  compose 
cross-correlation vector. Here we set  ∈  {1,2,3,4,5}, the cross-correlation vector of 
X and Y is {Rxy(1), Rxy(2) , Rxy(3) , Rxy(4), Rxy(5)}. 

In this step we will divide EFCD sequence into several subsequences according to 
a configured time window and compute the cross-correlation between the outgoing 
traffic and incoming traffic in a same time window. Here a time window of 3 seconds 
is suitable for accurate computation and detection, i.e. there are 30 EFCD values in a 
subsequence. 

The 1 to 10 step cross-correlation vector of legitimate and DDoS traffic are shown 
in Fig. 3. The correlation step and time window’s width should be chosen carefully. 
The sampling with big window needs less computation, but it is less accurate than 
with small window. The time unit should be chosen carefully. Bigger time unit will 
shorten the computation time while decrease the detection accuracy. A similar 
balance should also be considered for the choosing of correlation step. 

3.2   Defining Membership Functions 

Because the cross-correlation differences between legitimate and DDoS traffic are not 
always obvious, the fuzzy classification can be a good way to differentiate them.  

 

 
 

The sequence of cross-correlation vector is used as the input for fuzzy 
classification module. Cross-correlation vector is used as the pattern and sequence of 
cross-correlation vector as the pattern subspace. Dimension number is the length of 
cross-correlation vector. K fuzzy sets exist in each dimension of the pattern space and 
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here we choose K=3. That is enough for our fuzzy classification. We partition every 
axis of the pattern space into 3 fuzzy sets A1, A2, A3.  

Like usual operation, symmetric triangular membership functions are used and the 
corresponding result is shown in Fig. 4. 

3.3   Training Fuzzy Classifier Using History Data 

The input pattern is used as input variables and the output is mapped to result classes. 
Here the main problem is how to generate fuzzy ‘If-Then’ rules from history data. In 
this paper, we use an improved classification method in [14]. Following the definition 
in (1), the training pattern space is 5-dimension and can be expressed as: 

[ 1,1] [ 1,1] [ 1,1] [ 1,1] [ 1,1]− × − × − × − × −  . (2) 

History data are N patterns, denoted as Vm={(vm,1, vm,2, vm,3, vm,4, 
vm,5)|m=1,2,3….,N}, which belong to M output classes, here M=2, i.e. N patterns 
belong to either legitimate or DDoS class.  

The label of rules is shown in Fig 5. ‘Ax’ represents fuzzy set for one dimension, 
for each dimension there are three fuzzy sets A0, A1, A2. We just draw the first 2 
dimensions here. ‘Rij...’ represents fuzzy rule, and its subscript is a 5-character string 
written as an array S, where S(·) can be ‘0’, ‘1’ and ‘2’. For one pattern Vm, a rule RS 
can be described as bellows: 

If vm,1 is AS(1) , vm,2 is AS(2) , vm,3 is AS(3) , vm,4 is AS(4) and vm,5 is AS(5), then Vm belongs 
to output class nS (nS ∈  {1, 2}) with Certainty Factor CFS, which is the possibility of 
this rule belonging to the output class. 

For each rule, its output class nS and CFS are decided in training step. The 
generations of ‘If-Then’ rules are given below. Firstly, for each rule RS, the 
probability for decision Pn,S is computed as follows: 
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In (3), class n is one of the classes the patterns finally belong to. Here n ∈  {1,2}. L 
is the dimension number of input patterns and L=5. vm,t is the value in dimension t of 
pattern Vm. S(t) is the fuzzy set AS(t)’s membership function and S(t) is the value in 
index t of vector S. For rule RS, we can get P1,S and P2,S. If P1,S > P2,S, then the output 
class n is class 1, else if P1,S < P2,S, then the output class n is class 2. If P1,S = P2,S, the 
output class is undecided, so when implementation, this rule is classified into one 
class with CFS=0. At last the CFS of this rule is computed as follows, where the rule 
belongs to class t . 
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3.4   Using Fuzzy Classifier to Detect 

In this step we use the fuzzy classifier trained in 3.3 to classify unknown patterns. For 
one input pattern Vm, we compute qmax : 
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With the  qmax and the corresponding rule RS, the pattern Vm is assigned to the class 
nS that the rule RS belongs to. If qmax is can not be decided and the corresponding rules 
don’t belong to a same output class, the classifier doesn’t give a result. And if the 
result is DDoS class then an alarm is generated. 

4   Experiment Results 

We used MIT Lincoln Laboratory’s data in [12] to train and evaluate our algorithm. 
The attack events are shown in Fig 6, where x-axis is the time windows sequence 
number, and in y-axis 0 stands for legitimate while 1 stands for DDoS attack. The 
DDoS attacks occur at time window 5 to 7 and 19 to 21.  

The detection results are shown in Fig. 7. But for the result, there are false positive 
alarms in time window 11 and 15. Through observing original sampling data, we 
found at time window 11 and 15 the percentage of TCP traffic is unusually low and 
UDP traffic has a burst. And in the situation most of outgoing packets are UDP 
packets and legitimate clients do not reply to what they received, as a result, the 
correlation is weak.  
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This type of false positive alarms can be erased through filtering. The main 
principle is that neighborhood alarms strengthen each other, i.e. alarms are clustered 
and given a trust value. If the value is greater than a given value, Tr, alarms in this 
cluster are reported. When an alarm rises, if there exists a cluster, the trust value is 
updated; otherwise, a new cluster is created with an initial trust value. When alarm 
stops for several time windows, Tc, the existing cluster is removed. 

The detection result after filtering is accurate as shown in Fig. 8. We evaluate the 
algorithm with several other data sets [12] and get similar results. 

5   Conclusion 

In this paper we proposed a new fuzzy classification algorithm for DDoS detection. 
The algorithm is based on the fact that DDoS attacks can deviate the cross-correlation 
of EFCD of network traffic.  

In this algorithm, we get EFCD sequence of outgoing and incoming traffic of 
server network and then transform it into 5-step cross-correlation sequences. Then we 
use legitimate and DDoS data to train fuzzy classification and used it to detect DDoS 
attacks. The experiment results show that CCFC is accurate enough. 

Higher dimension in fuzzy classification could increase the accuracy of detection, 
while increase the computation consumption. We plan to improve this algorithm with 
higher dimension pattern space for application in real time. 
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Abstract. Analytical models are important tools for the performance investiga-
tion of the Internet. The literature shows that the fixed point algorithm (FPA) is
one of the most useful ways of solving analytical models of Internet performance.

Apart from what is observed in experimental literature, no comprehensive
proof of the convergence and uniqueness of the FPA is given. In this paper we
show how analytical models of reliable Internet protocols (TCP) converge to a
unique fixed point. Unlike previous work in the literature the basic principles of
our proof apply to both single and multiple bottleneck networks, to short and
long-lived TCP connections and to both Drop Tail and Active Queue Manage-
ment (AQM) routers. Our proof of convergence is based on a well known fixed
point theorem and our uniqueness proof exploits the feedback nature of the reli-
able protocol.

The paper specifies conditions under which the FPA of analytical models of
TCP converges to a unique point. The concepts used in the proof can also be ex-
tended to analyze the equilibrium, stability and global uniqueness issues of TCP,
other reliable protocols and the Internet as a whole.

Keywords: Analytical models, Internet, TCP, fixed point, convergence, equilib-
rium, stability.

1 Introduction

An equation f(x) = x which maps a point x to itself is called a fixed point equation.
Analytical models are important tools for investigating, designing, dimensioning and

planning IP (Internet Protocol) networks. The literature (for example see Olsén et al.
[10]) shows that the fixed point algorithm (FPA) is one of the most useful ways of
solving analytical models of Internet performance. The fixed point methods combine the
detailed models describing the behavior of the sources with network models resulting
in a compound model. Many analytical models such as [3, 4, 5, 9] use the fixed point
method.

Each homogeneous group of (TCP) connections (flows with the same path, the same
TCP version, the same packet size . . . ) is represented by a TCP sub-model. Each bot-
tleneck link and the associated router traversed by the groups of TCP connections is
represented by a network sub-model.

V.N. Alexandrov et al. (Eds.): ICCS 2006, Part IV, LNCS 3994, pp. 65–72, 2006.
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The TCP sub-models calculate the load offered to the respective network sub-
models. The network sub-models in turn calculate the loss probability and queueing de-
lay for the corresponding TCP sub-models in an iterative fixed point procedure (FPA).
This is analogous to the fact that the packet loss probability and packet delay in the net-
work depend on the sending rate of the sources, and the flow-controlled (TCP) sources
adjust their sending rates in response to observed packet loss and packet delay. Hence
the usual fixed point elements (entries) used in solving analytical models of TCP per-
formance are the packet loss probability PL, the average queue length EN from which
the queueing delay and the RTT (round trip time – the time from the start of packet
transmission until the reception of its acknowledgement) are calculated and the load
offered by the TCP connections Λ.

In light of the above discussion, the main contributions of this paper are the
following.

– Convergence and Uniqueness Proof: Proof of the convergence of the FPA based
on a well established theorem (used in Nash Equilibrium theory) and proof of the
uniqueness of the fixed points based on the feedback nature of the reliable protocol
are given. Unlike some previous works ( [9, 3]) our elegant proofs apply to both
single and multi-bottleneck networks, to short and long-lived connections and to
AQM and Drop Tail routers at different network scenarios.

– Specification of the Conditions for Convergence and Uniqueness: While prov-
ing the convergence and uniqueness we also specify the conditions under which
the FPA of analytical models of reliable Internet protocols like TCP converges to
a unique point. None of the proofs in the literature ( [9, 3]) has explicitly specified
these conditions.

– Simplicity: Unlike the few previous works, this paper presents simple and accurate
proofs with minimal assumptions.

– Extendibility: Unlike the previous works, an extension of our robust proofs which
are based on well known concepts allows us to easily analyze the equilibrium, sta-
bility and global uniqueness issues of TCP, other reliable Internet protocols and the
Internet as a whole.

The rest of the paper is organized as follows. In sections 2 and 3 we show how the
FPA converges to a unique fixed point. We give the summary and work in progress in
section 4.

2 Existence of the Fixed Point

There are several fixed point theorems based on continuous functions [2] and discontin-
uous functions [6]. We use the Brouwer’s fixed point theorem (see [2]) which is based
on continuity of the fixed point function to show the existence of the fixed points.

To prove the convergence of the two–dimensional FPA of analytical models of TCP
performance for a single bottleneck link using the Brouwer’s fixed point theorem it
suffices to show that a continuous function f exists in a non empty compact convex set
or in a closed n-ball or equivalent such that

f (PL, EN ) = (PL, EN ). (1)
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2.1 The Compact and Convex Set (Region) Where the FPA Is Carried Out

The packet loss probability value PL is between 0 and 1 and the mean buffer occupancy
value EN is between 0 and K where K − 1 is the router buffer capacity. These two
intervals form a non empty compact convex set of points (plane) in which the fixed
point procedure is carried out.

We next derive the function f and show how and why it becomes continuous.

2.2 The Continuous Fixed Point Function

To derive the fixed point Equation 1 and show that it is continuous, we will first use well
known formulas for the derivation of the load that the TCP sub-models offer to the net-
work sub-models. We then prove that these formulas are continuous and conclude that
the formula for the throughput (load offered by a TCP connection) is continuous. We
will also use the packet loss probability and queuing delay as given by the M/M/1/K
queuing system for the network sub-model and explain that these functions are continu-
ous. Finally we will construct the vector valued fixed point function given in Equation 1
and show that it is continuous.

The formulas for the TCP sub-models and their continuity. TCP connections ad-
just the load they offer to the network as a function of the packet loss probability and
queueing delay at the bottleneck router. This relationship is given by the well known
PFTK throughput formula ( [11]) for TCP Reno.

Let PL denote the packet loss probability at a bottleneck router. Let EN denote the
queue length at the bottleneck router. Let Λ denote the load offered by the TCP sub–
model(s). Let T0 denote the TCP initial timeout value in seconds. Let Wm denote the
maximum TCP window size expressed in packets. LetW (PL) denote the expected TCP
window size as a function of packet loss probability, PL. Then [11]

W (PL) =

⎧⎨⎩ 2
3 +

√
4(1−PL)

3PL
+ 4

9 W (PL) < Wm

Wm W (PL) ≥Wm.
(2)

LetQ(PL, w) denote the probability that a loss in a window of size w is a timeout (TO).
Then [11]

Q(PL, w) =

⎧⎪⎪⎨⎪⎪⎩
1 w ≤ 3
(1−(1−PL)3)(1+(1−PL)3(1−(1−PL)w−3))

1−(1−PL)w w > 3, PL 	= 0
3
w w > 3, PL = 0.

(3)

Let G(PL) denote a polynomial term used in the PFTK formula by

G(PL) = 1 + PL + 2P 2
L + 3P 3

L + 4P 4
L + 5P 5

L + 6P 6
L. (4)

Let E[X ] denote the expected round number when the first packet loss occurs. A round
begins when a packet is sent and ends when its ACK arrives. As shown in [11],

E[X ] =

{
W (PL) W (PL) < Wm

Wm

4 + 1−PL

PLWm
+ 1 W (PL) ≥Wm.

(5)
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The throughput of a TCP connection is given by the PFTK formula

λ = t(PL,RTT) =
1−PL

PL
+ W (PL)

2 +Q(PL,W (PL))

RTT (E[X ] + 1) + Q(PL,W (PL))G(PL)T0
1−PL

. (6)

Substituting Equation 5 into Equation 6 and multiplying the first part of the resulting
equation by (1 − PL)/(1 − PL) and the second part by PL/PL yields

λ = t(PL,RTT) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

(1−PL)2

PL
+ W (PL)

2 (1−PL)+Q(PL,W (PL))(1−PL)

RTT (W (PL)+1)(1−PL)+Q(PL,W (PL))G(PL)T0
,

W (PL) < Wm

1−PL+ W (PL)
2 (PL)+Q(PL,W (PL))PL

PLRTT ( Wm
4 + 1−PL

PLWm
+2)+PL

Q(PL,W (PL))G(PL)T0
1−PL

,

W (PL) ≥Wm.

(7)

W (PL) < Wm implies that

2
3

+

√
4(1 − PL)

3PL
+

4
9
< Wm (8)

so that

PL >
1

3
4W

2
m −Wm + 1

. (9)

The function W (PL) given in Equation 2 is continuous as

lim
PL→ 1

3
4 W2

m−Wm+1

W (PL) = Wm = W

(
1

3
4W

2
m −Wm + 1

)
. (10)

Similarly it can be shown that E[X ] is a continuous function of PL.
It can be shown using L’Hopital’s rule that the function Q(PL,Wm) described in

Equation 3 is a continuous function of PL. The functionQ(PL,W (PL)) is also contin-
uous as W (PL) is continuous. The polynomial function G(PL) given by Equation 4 is
also continuous.

Besides the continuity of λ = t(PL,RTT) is not affected by the value of RTT which
is greater than 0.

Therefore the function λ = t(PL,RTT) of persistent TCP Reno connections given by
Equation 7 is continuous since a combination and composition of continuous functions
is continuous at all appropriate points. For other TCP implementations with Drop Tail
and RED the throughput formulas given in [7] can be used and the continuity can be
similarly shown.

Using similar arguments of the above formulas of persistent TCP connections, the
continuity of the square root formula for the rate of non–persistent TCP flows given
in [1] can be shown. Any point of discontinuity can be removed by re–defining the
function.

We next discuss the continuity of the network sub-model formulas.
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The formulas for the network sub-models and their continuity. The network sub-
model which focuses on the IP network receives the average traffic load Λ packets/sec
collectively offered by the TCP sub–model(s). The network sub-model (M/M/1/K)
with a router buffer capacity of K − 1 packets and a link capacity of C packets/sec (the
load ρ = Λ/C) is used to compute the loss probabilityPL and the expected numberEN

of customers in the queueing system. The queueing delay part of the RTT is calculated
from EN for the TCP sub-models.

The M/M/1/K queueing system yields a closed form formula for the packet loss
probability and queue length. A simple way of accounting for the burstiness of TCP
traffic using the M/M/1/K is shown in [9] so that the closed form expressions of PL

and EN still hold.
Using L’Hopital’s rule the quantitiesPL andEN can be shown to be continuous func-

tions h1(Λ) andm(Λ). This implies that RTT which is a continuous function u(EN ) is
also a continuous function h2(Λ). If there areN TCP connections, the total load offered
Λ = Nλ = Nt(PL,RTT) = g(PL,RTT) for some continuous function g.

The fixed point formula and its continuity. From the above arguments the fixed point
equation used in modeling TCP is given by

(PL, EN ) = (h1(Λ),m(Λ)) = (h1(g(PL,RTT),m(g(PL,RTT)))
= (h1(g(PL, u(EN )),m(g(PL, u(EN ))))) = (f1(PL, EN ), f2(PL, EN ))
= f (PL, EN ). (11)

Theorem 2.1 The function f given in Equation 11 above is continuous.

Proof. The functions, h1,m, u, and g are all shown to be continuous in the preceding
sections. Hence the functions f1 and f2 which are compositions of continuous functions
are also continuous. This implies that the vector valued fixed point function f given by
Equation 11 is a continuous function.

Now by the Brouwer’s fixed point theorem the function f given by Equation 11 has
a fixed point in the non empty compact convex set explained in section 2.1. We next
show that this fixed point is unique.

3 Uniqueness of the Fixed Point of TCP Models

To prove the uniqueness of the fixed point of analytical models of TCP, we first con-
struct a fixed point function of the TCP throughput and show that it is continuous and
decreasing. We then state two theorems and prove them. We use these theorems to com-
plete the proof of the uniqueness of the fixed point of the analytical models of TCP.

As shown in [11] and explained in [8] the throughput function given by Equation 7
can be expressed as

λ = t(PL,RTT) =
1

RTT
√

2PL

3 + 3T0

√
3PL

8 PL(1 + 32P 2
L)
.

This implies that for a single TCP–network sub–model pair with N active TCP
connections



70 D. Fesehaye Kassa and S. Wittevrongel

Λ = Nλ =
N

h2(Λ)
√

2h1(Λ)
3 + 3T0

√
3h1(Λ)

8 h1(Λ)(1 + 32(h1(Λ))2)
= F (Λ) (12)

where RTT = h2(Λ) and PL = h1(Λ) as shown in the previous sections.
If there are k TCP sub–models each of which offers λi to the same bottleneck link,

let Ni denote the number of active TCP connections in TCP sub–model i. Let D denote
the queueing delay and ci refer to other components of RTT like the propagation delay
which are constant for each TCP sub–model. Since D is a continuous function of EN

which in turn is a continuous function of Λ, D is a continuous function h3(Λ). Now we
have

Λ =
k∑

i=1

λi =
k∑

i=1

Ni t(PL,RTTi) =
k∑

i=1

Ni t(PL, D + ci)

=
k∑

i=1

Ni t(h1(Λ), h3(Λ) + ci) = H(Λ). (13)

The first derivative F ′(Λ) is

F ′(Λ) =

−
(

h2(Λ)

√
2h1(Λ)

3
+ 3T0

√
3h1(Λ)

8
h1(Λ)(1 + 32(h1(Λ))2)

)−2

×

DΛ

(
h2(Λ)

√
2h1(Λ)

3
+ 3T0

√
3h1(Λ)

8
h1(Λ)(1 + 32(h1(Λ))2)

)
.

The first derivatives of h1(Λ) = PL and h2(Λ) = RTT = u(EN ) are positive
implying that the functions h1 and h2 are increasing. This can be verified by the fact
that when the traffic load increases the loss probability PL and the queuing delay EN

both increase. Hence F ′(Λ) < 0 for all possible values of Λ. This implies that the
function F (Λ) is continuous and decreasing function for Λ > 0 (PL > 0). This can
also be verified by the fact that when the loss probability and queuing delays increase
the TCP throughput decreases.

Similarly it can be shown that the fixed point function H used for the many TCP
sub–models case is also a continuous and decreasing function of Λ.

The following statement which is based on continuous and decreasing functions may
be a well known fact. However we put it as a theorem in order to easily reference it from
the succeeding parts of the paper.

Theorem 3.1. A continuous decreasing function p of one variable has at most one fixed
point.

Proof. The function q(x) = x is an increasing function. Therefore this function and
the decreasing function p(x) intersect at at most one point. This in turn implies that the
fixed point function p(x) = x has at most one fixed point.
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Hence each of the functions F and H given by Equations 12 and 13 has a unique fixed
point as it is also shown from the above statements that a fixed point exists (Brouwer’s
fixed point theorem).

Theorem 3.2. The vector valued function of two variables, f given by Equation 11 has
a unique fixed point.

Proof. Suppose there are two fixed points (PL1 , EN1) and (PL2 , EN2). This implies
that there are two fixed points Λ = F (Λ) and Λ′ = F (Λ′) where F is defined in
Equation 12. But this is a contradiction as the function F has a unique fixed point as
shown above. Hence (PL1 , EN1) = (PL2 , EN2) and the function f has a unique fixed
point.

4 Summary and Work in Progress

In this paper we have shown how the FPA converges to a unique fixed point. The proof
of convergence is based on a well known fixed point theorem and the uniqueness proof
exploits the feedback and reliable nature of the protocol (TCP). Unlike the previous
works in the literature ( [9, 3]), our proof is simple and elegant and its basic principles
are applicable to models of both short and long-lived TCP connections for single and
multi-bottleneck links with AQM and Drop Tail routers.

We have specified (using different theorems) the conditions under which the FPA of
analytical models of reliable Internet protocols like TCP and the performance of the
reliable Internet protocol (TCP) itself converge to a unique fixed point.

We are extending the techniques used in this paper to prove the convergence and
uniqueness of analytical models of TCP for multi-bottleneck networks with homege-
nous and heterogeneous (connections with different paths) TCP connections. We will
also use these techniques along with some studies in the literature ( [12, 13]) to further
analyze the equilibrium, stability and global uniqueness issues of TCP, other reliable
protocols and the Internet as a whole.
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Abstract. Web Services with distributed and dynamic characteristics need 
efficient and decentralized discovery infrastructure supporting the semantic 
descriptions and discovery. In this paper, a novel peer-to-peer indexing system 
with related P2P registries is proposed to support the completely decentralized 
discovery capabilities. In the presented system, with the ontology encoding 
scheme, the semantic service description is distributed into a distributed trie 
index on the structured P2P network to allow requesters to lookup services with 
semantic requirements. Finally, experimental result shows that the presented 
system is efficient and scalable. 

1   Introduction 

Web Services are emerging the most popular paradigm for distributed computing. 
Using Web Services technologies the enterprises can interact with each other 
dynamically. A typical Web Service architecture consists of three entities: service 
providers that publish Web Services, service brokers that maintain support their 
discovery, and service requesters that invocate Web Services. 

The growing number of Web Services demands for a scalable, flexible and reliable 
solution to discovery the most appropriate services for the requesters. The 
mechanisms of service discovery include centralized registry and decentralized 
approach. Much of work on Web Services discovery is based on the centralized 
registries, like UDDI [1] or DAML-S matchmaker [2].  However as the number of 
Web Services grows and become more dynamic, the centralized registries, which lead 
to a single point failure and performance bottleneck, quickly become impractical.  

In order to avoid the disadvantages of the centralized systems, a number of 
decentralized solutions based on P2P technologies have been proposed. Some systems  
build on P2P network use ontologies to publish and discover the web services 
descriptions. The systems depend on classification or metadata routing [4, 5] can offer 
rich mechanism of query services. However, the unstructured P2P network limits the 
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scalability of these approach. The structured P2P networks based on Distributed Hash 
Table (DHT) [3] are extremely scalable and lookups can be resolved in logn overlay 
routing hops for a network of size n nodes. However, DHT overlays support only 
“exact match” lookups and encounter difficulties in complex queries. Although some 
DHT-based P2P systems [6, 7] are proposed to enhance capabilities of query, there 
still lack of open and efficiency solutions for the web services with semantic 
advertisement and discovery. 

In this paper, we propose a scalable system that support semantic service discovery 
by publishing advertisement of semantic Web services on a structured overlay 
network. The Web services can be described in semantic method, according to 
existing standards (e.g. OWL-S [14]), and can be characterized by a set of keywords. 
We use these keywords to index the Web services descriptions, and store the index at 
peers in the P2P systems using a DHT approach. In order to support semantic queries, 
we use multiple ordered keywords sets taken from domain ontologies as index terms 
for semantic web service descriptions.  

The presented system uses the semantic overlay on top of DHT  to manage service 
advertisements. We deploy a distributed trie index on the semantic overlay to support 
semantic services matchmaking containing subsumes and overlaps. The approach 
makes it possible to quickly identify the peers containing most likely matched 
services according to user requests by the combination of the ontology numerical 
naming scheme.  

The rest of this paper is structured as follows. Section 2 compares the presented 
system to related work. Section 3 introduces our model of Web Services discovery. 
Section 4 describes the architecture and operation of the presented distributed 
indexing system. Section 5 shows an experimental evaluation of the system. Last 
section concludes the paper and presents future work. 

2   Related Work 

Currents research to Web service discovery can be broadly classified into two 
categories: centralized and decentralized approaches.. The centralized approaches 
include UDDI [1], where central registries are used to store Web Service descriptions. 
Most of the decentralized approaches using p2p structure and combine with ontology 
to discover the web services. [9, 10] are similar to our method as they are built on top 
of structured P2P systems. [9] Describe Web Services by a set of keywords and then 
map the multi-dimensional index to a DHT via linearization. Some service discovery 
systems adopt ontology-based approach to improve efficiency. [8, 11] make use of 
ontology to organize web service discovery registries and addresses scalability of the 
discovery process. 

3   System Architecture  

Fig 1(a) shows the architecture of our system. It consists of three layers:  
The DHT layer is designed as a common communication layer, on which higher 

level service discovery mechanism can be built. The DHT layer ensures a scalable 
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management and routing for overlay network. The semantic overlay layer is in turn 
built on top of a scalable distributed hash table, and formed by the semantic 
description of service.  

Distributed trie built on top of the semantic overlay can perform two operations, 
register a service description or issue a query to search for service. The main task of 
the distributed trie layer is to determine where to register a service description and 
where to send a service query. Queries are directly sent to the trie root for resolution 
according to the keys in the queries, and searching the whole network is not needed. 

DHT based Communication module

Trie

KB

Query Processor

Match 
Engine

Core 
Execution 

Engine

…

Registry 
Peer 1

Registry Peer 2

Service discovery

Distributed trie

Semantic overlay

DHT-based overlay

(a) (b)

Service
Publish

Service 
Query

 

Fig. 1. Architecture of the system. (a) Layered model of the discovery system and (b) structure 
of registry node. 

Fig .1(b) shows the internal structure of registry node. The core execution engine 
module connects the other internal components and interacts with users, i.e., publish 
services, submit queries and receive results. The DHT-based communication module 
takes charge of underlying P2P network and deals with the connection to other 
registry peers. The query processor transforms service semantic description into 
numeric keys that our system can be handled. The numeric key set of service is then 
sent to the root of distributed trie, and the trie module perform the service publish and 
query on the distributed trie. After the distributed trie return the service 
advertisements to the node issuing service query, the match engine with knowledge 
base will complete ontology-based semantic matching between service query request 
and service advertisements. 

4   Service Description, Registration and Discovery 

4.1   Mapping the Semantic Service Description to Keys 

In our system, a semantic service description, i.e., a service advertisement, a service 
request, will be associated with the characteristic vector, a set of numeric keys of 
ontological concepts for the description of the service. Using characteristic vector, 
service advertisements are assigned to registry peers. Similarly, requesters can 
discover registries through the vector of the service requests. 
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Fig. 2. Ontology numeric naming scheme 

The ontological concept, as the elements of characteristic vector, will be encoded 
to numeric keys. The detailed process is described in the following part. 

We model the ontology graph as a multibit-trie where each ontological concept is a 
node. We use the maximal out degree of the ontological graph to the fixed-stride of 
the trie. For each node of the trie, we label each branch in a binary string from zero to 
maximal out degree of ontological graph. We define the key of the ontological 
concept as a string composed by the branch labels from root to the node representing 
the concept. This encoding scheme make the code of concepts have the prefix 
property, which represent the hierarchical relationship among ontological concepts. 

The elements of characteristic vector sort in descending order of concept Ci. The 
descending order of Cis is defined like breadth-first search of tree-like trie structure. A 
concept Ci have higher order than another concept Cj, if (1) the level of Ci is higher 
than the level of Cj , (2) both Ci and Cj have the same level and Ci is in the left of Cj in 
the ontology graph. 

An example of ontology numeric encoding scheme is illustrated in Fig. 2, where Ci 
is an ontological concept. In this graph, the maximal out-degree of nodes is 4, so, 
from left to right, the branches of C8 are represented by 00, 01, and 10, and the 
branches of C1 are represented by 00, 01, 10 and 11. k8, the encoding of C8, is “0101” 
and k15 is “010110”. Apparently, according to the encoding of the concepts, we can 
notice that C15 is the child concepts of C8. 

4.2   Publishing Service Advertisements to Peer Registries 

Using the numeric encoding of concept as the key of the DHT function, each concept 
in ontology graph is published on a peer of the object overlay. In this method, the 
nodes with semantically related concepts form a semantic overlay 

We deploy a distributed trie index on the semantic overlay. A distributed trie 
index is a tree-like index that supports complexity queries on key strings. A trie can 
be viewed as an m-ary tree where the keys are arranged on extra leaf nodes. Keys 
with the same k prefix share the same path of k indexing nodes from the root to 
leaves [13]. Searching a key on a trie index starts from the root and follows the node 
that meet the query along a trie path until arriving a leaf node. 
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Fig. 3. Service publishing and discovery on distributed trie 

We use the characteristic vector of service as the trie path. Publishing a web 
services is a searching and publishing process of the characteristic vector. As Fig. 3 
shows, the method to build a distributed trie and publish the service to overlay  
works is: 

1. For a characteristic vector CV= {k1, k2… kn} arriving at root node, if the first key 
k1 was not in the router table, insert k1 , forward service description to the node k1.  

2. For node ki in CV, when service description arrived, the router table of ki will be 
checked. If there is not exists the next node ki+1 in router table, insert it; and service 
description will be forwarded to ki+1. 

3. According to 2, a trie path will be formed by the characteristic vector {k1, k2… kn}, 
if there exists a partly trie path tp1 (k1 k2 …km), build the rest part tp2 {km+1 k2 …kn} 
of the characteristic vector after the tp1. 

4. Finally, service description arrives at the last node km and is stored in this node. 

Using distributed trie index, the problem of searching for the registries most likely 
to store a matched service becomes the problem of finding peers along with trie path. 
This method of service registration will help us quickly look up the “right” registry 
peer with a service request in the following discovery process. 

The efficiency of a trie index, mainly search hops, is proportional to the average 
depth of the trie and length of keys. A full trie index has much longer search paths 
and many hops. Besides the full trie, there are some types of trie to reduce search 
hops and increase efficiency: pruned trie [13], Patricia trie [13] and compressed trie 
[12]. However, these trie indexes need to move and adjust existing services from 
nodes to the others when publishing new services; so, they are not suitable for the 
distributed environment. We devise a threaded trie index to reduce average search 
hops and avoid moving existing service advertisement. As the Fig.3 shows, from the 
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node published service, if there are a chain only consisted of 1-degree nodes, the first 
node that has only one successor will set up a trie pointer directly link to the node 
published service. When a service query arrived at a node, if the node has found the 
next hop with a point to service registration, it sends the service query to the node 
directly. In this method, we reduce search hops to increase discovery efficiency. 

4.3   Service Discovery on Distributed Trie  

Basic queries and semantic matching can be supported by distributed trie on semantic 
overlay. We first need to introduce the definition of the matchmaking degree 
described in [2]. The outcome of matchmaking between service request Q and service 
advertisement S could be one of the types below: 

− Exact - If advertisement S and request Q are equivalent, we call the match Exact, 
formally, S Q≡ ψ 

− PlugIn - if S could always be used for Q. S is a plug-in match for Q, 
formally,Q S⊆ . 

− Subsume - if S is more general than Q, we call the match subsume. formally, 
S Q⊆  

In order to query a service in the distributed discovery system, a requester needs to 
send query to a participating peer, called introducer. The introducer first checks local 
service registrations. If presented, the discovery process terminates. Otherwise, query 
request will be forwarded to the root of distributed trie and begin a distributed 
discovery process. To search a service description, we convert the service description 
to its characteristic vector as mention in 4.1, and then look for it on the trie starting at 
the root. When the service query arrive at node registering concept ki, if the next node 
ki+1 is in the router table, the service query can be forwarded to the ki+1  for “Exact” 
query. Meanwhile, the service query will be forwarded to the nodes are found to 
satisfy “Subsume” or “PlugIn” with ki+1 by browsing the router table. Whenever the 
service requirement reaches the node of registered service, the node will return the 
service description to service introducer. 

Regarding Fig. 4, suppose that we have two services advertisements published in 
distributed trie: S1 described with C5, C7, C8, and C10 and S2 described with C5, C7, C14, 
and C16. The characteristic vector CV1 of S1 will be {k5, k7, k8, k10} and CV2 will be {k5, 
k7, k14, k16}. According to our way of distributed service registration, to publish S1, a 
trie path <k5, k7, k8, k10> is generated and S1 is registered to the last node k10, 
likewise, S2 is attached in k16 . In case the characteristic vector of service query is {k5, 
k7, k14, k16} and the match requirement is “Subsume”, after the service query arrive at 
node k7, according to matching requirement, the node will choose the next node by 
browsing the router table and send the service query to the selected nodes: k8 and k14. 
The nodes k8 and k14 will return the service description of S1 and S2 to the requester. 

5   Experimental Evaluation 

Accessing a concept encoding requires O(log2N) hops through the DHT function of 
Chord overlay where N is the number of physical nodes. Locating a characteristic 
vector using distributed trie takes O(W*log2N) hops on Chord, where W is the length 
of a characteristic vector. 
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We evaluate the performance of our system by measuring average search hops. 
Two cases are tested: full trie and threaded trie. To measure average search hops, we 
simulate distributed trie on a chord simulator implemented in java [15]. We use a 
sample ontology described in [14] and generate numeric encoding for each concept. 
We generate randomly 1000 characteristic vectors which are uniform distribution. 
The average characteristic vector length is 6.2. We measure the average search hops 
in the network with different numbers of nodes. Fig. 4 shows the threaded trie 
outperforms full trie approach. The average search hops is low and also increases 
gracefully with increasing number of nodes. For example, the average search hops is 
16.3 in a 50 node system, whereas it takes 22.1 when the node number increases to 
500. The actual number of nodes in our system can be much more than the number 
shown in the graph. Thus we conclude that out system is both scalable and efficient in 
terms of discovery. Compared with a centralized service discovery system, our system 
is more scalable. And it also supports semantic match requirement of discovery 
operations at the increase of a little latency cost. 
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Fig. 4. Average search hops on the distributed trie with different number of nodes 

6   Conclusion 

In this paper, we propose a semantic service discovery system based on P2P overlay 
network. The present system can support semantic matching requirements of services 
on the structured overlay network through a distributed trie index and the ontological 
concept encoding scheme. We present how a distributed trie is deployed on structured 
P2P system to support service query with semantic requirement. An experimental 
evaluation shows the good scalability of the system. In the future work, we plan to 
improve the usability of our system through supporting both the keyword-based and 
the ontology-based service discovery requirements. 
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Abstract. This paper aims to design an effective multicast routing supporting 
heterogeneous and dynamic receivers. Multicast data is assumed to be layered 
cumulatively. The multicast tree constructed fulfills the QoS requirements 
imposed by heterogeneous receivers in terms of the layer of the data and its 
corresponding bandwidth, and consumes network resource as little as possible. 
Besides the general state information of the topology and the available 
bandwidth, two kinds of group-specific state information such as the distribution 
of multicast tree and the highest receivable layer of on-tree nodes are maintained 
at a router to calculate a feasible graft path to the multicast tree. Simulation 
results demonstrate that the proposed protocol obtains low routing message 
overhead, high success routing ratio and optimization usage of network 
bandwidth. 

1   Introduction 

Supporting heterogeneous receivers in a multicast session is particularly important in 
large networks as, e.g., the Internet, due to the large diversity of end-system and 
network access capabilities [1]. To accommodate heterogeneous receivers, multicast 
data can be encoded into a base layer and several successive enhancement layers, and 
then receivers in a multicast session can receive different layers according to their 
bandwidth capabilities. One approach to realize this is that the source sends all the 
layers of a session on a single IP multicast group along and the involved routers decide 
which layers to forward. This is called network level schemes [2][3] which aim to find 
a multicast tree that can support heterogeneous QoS requirements of the receivers. 

Research works that support heterogeneous multicast with dynamic receivers can be 
found in Refs.[2][4]. The problem in these researches is that when the receiver 
computes the feasible path, it excludes paths without enough residual bandwidth from 
consideration even though part of the path lies on the multicast tree and bandwidth has 
already been reserved. Thus, if the quality level of the new receiver is higher than that 
of on-tree nodes, it maybe fails to find an existing feasible path. QDMR-LD [5] is 
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designed to support dynamic receivers. When a new receiver wants to join, it floods 
join-request messages towards the multicast tree. The join-request message is 
forwarded based on RBMF mode [6]. QDMR-LD has high success routing ratio and 
minimal bandwidth usage. But, it is a fully distributed algorithm and is based on 
flooding, which causes excessive routing message overhead. 

Most of the previous researches are based on the general network information such 
as, topology and link states. Through careful observation, we find some group-specific 
information plays great role in an effective routing algorithm.  

This paper proposes a new multicast routing for dynamic and heterogeneous 
receivers (MRDH), which is designed to inherit the merits of QDMR-LD and solve its 
disadvantage. Besides the general state information of the topology and the available 
bandwidth, two kinds of group-specific state information such as the distribution of 
multicast tree and the highest receivable layer of on-tree nodes are selected to be 
maintained in this study. Based on the above state information, a routing algorithm is 
designed which calculate a feasible tree branch locally and effectively. 

The rest of the paper is organized as follows. Section 2 presents the network model, 
the data model and the routing formulation. Section 3 gives a detailed description of the 
protocol. Simulation results are demonstrated in Section 4. Section 5 draws our 
conclusions. 

2   System Model 

2.1   Network Model 

The network is modeled as a digraph N=(R,SN,C), where R is the set of routers , SN is 
the set of all physical subnets and C is the set of joints between routers and physical 
subnets. The bandwidth available on subnet sni is denoted as b(sni). The network 
topology structure is described by the graph constructed by cycles, rectangles and edges 
which represent subnet, router and NIC on the router respectively, as shown in Fig. 1. 

A multicast tree T is a sub-graph of N, which can be represented as T=(RT,SNT) 
(RT⊆R,SNT⊆SN),where RT is the set of routers, including the relay routers on the 
multicast tree, and SNT is the set of the subnets connecting the routers belong to RT. In 
Fig. 1, for example, a source lies in subnet sn1, and two receivers lie in subnet sn5 and 
sn10 respectively. The tree covers routers of R1, R2, R5, and subnets of sn3, sn7. 

R3

sn8 

sn2 

sn1

R1

sn4

R4

sn3

sn5

R2

sn7

R5sn9

sn6

sn10

Src 
Rvr.1: 2
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Fig. 1. Network model 
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2.2   Traffic Model for Layered Data 

There are two kinds of layering schemes: cumulative and non-cumulative [1]. In this 
paper, we suppose traffic is encoded cumulatively. The signal is encoded hierarchically 
into L layers with the first layer containing the most essential information, and 
information in Layer i is less significant than those in Layer i-1, but more significant 
than those in Layer i+1. Thus, a signal with higher layers has better quality and at the 
same time requires more bandwidth for transmission. Only layers that a given subnet 
can manage are forwarded. In Fig. 1, suppose the source encoded the data into 2 layers. 
Receiver 1 has high access capability, and its request is 2 layers. Receiver 2 is a mobile 
phone, and its request is 1 layer. 

2.3   Routing Formulation 

For any on-tree router Ru(Ru∈RT), it stores a multicast routing entry, composed by the 
multicast source, the group address, the upstream router and the set of downstream 
routers and their respective layers. The quality level of router Ru ,denoted as lu, is 
represented by the max layer among all the layers of downstream routers.  

Considering Ru receives a join-request with l layers, if l> lu, it can not decide whether 
it can satisfy the request independently. However, if it keeps the highest receivable 
layer MRu, it can make a decision by itself. The value of MRu is decided by the highest 
receivable layer of the upstream router Rt and the available bandwidth of the upstream 
subnet sn. Its calculation method refers to (1). 

MRu=min(MRt, f(f
-1(lu)+b(sn))). (1) 

Where, function f defines the relationship between the data layer and the corresponding 
bandwidth. For example, In Fig. 1, MR2=2. For router R5, if the available bandwidth on 
subnet sn7 is high enough, its highest receivable layer is 2.The highest receivable layer 
of a multi-access subnet is represented by the max value of that of down-stream routers. 

Formulation. When a new receiver d intends to join a group with k layers, it sends the 
join-request to its designated router Rd. Rd will try to find a path from any on-tree nodes 
u to itself, denoted as P(u,Rd), which satisfies the following constraints: 

                                                MRu ≥ k. (2) 

               b(Pi(u,Rd))=min{b(sn)|(sn∈Pi(u,Rd))&(sn∉SNT)}≥f-1(k) . (3) 

          h(P(u,Rd))=min{h(Pi(u,Rd))|i=0,..N}. h(P) means the hops on path P (4) 

3   Proposed Protocol 

In this section, we describe our protocol in detail, especially the join situation where a 
new receiver wants to join a multicast group. 

When a receiver wants to join a multicast group, it issues a join-request message 
with k layer and forwards the message to its Designated Router. DR calculates a 
feasible path P(u,Rd) locally. Fig. 2 shows the detailed calculation procedure. 



84 H. Lu et al. 

1. Procedure  calculateFeasible(N, T, k) 
2. { 
3. Vs {sn| sn∈SNT } {Ri| Ri∈RT };  /*select on-tree nodes as source nodes.*/ 
4. Pmin=∅; 
5. foreach (v∈Vs) { 
6. if (MRv)≥k) {   
7. Vs’=Vs-{v}; 
8. N’ N-Vs’;     /*exclude those on-tree nodes except the v node */ 
9. foreach (sn∈N’) { 
10. if(b(sn)<f-1(k))  N’=N’-{sn}; 

        /*exclude those subnet which bandwidth can not satisfy the constraint*/ 
11. } /* for */ 
12. Pi(v, Rd)=dijikstra(N’, v, Rd );  
13. Pmin= Pmin∪ Pi(v, Rd); 
14. } /* if */ 
15. }/* for */ 
16. P(v, Rd)= arg min{h(P)| P∈Pmin};/* shortest is select among all feasible 

paths.*/ 
17. } 

Fig. 2. The algorithm for calculation of a feasible graft path 

If the feasible graft path exists, DR sends a join-request message along the path to 
inform associated routers to set up connection; Otherwise DR refuses the receiver’s 
join request.  

When an off-tree router receives the join-request message, it simply sends the 
message according to the path information stored in the message. When an on-tree node 
receives the message, it first checks whether its current highest receivable layer is 
higher or equal to the new receiver’s join request layer. If it is not, it replies DR a retry 
message to re-calculate again to find another feasible path. Else, it then checks whether 
its current layer is higher or equal to the request layer. If it is not, it will continue to 
forward the join-request to the upstream router; else it will do the followings: (1) 
Update the multicast routing entry by adding the new downstream routers and its 
receivable layer; (2) Reserve corresponding bandwidth caused by the additional layer; 
(3) Reply the set-up message to the new downstream router. When the set-up message 
arrives at DR finally, the new receiver has been connected to the multicast tree. It 
should be noted that the network information should be updated and broadcasted in the 
range of the whole network wide because both the bandwidth on the graft path and the 
distribution of the multicast tree are changed. 

4   Simulation Results 

The simulation study is conducted on the Network Simulator (NS-2) [8] platform and 
on the topology of CERNET [9]. MRDH is compared with two dynamic algorithms, 
QDMR-LD[5], QMRP-LD [7] and one static algorithm Maxenchuk [3] in three 
performance metrics which are defined as follows:  
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Avg. msg. overhead= total number of Join-request msg. sent / total number of join 
members 
Success ratio = number of new receivers accepted / total number of join members 
Bandwidth used per member = total bandwidth used by successful receivers / number 
of new successful receivers. 

In our experiment, the bandwidth of each group is uniformly distributed from 2 to 6 
Mbps. Video data is encoded into three layers: a base layer, a most significant layer, 
and an enhancement layer with the bit rates being 30%, 50%, and 20% of the total video 
respectively. 500 groups are launched gradually in this experiment. The source and the 
members of each group are selected randomly however only the simulation results of 
the middle join rate (10 nodes among 36 nodes join to each group as the member) is 
shown for the length limitation of this paper. The receiving capability of each receiver 
is randomly selected among 1, 2, 3 layers. 

Fig. 3 gives the simulation results of the three performance metrics. MRDH 
computes a feasible graft path locally and then sends a join-request message along the 
path to set up the branch. QMRP-LD unicasts a join-request message from the DR 
towards the core. If a router in the unicast path does not satisfy the QoS requirement, 
the join-request message backtracks to the former router and then is flooded to all 
neighbor routers. As shown in Fig. 3(a), the message overhead of MRDH is much 
lower than that of QDMR-LD, and almost as low as that of QMRP-LD when the group 
number is small; but becomes much lower than that of QMRP-LD when group number 
increases. In Fig. 3(b), with the increase of group number, the percentage of receivers 
accepted decreases more significantly under QMRP-LD, while decreases gently under 
MRDH, QDMR-LD and Maxenchuk’s algorithm. QMRP-LD relies on unicast routing 
to find a feasible path without considering the network bandwidth already reserved for 
a multicast session. Therefore, the success ratio under QMRP-LD is lower than that of 
MRDH. In Fig. 3(c), the multicast tree constructed under MRDH is more efficient in 
resource usage compared to that under QDMR-LD and QMRP-LD, and close to that 
under Maxenchuk’s algorithm for one of the most important aims of Maxenchuk’s 
algorithm is to minimize the total bandwidth resources used. 
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Fig. 3. Performance comparison of (a) the message overhead; (b) the success routing ratio; (3) 
the average bandwidth used per member under different algorithms 

In conclusion, MRDH has the following prominent advantages: (1) MRDH can 
calculate in a centralized way by storing two kinds of group-specific information. 
Feasible paths are calculated locally by DRs, the message overhead for searching 
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feasible paths tends to be very low. (2) If the network state information is up-to-date, 
the success ratio tends to be high. Unlike others routing, MRDH does not rely on any 
unicast routing. Hence, every router knows the bandwidth reserved for existing 
multicast group, which improves the probability of finding an existing feasible path. (3) 
The network bandwidth usage is optimized. The graft path is the shortest path among 
all the feasible paths. It leads to efficient use of network resources. 

Certainly, MRDH has to maintain a global state, which limits its usage in large 
networks. But the above pros confirm that MRDH is an effective multicast routing in 
small range of networks. 

5   Conclusions 

In this paper, we study the problem of constructing a multicast tree for heterogeneous 
and dynamic receivers. We demonstrate that by maintaining the distribution of 
multicast tree and the highest receivable layer of on-tree nodes, feasible paths can be 
calculated locally. We then describe our protocol in a detailed way. Simulation results 
shows that our routing tends to have low message overhead, high routing success ratio 
and optimization usage of network bandwidth.  
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Abstract. With the growing number of Web service, it is necessary to 
implement web service composition automatically. This paper presents an 
approach to support large-granularity web service composition accurately and 
fast according to users’ requests. With this approach, it can reduce the cost of 
web service composition, and improve scalability, reusability and efficiency. 
Using a proactive well defined service base, web service composition execution 
engine can gain the logic with Case-Based Reasoning technology. Comparing 
to other method and qualitative analysis, the approach proposed by this paper 
can solve the problem of web service composition under the condition of 
insufficient and ill-defined knowledge, and can reduce the difficulty and cost of 
web service composition. 

1   Introduction 

With the emergence of numerous Web services, we need to, according to users’ need, 
compose the current Web services from different environments, platforms and 
enterprises into a larger-granularity value-added service to satisfy uses’ need. It 
remains an unsolved problem how to efficiently and precisely implement composition 
of services on a higher level. 

This paper proposes a service composition method based on Case-Based 
Reasoning. First of all, this method builds the service base with structure of two 
layers, the basic service layer and application service layer, which is constructed 
according to the different service granularity. And by integrating and sealing cases in 
basic service layer into cases in application service layer with lager granularity. Then 
by comparing the similarity of different case, searching and reusing suitable case in 
the application service layer to obtain the description of composition logics, and 
realize larger- granularity service composition transparently in a simply, easy-to-use 
way. Furthermore, by reconfiguring users’ individualized restrictive condition, this 
method can revise the case in the service base so that it can better satisfy users’ need.  
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The second section of this paper introduces the related work. In the third section, 
the basic idea of using Case-Based Reasoning to support service composition is put 
forward. The fourth section introduces Case-Based Reasoning and the service-
composition framework using Case-Based Reasoning. The last section gives a 
qualitative analysis of this method and illustrates the future work. 

2   Related Work 

The as-exist Web service composition methods can be classified into three kinds 
regarding whether manual tasks are involved in the composition process. They are 
manual composition method, half-automatic method and automatic method (see [1] 
for detail). 

Manual method provides users interactive interface via graph or text editor. Users 
are involved in the produce of a script language in the service composition process. 
The language is then executed by service composition (see [2], [3] for detail).  

Based on manual method, half-automatic method introduces the concept of 
semantic to reduce manual involvement, thus increasing the automatic level of service 
composition. Sirin and other scholars proposed an interactive service composition 
framework [4], which is based on semantic analysis. This framework can use 
semantic to perform filter and selection of service at different stages, produce and 
execute service composition work flow. 

Automatic service composition does not need any manual interference in the whole 
service composition process. It normally adopts Artificial Intelligent method to realize 
the automation of the whole process. Among the related research results [5], there is a 
service composition framework based on Agent, using semantic and universal 
program to perform service composition. But to some of the service compositions, 
complicated negotiation and design are needed. The current Artificial Intelligent and 
work flow methods can hardly satisfy such need [6]. 

The current research work bases on the as-exist service composition template to 
realize dynamic service composition. But this method has a flaw in that the creation 
of service template needs manual interference. For instance, users have to design time 
constraints and non-function constraints. It also lacks the mechanism of learning from 
successful experience, making it highly dependent on professionals and experts. 
Therefore, this method cannot perform well when some users have special demand, or 
knowledge in certain area is unavailable, or certain domain has mal-definition. 

3   Basic Ideas 

This paper proposes a highly automated service composition method with large-
granularity. The basic idea of this method is to apply Case-Based Reasoning to the 
stage of service composition discovery, while moving the logic design of the existing 
service composition engine to Case-Based Reasoning system. This can be done 
through searching and modifying case. With the well designed definition 
predetermined by area experts and the reuse of users’ past successful experience, this 
method can establish all sorts of service composition logic set for users before they 
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request. In the service composition process, the method can, according to users 
requests, search revise cases, procure satisfactory service composition logic sets and 
give them to the service execution engine to process.  

The structure of service base can be divided into two layers to reduce the 
complexity of the service composition and to improve the reusability and 
maintainability. The first layer is basic service layer, which is related with specific 
domain. The domain experts design case in basic service layer with the interior logic 
between the services in the domain, and establish service specification and basic 
infrastructure to map specific physical service to specific domain case. It will not be 
discussed how to realize the virtualization from physical service to specific domain 
case in this paper. The second layer is application service layer. By setting some 
individualized constraints, users can use the services provided by the first layer 
directly to design application without worrying about how the services in a domain 
are combined. In this way, users are freed from the complicated service composition 
process. What they need to do is simply the process of case matching and 
configuration. The case in the application layer is preconfigured by experts. It can 
also be a composition of case from a variety of domains based on past successful 
service composition experience allowing the dynamic configuration of some 
individualized constraints. An application layer after dynamic configuration can 
describe a complete application. When a user’s request arrives to the application layer 
of the service base, the suitable case in the application service layer can be found by 
the process of searching and matching. If no suitable case is found, the pre- 
constraints will be partly modified and an application description that can satisfy 
user’s need will be formed. The user will evaluate the result from the execution 
engine. If it is satisfactory, the service base will save the modified case. 

When the number application layer case grows into a large one, to increase the 
efficiency of searching, we first cluster cases in the application service layer. Through 
clustering, the application service layer cases are divided into different categories. 
Then we compare user’s request with cluster centre, locate the certain category it falls 
into according to its similarity to cluster centre case, and perform search and match in 
the very category. 

4   Service Composition with Case-Based Reasoning 

4.1   Case-Based Reasoning (CBR) and the Design of Web Service Composition 

CBR originated from human being’s cognition activity. It is a kind of analogism [7]. 
CBR’s basic idea is to form new solutions to new problems and new cases through 
certain analogy and through appropriate adjustment according to the difference 
between old problems and new ones. The analogy is made based on the experience 
and knowledge people have acquired from the past activities dealing with similar 
problems. To construct service cases base system, sufficient experience of service 
composition is a must. Long accumulated experience from domain experts and 
knowledge engineers is needed. On the other hand, direct acquisition of large amount 
of useful data from past successful experience is also necessary. SB stores substantive 
service composition cases. To better maintenance and reduce the complexity of 
service composition, according to the service case granularity, the case base can be 
divided into two layers: basic service layer and application service layer. 
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Cases in basic service layer are certain standards summarized based on the analysis 
of domain experts according to the requirements in the domain, the specific 
background and the past successful experience. According to these standards and 
optimized rules, Cases in basic service layer abstract and encapsulate the service logic 
and composition logic in the domain, and map many atomy service to a Case in basic 
service layer by service virtualization mechanism. 

An Application service layer case consists of one or many basic service layer 
cases, and can describe composition logics according to successful experience. It can 
express a larger granularity service.  

4.2   Similarity Comparison of Cases 

To estimate the similarity between the current case and the new problem, according 
to the comparison of the cases’ similarity, is the key of the case based reasoning and 
also the essence of showing the correctness of reasoning and the intelligent of 
performance. By comparing the interface information of cases, the case with the 
biggest similarity is retrieved. Then the case will be modified according to user’s 
constraints. In the process of case retrieval, to improve the efficiency, we first 
perform clustering to the case in the case base. Then we decide which kind it 
belongs to by making similarity comparisons with the case from cluster centre. The 
algorithms to perform clustering will not be discussed in this paper. The case 
similarity calculation form adopts attributes-value mode to calculate the similarity 
in the prototype. The selection of feature weight is significant to CBR system. A 
weight value of an attribute reflex not only its importance compared to other 
attributes, but also the level of contribution it will make to problem solving. In 
prototype, the interface information in the case is for case retrieval. The name of the 
base case in the interface information in the application layer is essential for 
problem solving. Therefore the name of a base layer case will be rendered higher 
weight. The constraint reflexes users’ individualized requirement, which often 
change with the command of different users. Therefore it is rendered lower weight. 
But when users are very sensitive to a certain constraint, it can also be added higher 
weight. For example, if a user has a strict requirement to price, it can be given 
higher weight. CBR system judges to which attributes users are sensitive according 
to both the past successful experience and the constraints users have input, and 
renders them corresponding weight. Besides, different attributes have different 
contribution in solving problems, thus should be rendered different weight value. 
The selection of algorithms dealing with weight is really important to the 
optimization of CBR system. 

This paper uses a method that performs case retrieval by comparing the parameters 
in interface information in a case. These parameters can be divided into two kinds - 
text parameters and data ones. To text parameters, comparisons will be made through 
the algorithm related with the similarity between concepts. To data parameter, the 
scope of threshold will be made. The similarity will be zero if the threshold is not in 
the scope. Otherwise, it will be between 0 and 1. 

The algorithm is described below taking service case base in the application layer 
as an example. 
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Suppose that the service case base in the application layer has N cases: 

CBA={AC1,AC2,…,ACn} 

There are m parameters in the interface information in each application layer case 
(AC). There parameters’ weight vector are W(W1,W2,W3,…,Wm),
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T T

+
−

 

|
maxT  

minT | Represents the scope threshold  

4.3   The Framework of Service Composition with CBR 

The framework of service composition with CBR is shown in figure 1. It can be 
divided into two parts. The first one realizes this module’s ulterior management 
interface, controlled by domain expert. By managing the view, the experts can 
manage and build the corresponding service base according to different domain. In 
addition, they can also test the correctness of the service cases by formal validation 
tools. Each CBR processor will store local service base and the service base address 
list scattered in other nodes. The second part deals with users’ command. The whole 
process, from receiving a user’s request to producing the result, can be divided into 
five steps. 

1) The user put a request to the user request processor; 
2) The processor first divides the request into request parameters and constraints, then 
passes the result to CBR processor; 
3) The CBR processor classifies the user’s request according to the request 
parameters and constrains. To improve the preciseness of the classification, we use a 
method that supports vector machine. The related work has been stated in Section 
three. According to the result we search the related service case base to obtain the 
most similar source case. Then, we can get appropriate service composition 
description by making comparisons with the source case in similarity. A detailed 
explanation has been made in the former part of this section. 
4) CBR processor translates the description into control logic relations according to 
the service composition cases found and the user’s individualized constraints; 
5) Service composition processor takes actions according to the control logic 
relations; 
6) If the user is satisfied with this service, the logic relations will be saved as 
application case in the service case base. The domain experts will, according to users’ 
different response, fill in corresponding service records, modify and make 
complements to the service case base. 
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Fig. 1. The Framework of service composition with CBR 

5   Experiment and Analysis 

5.1   Simulation Experiment 

In order to stand the content out, the experiments are based on the hypothesis as 
follows: 

1) All requests can match with cases in the application service layer 
2) The time of executing logics will not be taken into account.  
3) The time of transmission in the net work will not be considered. 

Exp 1. Test of service composition efficiency. 
First, 100 cases from the application service layer are selected at random. Then 

different experiments are made according to the number of sub-services contained by 
case in application service layer. Comparisons will be made between CBR and the 
method based on keyword (KC) or semantic (SC). 

Fig.2 shows the mean time of service composition of three different method of web 
service composition. It is shown that the relationship between the number of service 
and the time spent by the processing of service composition. In addition, it can be 
shown that the use of the service composition method with Case-Based Reasoning 
(CBR) can make the efficiency of web service composition higher than that of method 
based on key word (KC) or semantic (SC). 
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Fig. 2. Experimental results about service composition efficiency, varying the value of three 
different methods 

Exp 2. Test of successful service composition percentage. 
First, 100 requests whose similarity is 70%,75%,80%,85%,90%,95%,100% are 

created respectively. That is, totally 700 request are established. Then comparison  are 
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Fig. 3. Experimental results about successful service composition percentage, varying the value 
of three different methods 

made between the Case-Based Reasoning (CBR) method and the method based on 
key word (KC) or semantic(SC). 

Fig.3 shows the mean successful percentage of three different method of web 
service composition. It can be shown that when the similarity of a case increases, the 
percentage of successful composition also increases. Under the condition that sample 
number is 100 and case similarity is greater than 85%, using the service composition 
method with Case-Based Reasoning (CBR) can make the percentage of success 
greater than that of the method based on keyword (KC) or semantic(SC). 

5.2   Qualitative Analysis and Conclusion 

We present a method of using Case-Based Reasoning (CBR) to support web service 
composition. CBR is applied in the phase of pre-composition to build service based of 
different service domain. When user’s request is received, the process of search and 
matching cases of application layer in service base is called. And the list of sub-
services, parameters and condition of restriction are gained according to the source 
case. Then they are converted into control logics of web service composition by CBR 
processor and finished by web service composition processor. 

Compare to other methods of web service composition, this method have many 
advantages shown as follow: 

1) Case-Based Reasoning is applied in the process of building service base, before 
service composition engine deals with user’s requests. By searching in the service 
base, the logic of web service composition is discovered. The result can avoid 
starting from scratch in designing web service composition logics. It can also 
simplify the process of reasoning the logic, and improve the efficiency of service 
composition engine, as well as reduce the cost of service composition. 

2) Compare to the method of service composition based on template, ours doesn’t 
need interference of users or experts during the process of composition. It can reuse 
the successful experience of composition. In addition, it can overcome the 
difficulties of designing suitable logic of composition under the condition of 
insufficient knowledge or mal-defined knowledge. So it improves the reliability of 
applications. 

3) With the times of successful service composition increasing, the cases suitable for 
user’s requests in service base also increase. Furthermore, because of applying 
clustering method in the process of matching and search suitable case in service 
base, the efficiency of discovering source cases is greatly improved.  
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4) Cases in service base are all designed by domain experts and validated ,or 
preconfigured according to successful experience, so it guarantee the correctness. 

5) By applying Case-Based Reasoning to web service composition, the service base 
can be revised according to service feedback. This mechanism improves the ability 
to learn and reduces the dependence on users or experts.  

6   Future Work 

There are many related work to be perfected at present. In the future, we intend to 
take steps to (1) integrate induce algorithm into our method of web service 
composition with Case-Based Reasoning to improve the ability to learn, (2) realize 
the virtualization mechanism between physical layer and basic service layer, (3) 
improve the clustering and similarity algorithm, and (4) add the mechanism of QoS 
evaluation to our method and use the algorithm based on index of QoS or other 
recommendations in the process of searching cases in the application service layer. 
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Abstract. With the development of the Semantic Web, the issue on Semantic 
Web security has received a considerable attention. OWL security is a burgeon-
ing and challengeable sub-area of Semantic Web security. We propose a novel 
approach about OWL security, especially about inference control in OWL re-
trieval. We define OWL inference control rules (ICRs) to present the aim of in-
ference control. To achieve ICRs, our approach introduces a novel concept 
“semantic related view” (SRView) w.r.t an OWL knowledge base, which de-
scribes semantic relations in it. We present a construction process of SRViews 
from OWL knowledge bases and define pruning operations to rewrite them. 
Based on pruned SRViews, a query framework to achieve inference control is 
proposed, followed by analysis of correctness and complexity.  

1   Introduction  

The Semantic Web is an extension of the current Web, which supports machine-
understandable semantics to enable intelligent information management. With the 
increasing efficiency of utilizing data in the Semantic Web, there is a considerable 
attention for security issues. Thuraisingham pointed out security standards for the 
Semantic Web, in which security of the whole Semantic Web was divided into secu-
rity of its components: XML, RDF and OWL security etc. [1].  

Various research efforts have been done on XML security, especially about access 
control in the context of XML. Fan et al. introduced a novel approach that the security 
restrictions were annotated on the schema structure (DTDs) and queries were corre-
sponding rewritten and optimized [2]. Compared with XML security, RDF security 
just begins. Reddivari et al. proposed a simple RDF access policy framework (RAP), 
which contained a policy based access control model to achieve control over various 
actions possible on an RDF store [3]. Largely dissimilar to XML and RDF cases, 
OWL security contains a great part of inference control that prevents users from infer-
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ring blocked or unallowable information. How to present inference control restrictions 
and achieve them is still an open problem, and to the best of our knowledge, no pub-
lished paper is known for it.  

In this paper, we will give a novel approach about OWL inference control. Firstly 
we give a brief introduction to OWL knowledge base (KB) in section 2. Then we 
define OWL inference control rules (ICRs) to formally present OWL inference con-
trol restrictions in section 3. In section 4, a new term “semantic related view” 
(SRView) is introduced to describe whole semantic relation in an OWL KB. We also 
give a construction process and pruning operations of SRViews. With pruned 
SRViews, a query framework to achieve inference control is proposed in section 5, 
followed by conclusion and future work in section 6.  

2   A Brief Introduction to OWL Knowledge Base  

The proposed OWL recommendation consists of three languages with increasing 
expressive power: OWL Lite, OWL DL and OWL Full. For inference in OWL Full is 
undecidable [4], we focus on inference control in OWL DL. In the following, we use 
“OWL” instead of “OWL DL”. We adopt description logic form to compactly express 
OWL KB, for OWL DL is description logic SHOIN(D) with RDF syntax.  

Definition 1. Let RA, RD, CA, CD, IA and ID be pairwise disjoint sets of atomic abstract 
roles, atomic concrete roles, atomic concepts, data types, individuals and data values. 
Let R ∈RA, a SHOIN(D) abstract role is either an atomic abstract role R or its inverse 
role R− . The set of SHOIN(D) role is defined as { |R R− ∈ RA} RA RD. And 
SHOIN(D) concept constructors are given in Table 1.  

Table 1. Syntax and semantics of concept constructors in SHOIN(D)  

Syntax Semantics Syntax Semantics 

AA C∈  I IA ⊆ ∆  1 2C C  
1 2 1 2( )I I IC C C C=

DD C∈  D DID D= ⊆ ∆  1 2C C  
1 2 1 2( )I I IC C C C=  

AR R∈  I I IR ⊆ ∆ × ∆  C¬  ( ) \I I IC C¬ = ∆  
DU R∈  DI IU ⊆ ∆ × ∆  1{ , , }nw w  

1 1{ , , } { , , }I I I
n nw w w w=  

Ai I∈  I Ii ∈ ∆  .P E∀  ( . ) { | ', ( , ') }I I IP E d d d d P y E∀ = ∀ ∈ → ∈  
Dv I∈  D DIv v= ∈ ∆  .P E∃  ( . ) { | ', ( , ') }I I IP E d d d d P y E∃ = ∃ ∈ ∧ ∈  

R−  ( ) {( , ') | ( ', ) }I IR d d d d R− = ∈  n P≥  ( ) { | #({ ' | ( , ') }) }I InP d d d d P n≥ = ∈ ≥  
 I I= ∆  n P≤  ( ) { | #({ ' | ( , ') }) }I InP d d d d P n≤ = ∈ ≤  

⊥  I⊥ = ∅    

In table 1, I∆  and D∆  are two nonempty sets standing for abstract and concrete do-
mains.  and ⊥  are considered as the top and bottom concepts. { 1, , nw w } is a sub 
set of IA or ID; C1 and C2 are abstract concepts; P is a SHOIN(D) role; the expressions 

.P E∀  and .P E∃  satisfy that if P ∈ RD, E ∈CD; if P ∈ { |R R− ∈RA} RA, E is an 
abstract concept.  
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Definition 2. A SHOIN(D) KB (TΣ , RΣ , AΣ ) consists of three finite axiom boxes: 

TBox TΣ , RBox RΣ  and ABox AΣ , whose axioms’ syntax and semantics are given in 

table 2.  

Table 2. Axioms in a SHOIN(D) KB  

 Syntax  Semantics  

TBox axiom 1 2C C  1 2
I IC C⊆  

 1 2R R  1 2
I IR R⊆  

RBox axiom 1Trans( )R  1 1( )I IR R +=  

 1 2U U  1 2
I IU U⊆  

:i C  I Ii C∈  

1 2i i=  1 2
I Ii i=  ABox axiom 

1 2i i≠  1 2
I Ii i≠  

An interpretation ( , )∆ ⋅I II  satisfies an axiom if it satisfies corresponding semantics 
restriction given in table 2. I satisfies a TBox (RBox and ABox respectively), if I 
satisfies any axiom in it. I satisfies a SHOIN(D) KB , if I satisfies its TBox, ABox 
and RBox. Such interpretation I is called a model of KB .  

3   OWL Inference Control Rule  

Before discussing OWL ICR, we will give a short introduction of OWL query mecha-
nism. Answers of OWL queries are a collection of logical entailed axioms of the 
OWL KB. Using semantics discussed in section 2, we define “logical entail”: for any 
axiom α , a KB  logical entails α , denoted as | α= , if for any model ( , )I II ∆ ⋅  
of , I satisfies α . With “rolling-up” technique [5], OWL query problems can be 
simplified to be instance retrievals Retrieval(C) of singleton concepts C:  

Retrieval(C)={ | | : }i i CΣ =    

Now we give the definition of OWL ICR.  

Definition 3. An OWL ICR is a triple (subject, axioms set, sign), where subject is an 
identification of user, axioms set is a given set of logical entailed ABox axioms of the 
OWL KB , and sign∈ {+(positive), -(negative), ?(unknown)}.  

For a positive OWL ICR (s, { 1,..., nα α }, +), it means when the query presenter s 
give a query: Retrieval(C), if :i i Cα =  and i∈Retrieval(C), i must be returned to s. 
Negative or unknown ICRs have similar meanings with replacing “must” with “must 
not” or “maybe”. For the set of logical entailed axioms of  may be infinite, it is 
impossible to sign all axioms with +, - or ?. Therefore we set ? as the default value.  

Definition 4. For a given OWL ICR set SR, let S(s,+)= Sa for any (s, Sa, +)∈ SR and 
S(s,-)= Sa for any (s, Sa, -)∈ SR. SR is consistent w.r.t an OWL KB , if for any 
subject s, there is a OWL KB * , where |= *  and * |=Sa(s,+) and for any 
axioms α  in Sa(s,-), * |≠ α . We call such KB *  as a suitable sub-KB of .  
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For any consistent OWL ICR set SR w.r.t , perfect inference control aims to find 
the most general suitable sub-KB *  of  for a given subject s, where no other 
suitable sub-KB '  satisfying ' |= * . In OWL retrieval, *  will replace  as a 
special view for the subject s. However, this problem is as hard as finding most gen-
eral consistent sub-ontology in an inconsistent big ontology [6], and there is no effi-
cient method to deal with such problem. In this paper, we give a primitive approach to 
find a biggish suitable sub-KB. The creation of the biggish suitable sub-KB is consid-
ered as pruning KB . We use SRView as an abstraction of  and define pruning 
operations for SRView. A pruned SRView will play a role as a suitable sub-KB in 
OWL query.  

4   Semantic Related View of OWL Knowledge Base 

Before turning our attention towards SRView, we introduce some common notions. 
We define the set sub(C) of sub-concepts of a SHOIN(D) concept C:  

∅  if C A= | n P≥ | n P≤ | 1{ , , }nw w  

1( )sub C  1if C C= ¬  

1 2( ) ( )sub C sub C  1 2if C C C= | 1 2C C  
( ) { }sub C C=  

( )sub E  if .C P E= ∃ | .P E∀  

Let S Σ  be the set of concepts appearing in an OWL KB , and sub(S Σ )= ( )sub C  
for any C in S Σ . After talking about these notions, we present a formal structure of a 
SRView.  

Definition 5. A SRView is a graph G(V, E), where V is a set of labels and E is a set of 
edges with connectives. Every edge can be denoted as a triple (l, coni , l1), where l, 
l1 ∈ V, coni ∈ { P∃ , P∀ , ¬ , , , n P≥ , n P≤ , }. For any label l in V, let 
Eout(l)={(l, coni, l1)| (l, coni, l1) E∈ }, Ein(l)={(l1, coni, l)| (l1, coni, l) E∈ }.  

Additionally, we define a label function L: sub(S Σ ) → V and it satisfies that for any 
two concepts (or data types) C1 and C2 in sub(S Σ ), L(C1) ≠ L(C2).  

Now we will give the detailed creation of a SRView from an OWL KB . At the 
beginning, we initialize V={L( ), L( ⊥ )}, E= ∅ , and following creation consists of 
three ordinal steps:  

Developing step: for any concept C in S Σ , we add a concept tree Tree(C) in G. The 
addition process AddTree(C) is described in Figure 1. Obviously, Tree(C) is a syntax 
tree to denote the structure of concept C.  

Connection step: for any axiom 1 2C C  in the TBox of , we connect Tree(C1) 
and Tree(C2) by adding (L(C1), , L(C2)) in E.  

Merging step: if two trees have the same structure, we will merge the two trees 
into one. For any label l in V, let Cout(l)={(coni, l1)| (l, coni, l1) ∈ Eout(l) and 
coni ≠ } An merging rule is presented as follows: for any two labels l and l*, if 
Cout(l)=Cout(l

*), then merge two labels into one label l and add a set of new edges 
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{(l, coni, l1)|(l
*, coni, l1)∈Eout(l

*)} {(l1, coni, l)| (l1 coni, l
*)∈Ein(l

*)} in E. When no 
merging rule can be applied to G, we call G is a SRView of KB  and denote it as 
G=SRV( ).  

Obviously, a SRView G(V, E) expresses syntax structures of concepts by concept tree 
and “subsumption” relationships by “ ” edge. For any edge in E can be seen as a 
production rule, a SRView explicitly creates a production system to explain complex 
concepts by containing all restrictions on these concepts.  

 

Fig. 1. AddTree( ) procedure  

After talking about creating SRView, we will go into pruning it. The eight pruning 
operations are defined as triples (operation, old edge, substituted edge) in table 3.  

Table 3. Pruning operations  

Operation  Old Edge Substituted Edge 

Del (l, coni, l1)   

¬  (l, ¬ , l1) (L( ⊥ ), , l), (L( ⊥ ), , l1) 

 (l, , l1),(l, , l2) (l, , l1), (l, , l2) 

 (l, , l1),(l, , l2) (l1, , l),(l2, , l) 

P∃  (l, P∃ , l1) (l*, *P∃ , l1), (l*, ,l), where P* P 

P∀  (l, P∀ , l1) (l*, *P∀ , l1), (l*, ,l), where P P* 

 n P≥  (l,  n P≥ , l1) (l*, m P≥ , l1), (l*, , l), where m>n 

 n P≤  (l,  n P≤ , l1) (l*, m P≤ , l1),(l*, , l), where n>m 

In table 1, l* is a new label added by pruning operations and “P* P” means P* is a 
sub-role of P. A pruning operation will replace old edges with substituted ones in E. 
Pruning operations rewrite SRView to release some restrictions and such rewriting 
will affect reasoning so that some blocked axioms will not be inferred by the pruned 
SRView.  

Procedure AddTree(C) begin 
If L(C) is not defined  
{add a new label l in V and let L(C)=l;  
Switch (C) {  

Case 1C¬ : AddTree (C1); add a new edge (L(C), ¬ ,L(C1)) in E; 
Case 1 2C C : AddTree(C1); AddTree(C2); add (L(C), ,L(C1)) and (L(C), ,L(C2)) in E; 
Case 1 2C C : AddTree(C1); AddTree(C2); add (L(C), ,L(C1)) and (L(C), ,L(C2)) in E; 
Case .P E∃ : AddTree(E); add (L(C), P∃ , L(E)) in E;  
Case .P E∀ : AddTree(E); add (L(C), P∀ , L(E)) in E;  
Case n P≥ : add (L(C),  n P≥ , L( )) in E;  
Case n P≤ : add (L(C),  n P≤ , L( )) in E; } 

} 
end  
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Definition 6. An SRView G*(V*, E*) is a pruned view of G(V, E) w.r.t a operation 
set SO={O1, …, On}, if G*(V*, E*) is the new graph after applying all operations to G.  

5   Inference Control with Pruned SRView  

Now we give an overview of our query framework (figure 2), which describes data 
exchange between subject and knowledge base system. The knowledge base system 
consists of four processors (rectangles) and two stores (rounded rectangles). We will 
detailedly discuss how knowledge base system deals with a query.  

1) When the knowledge base system receives a query Q=Retrieval(C) from subject 
s, Parser parses C into its concept tree Tree(C) and labels C as L(C).  

2) Connector connect Tree(C)=GC(VC, EC) and SRV( Σ )=GKB(VKB, EKB) into a 
mixed SRView G, where V=VC VKB and E=EC EKB. After exhaustively applying 
merging rules to G, Connector sends G as the final result.  

3) Pruner gets G from Connector, and a pruning operation set So(s) from Pruner 
store. Pruner applies So(s) to prune G and return a pruned SRView G* w.r.t So(s).  

4) Reasoner provides three sub-processors: SRView interpreter, ABox rewriter and 
RBox preprocessor (Figure 3). SRView interpreter sends an direct production 
DP(Cout(l)) and sup-label set Lsup(l) of any label l to Tableau Reasoner.  

¬ l* if #Cout(l)=1 and ( ¬ , l*)∈Cout(l) 

coni.l* if #Cout(l)=1, (coni, l*)∈Cout(l) and coni ≠ ¬  

l1 l2 if #Cout(l)=2 and ( , l1), ( , l2)∈Cout(l) 
DP(Cout(l))=  

l1 l2 if #Cout(l)=2 and ( , l1), ( , l2)∈Cout(l) 

Lsup(l)=   {l*|( l, , l*)∈E}  

ABox rewriter replaces any concept C with its label L(C) in ABox A Σ  and new ABox 

is denoted as L(A Σ ). For a RBox R Σ , we introduce R as the transitive-reflexive 

closure of  on { | }R S R S R R− −
Σ Σ∈ . RBox preprocessor computes “ R” rela-

tions that are repeatedly used in reasoning process. Finally Tableau Reasoner will 

return Retrieval(L(C)) as an answer set of the query to subject s.  
Now we will prove that any answer in Retrieval(L(C)) is a validate answer to 

Q=Retrieval(C), that means Retrieval(L(C)) ⊆ Retrieval(C).  

Definition 7. For a SRView G=(V, E) and any l in V, let TBox(l)={DP(Cout(l)) l, l  

DP(Cout(l))} {l l*| l*∈Lsup(l)}, TBox(G)= ( ( ))l V TBox l∈ .  

Lemma 1. For a query Retrieval(C), a KB Σ (T, R, A) and its SRView GKB, let 

G=Merge(GKB, Tree(C)), we can get that Σ (T, R, A)|=i: C ⇔  *Σ (TBox(G), R, L(A) 

|=i: L(C). 
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Fig. 2. A query framework with pruned SRViews  
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Fig. 3. Level structure of Reasoner  

Lemma 2. For a subject s and corresponding pruning operation set SO(s) and a 
SRView G=(V, E), let G*=(V*, E*) be a pruned SRView of G w.r.t SO(s), we have 
TBox(G)|=TBox(G*).  

For any pruning operation, it relaxes constraint of complex concepts. The pruned 
SRView can be inferred by original SRView. For example, n P≥  rule adds a new 
label l* by replacing n with a larger number m and states l* is subsumed by l, directly 
l=  n P≥ .  l*=  m P≥ .  can infer that l* l. Therefore, lemma 2 holds.  

Lemma 3. For a query Retrieval(C), a KB Σ (T, R, A), a pruned SRView G*=(V*, 
E*) and its label function L(), Retrieval(L(C)) w.r.t G* is the set {i| *Σ (TBox(G*), R, 
L(A)|=i: L(C)}.  

This Lemma obviously holds, for Tableau Reasoner considers G*, R and L(A) as 
TBox, RBox and ABox of new KB respectively. From above three lemmas, we will 
have the following theorem.  
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Theorem 1. Let s be a subject, SO(s) a pruning operation set, Retrieval(C) a query, 
Σ (T, R, A) a KB and GKB a SRView of Σ . G=Merge(GKB, Tree(C)) and G* is the 
pruned SRView of G w.r.t SO(s). We can get that if *Σ (TBox(G*), R, L(A))|=i: L(C), 
Σ (T, R, A) |=i: C. That also means Retrieval(L(C)) ⊆ Retrieval(C).  

After proving the correctness of our framework, we will go into complexity issue.  

Lemma 4. For any Σ (T, R, A), the creation process of its SRView GKB=(VKB, EKB) 

can be performed in polynomial time of (|sub(S Σ )|+#T).  
In developing step: for any concept C in S Σ , its concept tree Tree(C) can be per-

formed in polynomial of sub(C). In connection step: for the number of edges with 
connective “ ” in EKB is the number #T of axioms in T, this step can be performed in 
polynomial time of #T. Finally in merging step, merging rule can at most be applied 
polynomial times of (|sub(S Σ )|+#T). Lemma 4 also guarantees that GKB can be stored 

in polynomial space of (|sub(S Σ )|+#T).  

Lemma 5. For a SRView GKB and Tree(C), G=Merge(GKB, Tree(C)), the creation of 
G can performed in polynomial time of (|sub(S Σ )|+#T+sub(C)).  

Lemma 6. For any SRView G=(V, E) and its pruned SRView G*=(V*, E*) w.r.t 
So(s), let |G|=|V|+|E|, |G*| is a linear function of |G|.  

Based on the definition of pruning operations, any operation replaces one or two 
old edges with at most one new label and two edges. This guarantees that |G*| ≤ 3|G|.  

Theorem 2. All procedures to deal with SRView in our framework can be performed 
in polynomial time of (|sub(S Σ )|+#T+sub(C)) and all SRViews can be stored in poly-
nomial space of (|sub(S Σ )|+#T+sub(C)).  

From Lemma 4-6, theorem 2 holds. For inference problem in SHOIN(D) is 
NEXPTIME-complete [4], the additional time and space spent on SRView will not be 
a bottleneck of a knowledge base system.  

6   Conclusion and Further Work 

In this paper, we define OWL ICR to formally present OWL inference control restric-
tions. To achieve ICRs, a new concept “SRView” is proposed to describe the whole 
semantic relation in an OWL KB. We also present a construction process of SRView 
and define pruning operations of them. Based on pruned SRView, we construct a 
query framework to achieve inference control and prove the correctness and complex-
ity of it. Creating pruning operation sets w.r.t OWL ICRs is still a manual work in our 
framework. Future work includes designing some assistant method to semiautomatic 
or automatic create them, which will make our framework less manually interfered.  
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Abstract. To maximize user satisfaction during composition of web services, a 
genetic algorithm with population diversity handling is presented for Quality of 
Service(QoS)-aware web services selection. In this algorithm, the fitness 
function, the selection mechanism of the population as well as the competition 
mechanism of the population are represented. The population diversity and 
population fitness are used as the primary criteria of the population evolution. 
By competing between the current population and the historical optimal 
population, the whole population evolution can be done on the basis of the 
whole population evolution principle of the biologic genetic theory. Prematurity 
is overcome effectively. Experiments on QoS-aware web services selection 
show that the genetic algorithm with population diversity handling can get more 
excellent composite service plan than the standard genetic algorithm. 

1   Introduction 

Web service is a software application identified by an URI [1]. How to create robust 
service compositions becomes the next step work in web services [2] and has attracted 
a lot of researches [3], [4], [16], [17]. Since the web services with the same functions 
and different QoS are increasing, and the web services requesters always express their 
functional requirements as well as their global QoS constraints, a determination needs 
to be made to select which services are used in a given composite service on the basis 
of multiple QoS attributes in order to maximize user satisfaction. Hence, QoS-aware 
web services selection plays an important role in web services composition [5], [6]. In 
the past years, the researches about web services selection have gained considerable 
momentums [9], [10], [11], [15], [16], [17], [18], [19]. 

To figure out QoS-aware web services selection, some approaches are made with 
the help of semantic web [9], [10], [11], and the others are based on the QoS attributes 
computation [15], [16], [17], [18], [19]. But it is obvious that the latter approaches are 
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more suitable solutions to satisfy the global QoS requirement. It is a combinatorial 
optimization issue that the best combination of web services is selected in order to 
accord with the global constraints. 

Genetic Algorithm is a powerful tool to solve combinatorial optimizing problems 
[12]. The design of a genetic algorithm has the greatest influence on its behavior and 
performance [20], especially the fitness function and the selection mechanism. 

Since keeping the individual diversity is a perfect means to overcome the 
premature phenomenon, it may be a good way to add the diversity handling into the 
genetic algorithm. Some diversity studies were in [13], [14], [22], [23], which paid 
less attention to the population evolution making use of the population diversity. 

Following the above analyses, we present a genetic algorithm with population 
diversity handling, which enables the population to evolve on the basis of the whole 
population evolution principle of the biologic genetic theory. 

The remainder of this paper is organized as follows. After a review of the literature 
of the QoS-aware web services selection using QoS computation in section 2 and the 
diversity of genetic algorithm in section 3, Section 4 presents the genetic algorithm 
with population diversity handling we propose in detail. Section 5 describes the 
simulations of the proposed algorithm and discusses results aiming to support the 
work. Finally, section 6 is our conclusions. 

2   Quality Computation-Based Selection of Web Services  

According to Std. ISO 8402 [7] and ITU E.800 [8], QoS may include a number of 
nonfunctional properties such as price, response time, availability, reputation. Thus, 
the QoS value of a composition service can be achieved by the fair computation of 
QoS of every component web services. There are some techniques in the literatures, 
including some traditional optimization techniques [15], [16], [17] and strategies 
based on Genetic Algorithm (GA) [18], [19]. 

The QoS computation based on the QoS matrix is a representative solution. To 
normalize the QoS matrix to rank the web services was proposed in [15], however, it 
was only a local optimization algorithm but not a global one for services selection. 
Other works in the area of QoS computation include [16], [17], which proposed local 
optimization and global planning. But, both had limitation to some extent. 

The genetic algorithm is well suitable for the QoS-aware services selection 
belonging to the class of NP-hard [19]. In [18] and [19], the authors proposed only a 
coding manner of chromosome or the fitness function for the service selection with 
little further information about the rest parts of the genetic algorithm, such as the 
selection mechanism. 

3   Diversity of Genetic Algorithm 

This section describes some diversity control means presented in [13], [14], [22], 
[23]. In [13], the affinity was defined by means of the information entropy of every 
gene of chromosome. Finally, the individual with higher fitness and lower affinity had 
higher priority to evolve. Also, the low diversity of the population was raised by a 
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procedure aiming at maintaining high diversity of the population in [14]. In [22], an 
individual diversity controlling approach was used to attain the global optimum 
without getting stuck at a local optimum. And, a fuzzy controller changed the 
crossover rate and the mutation rate in [23], in order to maintain the proper population 
diversity during the GA’s operation. 

According to the biology genetic theory, the evolution of a population is a process 
during which all of individuals have higher and higher fitness to the environments. 
From the point of the view of the population, the population diversity evolves from 
high diversity at initial stage to low one at terminal stage during the population 
evolution. Hence, comparing population diversity between two populations produced 
at different generations is a feasible way to evaluate whether the current population 
has higher evolution extent than the former one, and the population evolution can be 
handled by the population diversity. Thus, we propose a genetic algorithm with 
population diversity handling to overcome the local optimal solution. 

4   Genetic Algorithm with Population Diversity Handling 

In this section, we present a genetic algorithm with diversity handling in order to 
resolve quality-driven selection. The main difference between our GA and the 
standard GA is that our GA includes the competition mechanism of the population 
that does not be expressed by the standard GA. 

4.1   Fitness Function 

Some QoS models and QoS computation formulas for composite service were 
available in [17], [19]. But, via comparison in experiments, the optimal solution based 
on the QoS computation formula in [19] is better than the one based on [17]. 
Consequently, the QoS computation formula in [19] is adopted, and the objective 
function is defined in (1): 
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Where wj,wk [0,1], and wj,wk are real positive weight factors, represent the weight 
of criterion j and k for which end users show their favoritism concerning QoS by 
providing values respectively. The sum of all of them is 1. Qj and Qk denote the sum 
of QoS values of the individual j and k respectively. 

End users usually assert their function requirements as well as the global 
constraints, e.g. Cost<60, Time<150. The individual whose QoS violates the 
constraints will be rejected in [19]. However, this approach belongs to the absolute 
rejection. It influences the diversity of the population seriously and always results in a 
local optimal solution. The individual disobeying the constraints should be selected 
proportionally into the next generation population on a basis of a certain technique. 
The most common method is penalty technique for constrained optimization 
problems. Hereby, the fitness function with penalty character is defined in (2): 
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Where RjMax, RjMin are the maximum value and minimal value of the No.j quality 
constraint respectively, n is the number of quality constraints, λ  is a parameter used 
to adjust the scale of penalty value. Pj represents the calculation value of a Qi or some 
Qis and these values are limited by a quality constraint. The following is the definition 
of �Pj: 
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4.2   Design of Diversity 

According to the definition of information entropy [14], Hj(N) is the information 
entropy of the jth locus where N is the number of chromosome and H(N) is the 
information entropy of all of N chromosomes. Clearly, the smaller the information 
entropy is, the worse the diversity is. 

Firstly, the definition for individuals is (3): 
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Where di is used for the diversity of the ith individual, N is the number of 
chromosomes, H(2) is the information entropy of the ith individual between itself and 
all of the rest of the population. 

Secondly, the population diversity can be acquired from H(N). 

4.3   Selection Mechanism of Individuals 

The individual with high diversity and with high fitness will survive at higher rate. 
However, some sets of experiments show that introducing the information entropy to 
the diversity of the individuals always increases the running time greatly, and can not 
get obviously more optimal solution than without the diversity of the individuals. 
Thus, the individuals are selected only according to the fitness value. 

4.4   Selection Mechanism of the Population 

According to the evolution theory based on natural selection of Darwin, the species 
evolve in the form of the whole group but not individuals. During the evolution 
process of the population, in addition to the individuals evolution should be 
controlled, the whole population evolution should also be handled by means of some 
policies that prevent the population from degeneration and help to find the optimal 
solution. In this paper, a selection mechanism of the population is taken into 
consideration. The historical optimal population is always kept and participates in the 
competition process between itself and the current population. The population with 
lower expectation value is known as degeneration and is replaced by the one with 
higher expectation value. 
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The expectation value e of the population evolution is calculated in (4): 
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From (4), we can see that the population with high average fitness and with low 
diversity will survive at higher rate. So, (4) represents the control mechanism of the 
diversity because the population with low diversity is promoted and the population 
with high diversity is suppressed. 

Both the maximum of the population fitness and the result of subtracting the 
minimal fitness of the individuals from the maximal fitness of the individuals are not 
adopted at the e calculation formula, because the average fitness can cover all of 
individuals and the others can not reflect the real status of the population, especially 
in the worst concentricity. 

4.5   Structure of Genetic Algorithm with Population Diversity Handling 

Hitherto, some important elements in the GA for QoS-driven web services selection 
have been proposed. Here, the structure of the GA is available in sequence as figure 1. 

 

 

Fig. 1. Structure of the genetic algorithm with population diversity handling 

The outstanding point of this paper includes the holding mechanism and 
competition mechanism of the historical optimal population that ensure the whole 
population evolution.  

5   Experiments 

To verify the excellence of the GA of the population diversity handling we have 
proposed, numerous simulation comparisons between itself and the standard GA had 
been performed on QoS-aware web services selection. All the experiments were taken 
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on the same software and hardware, which were Pentium 1.6GHz processor, 512MB 
of RAM, Windows XP Pro, development language JAVA, IDE Eclipse 3.1. The same 
data were adopted, including workflows of different sizes, 15-50 candidate web 
services for each task and 5 QoS data for each web service. A simplified 
representation of web service was used, including an ID number, some QoS data that 
were retrieved according to some principles in the range of defined values. 

The two GAs were set up with the same population size, crossover operation and 
probability, mutation operation and probability, the fitness function, the selection 
algorithm of the individuals and the selection mechanism of the individuals. QoS 
model in [17] was used for both of them. The population diversity handling is the 
only difference between the two GAs. 

The data of the experiments were collected with two methods: statistic data and 
process data. Figure 2 plotted the fitness function evolution across GA generation. 
Table 1 presented statistic experiment results of the average fitness and time for the 
maximal fitness. 

Figure 2 was the population size 200, crossover probability 0.7, mutation 
probability 0.1. The upper curve stood for the GA of population diversity handling 
and the lower one stood for the standard GA in figure 2. This means the GA of 
population diversity handling could have larger fitness value than the standard GA. 
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Fig. 2. Fitness comparision when tasks number 30 

As shown in table 1, the statistic data were collected after the two GAs running for 
50 times with the population size 200, iterations 500, crossover probability 0.7 and 
mutation probability 0.1. In table 1, the N(ew) represented the GA of population 
diversity handling and the O(ld) for the standard GA, the time comparison of N and O 
was the time when the maximal fitness value appears with unit as ms. 

Table 1. Statistic Data 

 

As described above, it is the introduction of the holding mechanism and 
competition mechanism of the historical optimal population on the basis of the 
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population diversity that ensures that the GA of population diversity handling can get 
more optimal solution than the standard GA, and to some extent overcome the 
premature phenomenon of the standard GA. The service composed by the GA of 
population diversity handling is better than the one composed by the standard GA. 

However, it can be seen that the execution time of the GA of population diversity 
handling is longer than the standard GA at the cost of the holding mechanism and 
competition mechanism of the historical optimal population. The general indication 
given by the simulations is that the weaknesses are including the long running time 
and slow convergence. These would require refining the convergence and shrinking 
the running time by means of the original population policy and mutation policy, etc. 

6   Conclusions 

The QoS-aware web services selection is an active research area. In this paper, we 
present a structure of genetic algorithm characterized by the population competition 
mechanism. Prematurity is overcome effectively through the conservation of the 
historical optimal population and the competition between the historical optimal 
population and the current population. 

We also verify the formulas that we use in the genetic algorithm through 
experiments and the results show that the genetic algorithm with population diversity 
handling can get more excellent composite service plan than the standard GA. 

Providing adaptive capability of genetic algorithms is an active research area [21]. 
Therefore, how to design a self-adaptive genetic algorithm for QoS-aware selection is 
one of our future works. Work-in-process is devoted to better extend the approach as 
follows: accelerating the convergence of the GA of population diversity handling, 
supplying the self-adaption. 
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Abstract. Long flows identification and characteristics analysis play more and 
more important role in modern traffic analysis because long flows take main 
traffic payload of network. Based on the flows length distribution and long 
flows characteristics of the Internet, this paper presents a novel long flows’ 
counting and information maintenance algorithm called Multi-granularity 
Counting Bloom Filter (MGCBF). Using a little fix memory, the MGCBF 
maintains the counters for all incoming flows with small error probability, and 
keeps information of long flows whose length are bigger than an optional 
threshold set by users. This paper builds up an architecture for long flows’ in-
formation statistics based on this algorithm. And the space used, calculation 
complexity and error probability of this architecture are also discussed at fol-
lowing. The experiment applied this architecture on the CERNET TRACEs, 
which indicates that the MGCBF algorithm can reduce the resource usage in 
counting flows and flows information maintenance dramatically with losing lit-
tle measurement’s accuracy. 

1   Introduction 

Flow-based measurement is wildly used in network usages just like accounting, band-
width measurement and network security, etc. A flow is defined as a stream of pack-
ets subject to flow specification and timeout. The flow definition can be changed 
according to its usage, but recent studies show that a very small percentage of flows 
carry the majority of the packets and bytes [1][2][3][8] regardless of their definition. 
And so it is very important to improve the network performance by finding out these 
heavy-hitter flows (called long flows).  

In the following of this section, we will introduce the recent related works on 
long flows identification and statistics, and indicate the main contributions of the 
Multi-granularity Counting Bloom Filter (MGCBF) algorithm introduced by this 
paper in flow identification briefly. In the next section, the algorithm is presented in 
detail, and its performance and error probability are anatomized. And then the op-
timizations are also expressed. It is proved that the error probability can be con-
trolled through parameters adjusting. In Section 3, some experiments based on the 
TRACEs from CERNET are employed to illustrate and evaluate the performance 
and error probability of MGCBF comparing with traditional hash method and CBF 
method. At last, we discuss the usages of MGCBF in other domains and present the 
future works. 
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1.1   Related Works 

As the increasing needs of flow-based traffic measurement, Long flows identification 
and counting are widely studied as one of its main branch [2][3][4][7].  

As most widely used way of flow identification, the method presented by IETF 
RTFM group can gather total or parts of flows information that transmitting by the 
router. But sampling is widely used in these supports because of the resource restriction 
of routers in flow identification and exporting according to the RTFM criterions. And 
sampling satisfies the needs of performance by losing the precision. A. Shaikh, J. Rex-
ford and K. G. Shin[3] applied a method to realize the load balance by keeping the in-
formation of every flow, and judged the flow belonging to long or not by the packet 
number it arrived in a fixed time unit. This is a direct but not efficient way. 
Smitha��I.�Kim, and A. L. N.Reddy.[2] provided an algorithm called Least Recent Used 
(LRU). This algorithm can be used to identify long existing and heavy-hitter flows for 
load balance, but it can only maintain flows information in a short time and must refresh 
frequently, and so long flows with large duration will not be kept. C. Estan and G. 
Varghese [4] used two methods to find out long flows: sample and hold and multistage 
filters. And both of them resolve the problem of storing flows information by packet 
sampling efficiently, but they are only used to find out and keep the information of those 
long flows, which take a very large ratio of total traffic (i.e. the flow volume is larger 
than 0.1  of total traffic).  A. Kumar, J. Xu, et al.[7] provided an algorithm called 
SCBF for flow counting, which used limited resource to store all flows’ length informa-
tion with a little errors by sampling. This algorithm applied maximum likelihood esti-
mation (MLE) and mean value estimation (MVE) to estimate the length of every flow. 
C. Estan, G. Varghese and M. Fisk [10] described a bitmap algorithm to take count of 
the flows with different length with little storage resource. But all those algorithms and 
methods do not maintain the detail information for flows, which can satisfy the needs of 
special applications (i.e. load balance, traffic accounting).�

1.2   Main Contribution 

This paper proposes a long flows counting and identification algorithm called Multi-
granularity Counting Bloom Filter (MGCBF) based on standard bloom filter accord-
ing to the study of flow distribution and characteristics in detail. This algorithm has 
the features of adaptability and expansibility because a threshold value can be set 
according to different usages. And the MGCBF takes advantage of the heavy-tailed 
distribution of flow length in Internet backbone, and uses a new structure to store 
flows information, which can save the resource dramatically. This algorithm does not 
maintain the flow information whose length less than the threshold, and its resource 
usage is less than other prevalent algorithms [1][11] that kept the flow information. 

2   Flow Identification and Statistics Based on MGCBF 

This Section provides the prototype of MGCBF based on introducing the standard 
bloom filter. And  the improving model of MGCBF introduced following can de-
crease its complexity and increase its precision. In the end of this section we will 
analyze the performance and error rate of this algorithm. 
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2.1   MGCBF Prototype  

For large datasets querying, the time and space complexity are main problems that 
need to be solved [4][8][9]. MGCBF provided by this paper operates iceberg query to 
the datasets which items frequencies follow a heavy-tailed distribution. It employs a 
serial of CBFs (MGCBF={cbf0,cbf1, …, cbfh-1}) which use different count spaces 
(C={1,c1,c2, …, ch-1}) to count the frequency of different items in the set.The proto-
type of this algorithm is introduced as following: 

1) When an item x wanted to add into MGCBF, the counters at positions h1
0(x), 

h2
0(x), …, hk0

0(x) in vector V0 increase 1. ( V0 is the vector of MGCBF’s first 
CBF, cbf0. h1, h2, …, hk0 are the hash functions in cbf0. Without the loss of gener-
ality, we suppose h1

0(x) h2
0(x) … hk0

0(x)). 
2) Then check the value h1

0(x). If h1
0(x)=c1, the counters at positions h1

0(x), h2
0(x), 

…, hk0
0(x) decrease c1, then values in the counters change to 0, h2

0(x)-c1, …, 
hk0

0(x)-c1; the counters at positions h1
1(x),h2

1(x), …, hk1
1(x) in V1 which is the 

vector of cbf1, that means h1
1(x)+1, h2

1(x)+1, …, hk1
1(x)+1. 

3) And then check the value h1
1(x). If h1

1(x)=c2, we operate the same action as 2) in 
cbf1 and cbf2. And the check does not stop until there is no carrying or the cbfh 
are checked. If we suppose the set of counters’ minimum value which is set by an 
item x is M(x)={min0(x),min1(x), …, minh-1(x)} then the frequency of x in S is: 

Counter(x) = min0(x)+min1(x)*c1+ …+ minh-1(x)* 1
1

−
=Π h

i ci                 (1) 

The flow length follows a heavy-tailed distribution in Internet [2][3][4], which 
means very few long flows take most network traffic. And so it is more efficiency that 
we use the MGCBF algorithm to replace the traditional counting methods. 

 

 

Fig. 1. Long flow information statistics model based on MGCBF  

Fig. 1 illustrates the long flow information statistics model based on MGCBF. The 
data structure of MGCBF in the upside of this figure is used to maintain the packet 
number of every active flow, and the downside of this figure describes the data struc-
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ture used to maintain the flow information by a hash table and several link tables. As 
a packet incoming, this structure upside creates a new flow or refreshes length of the 
flow which this packet belongs to; if a particular flow’s number is bigger than the 
threshold, the flow number and other information (flow id, duration etc.) will be 
pushed into the downside structure. 

Using a prearranged threshold for flow length, this algorithm can maintain all 
kinds of flows information, whose length are bigger than 1 packet. With reducing of 
the threshold value, the stages of MGCBF are reducing, and this will reduce the 
spending of this algorithm. When the threshold is reduced to a value small enough 
(i.e. threshold 10), MGCBF will degrade to CBF.  

2.2   Optimizations 

Because the number of different items in the set is very large while the volumes of 
MGCBF’s vectors are small relatively, the conflictions of hash functions in MGCBF 
are inevitable. This section will introduce two methods to improve the performance 
and reduce the error rates of this algorithm. 

(1) Periodical Refreshing 
When the items number of a set is very large (i.e. the packets number measured in 
some point in 24 hours), the volume of the set space V is too large to be stored in the 
memory of a measurement system when MGCBF is employed to analyze this set. 
Even though the measurement system can maintain this huge structure, it can’t be 
applied because of the low cost performance. 

The set S is divided into several subsets using a method called periodical refresh-
ing, S={S1,S2,…,Sγ}, and that means the original set space is divided γ equal sub-
space. For every subset Si, we use MGCBF to calculate and statistical analysis. When 
the first subset is finished, we initialize the MGCBF structure for next subset but 
unchanged the down structure in Fig. 1. Because in flow measurement the subsets are 
defined by the packets passing from a measurement points in the network for a fixed 
period, this method is called periodical refreshing. The cost of this method is break-
ing the relationship between the subsets Si and Si+1, which may introduces errors to 
the measurement and increases the costs of calculation. The error analysis and calcu-
lation cost are illustrated in Sect. 2.4. 

(2)   Recurring Minimum 
About the original errors coming from Bloom Filter, B.Bloom illustrated them in 
detail as he introduced his algorithm in [5]. The following is the probability error of 
Bloom Filter when the input and the parameters of Bloom Filter are fixed.  

m/n=8  k=6  E=0.0215 
m/n=12  k=8  E=0.00314  

Recurring minimum method proposed by Cohen [6] uses an affiliated CBF called 
CBFt to reduce the progressing counting errors. An example presented in [6] shows 
that ERM<E/18 when the parameters are set as following: k=5, n=1000, m/n= 
k*ln(2)=0.7k, ms=m/2 (ms is the vector space of the CBFt). It is to say that the error 
probability can be reduced to 1/18 by using the recurring minimum method, which 
only increase 1/2 storage space and 1- P(Rx) calculating cost.   
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On realization of Long flow information statistics model by MGCBF, only the 
high-stage CBFs using recurring minimum is in the balance of the counting error 
influence and the compute complexity.  

2.3   Performance Analysis and Error Estimation of MGCBF 

In this section, we evaluate the algorithm efficiency and estimate the probability er-
rors of the long flow information statistical model by introducing MGCBF used in 
this model. The maximal counting value in MGCBF is the threshold denoted long 
flow because when the counting value of some flow is added to the threshold, it will 
be submitted to downside structure illustrated in Fig. 1. But it can be proved that this 
above analysis will not lose its generality if only the items sequence in the set needed 
checking follows heavy-tailed distribution. 

(1)  Performance   
Firstly, we suppose that flows information whose packet number bigger than 1000 
(Threshold=1000) needs to gather. Considering the performance and costing, we set 
the MGCBF two stages (h=2), and the second stage CBF uses recurring minimum 
method to reduce the error probability. Because the flows whose length is smaller 
than 16 packets take above 90 percents of total flows [3]. If the first stage CBF used 
the counter whose maximum value is 16 (c1=16), the second stage CBF vector V2 can 
be as small as 1/10 of the first stage CBF vector V1. Referring to§2.2 equation (1) and 
with the parameters: Threshold=1000, c1=16, we can calculate the value c2=64 by 
MAX(min1)=(Threshold-min0)/c1 = (1000-16)/16=61.5<64=26. According to the sug-
gestion L. Fan, P. Cao, et al. proposed in [11], when a serial of unrepeated items in-
sert into one CBF, if the counter length is set to 4 bit, the possibility of counter over-
flowing by adding can be ignored.    

Pr(max(c) 16)  1.37×10-15×m 

the left-side of inequation means the possibility of counter overflowing, m is the vec-
tor space. Then we can define the counter volume of first-stage CBF is log2(16)+4=8 
bit, and the counter volume of second-stage CBF is log2(2

6)+4=10 bit, then we can 
calculate the space of MGCBF structure in the next equation.  

MMGCBF=8×m1 10×m2 1/2×(10×m2)=9.5m1 

While using traditional CBF to store the flow number information, the space needed 
can be calculated as following: 

MCBF = (log2(1000)+4)m1=14m1 

When we set threshold 1000, MGCBF can save 1/3 storage space than CBF; and 
when the threshold changes to 65536, the space saving ratio will change to 1/2. The 
storage space needed is reducing rapidly as the threshold increasing because of the 
heavy-tailed distribution of flow length.  

We suppose that cbf1 will refresh every c1 packets coming on average. We denote  
as the time for inserting and/or extracting an item from the CBF, and then we can 
deduce that the mean calculating time for every packet in this MGCBF fitting with 
two-stages is MGCBF< 0 1/c1× 1 . For assuring the precision of CBF in high-stage, we 
set the parameter k1= k0>k0; And the calculation complexity introduced by using 
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recurring minimum in cbf1 is about 20% [6], that means 1=1.2 0. Then we can de-
duce the calculation costing of every packet in MGCBF is MGCBF<(1+1.2 /c1) 0. 
When the parameters are set as following c1=16, =4/3, we can get the re-
sult MGCBF<1.1 0 , which means that every packet increases only 1/10 calculation 
costing on average. It is also can be proved that the increasing scope of calculation 
costing decreases with the stages of MGCBF increasing.  

(2)   Error Analysis 
The errors in flow statistical model used MGCBF can be divided into two types: (1) 
the error of MGCBF; (2) the error introduced by periodical refreshing.  

The error ratio of the MGCBF algorithm can calculate individually in different 
stages: cbf0 set as E0, cbf1 set as E1. It only introduces error ratio E1 in the cbf1 of this 
MGCBF compared with traditional CBF. The error ratio increase about 1/288 when 
we compare the error ratio of MGCBF with that of CBF in the same scale because the 
total error ratio of MGCBF can be denoted as this equation: E0+1/c1*E1. And so we 
can conclude that the MGCBF error probability is determined by its first stage (cbf0). 
The error probability of high stages can be dismissal. 

The measurement errors caused by the periodical refreshing is mainly caused by 
the truncation of the long flows whose lengths are bigger than threshold but not reach-
ing the threshold, denoted as Et. It may cause some long flows or partial packets of 
long flows being discarded. If we suppose the long flows incoming rates is not chang-
ing badly, the discarded long flows number will be determined by the threshold, 
flows’ rate and flows’ timeout value. The long flows whose rate is v takes η percents 
of total flows, the flows number in time unit is s’, flows timeout is To, then we can 
deduce the probability flows number that is influenced:  

=

=
n

i

To

if dtsts
1

0

' ')(η  

ηi(t) is the percents of flows in total flows whose rate is vi<threshold/(To-t). For most 
long flows, ηi(t) is a very small value at To-t<<To, and ηi(t) is almost 0 when this 
condition is changed. Then we can conclude that sf’<<(s’*To). In Sect. 3, the experi-
ments using different TRACEs prove that the second type errors caused by periodical 
refreshing cannot be larger than 1%. The periodical refreshing method proposed by 
this paper can reduce the storage space dramatically by the costing of little compute 
complexity and  little flow identification precision. 

3   Experiments 

The datasets used by the experiments are the TRACEs gathered from the CERNET 
backbone in different time: CERNET1 and CERNET2.  

Table 1. Flow length distribution of the TRACEs 

 
Total flows num-

ber 
Long flows number 
(threshold =1000) 

percentage 

CERNET1 17164783 30316 0.17% 

CERNET2 59987620 80850 0.13% 
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The experiment results show that, the error probability difference between 
MGCBF and CBF in the long flow information maintenance and the flow number 
storage is no more than 1% (CERNET1 is 0.26%, and CERNET2 is 0.81%). This 
difference is caused by periodical refreshing and second-stage CBF, for the latter we 
can estimate this probability by calculating, and then we can get the error caused by 
periodical refreshing. The error probability difference between MGCBF and classical 
flow information method is about 2% (CERNET1 is 1.6%, and CERNET2 is 1.3%), 
so we can also estimate the error probability caused by the first-stage CBF in 
MGCBF. 

     

Fig. 2. The contraction of long flows distribution using different measurements 

The experiment results illustrate that the long flows measurement based on 
MGCBF can improve the efficiency of flow information maintenance and save the 
storage space with little flow number measurement errors. 

The method using the CBF takes more space in vector V for maintaining the flow 
information and it will increase as the incoming packet number increasing. Using 
classical flow maintenance method, it needs at least 29.05*106 bytes to store the flow 
information; And using CBF method, the space is comprised of two parts: CBF vector 
space and flow information maintenance space, and it needs 224.03*106 bytes; While 
using MGCBF method, it only needs 19.32*106 for storing. The difference in struc-
ture between MGCBF and CBF makes MGCBF save only 34  space. The large dif-
ference in space between these methods we applied mainly caused by the periodical 
refreshing, which divides the dataset into several subsets and tackles them separately. 
Because calculation complexity of hashing is much less than that of numerical com-
parison, CBF and MGCBF are better than the traditional flow maintenance method in 
calculation complexity. And MGCBF’s performance is much better than CBF  when 
the distribution of items frequecy in the dataset follows heavy-tailed. 

4   Conclusion and Future Work 

This paper presents a long flow statistical and maintaining model based on MGCBF 
according to characteristics of flow length’s heavy-tailed distribution in networks. 
This model can reduce the resource dramatically with little calculating cost, and main-
tain the flow information without losing the integrality of long flow information 
which does not exist in other flow length distribution and estimation algorithms. Fur-



 A New Algorithm for Long Flows Statistics—MGCBF 119 

ther more, this model also has excellent expansibility to maintain all flow information 
whose length is longer than 2 packets. And this model can also be widely used in 
other related domains if the frequency of items in the datasets follows heavy-tailed 
distribution.  
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Abstract. Packet sampling has become an attractive and scalable
means to measure flow data on high-speed links. Passive traffic mea-
surement increasingly employs sampling at the packet level and makes
inferences from sampled network traffic. This paper proposes a maxi-
mum probability method that estimates the length of the corresponding
original flow from the length of a sampled flow. We construct the prob-
ability models of the original flow length distributions of a sampled flow
under the assumptions of various flow length distributions, respectively.
Through recovery analyzing with different parameters, we obtain a con-
sistent linear expression that reflects the relationship between the length
of sampled flow and that of the corresponding original flow. Furthermore,
after using publicly available traces and traces collected from CERNET
to do recovery experiments and comparing the experiment outcomes and
theoretic values calculated with Pareto distributions, we may conclude
that the maximum probability method calculated by using the Pareto
distribution with 1.0 can be used to estimate original flow length in the
concerned network.

1 Introduction

With the rapid increase of network service types and user number, measuring the
volume of network traffic and network performance is becoming more difficult.
Packet sampling has become an attractive and scalable means to measure flow
data. Sampling entails an inherent loss of information. There are some studies
in [1-4] that use statistic inference to recover information as much as possible.
However, to our knowledge the above studies are not available to estimate length
of the original flow by the given sampled flow length. The original flow length
is very important for many applications, e.g., Resources Required for Collecting
Flow Statistics, Characterizing Source Traffic and Determining thresholds for
setting up connections in flow-switched networks. This paper proposes a Maxi-
mum Probability (MP) method that estimates the length of the corresponding
original flow from the length of a sampled flow. This method is simple to calcu-
late and easy to implement. The main contributions of this paper include:

1) Maximum Probability (MP) method that estimates the length of the cor-
responding original flow from the length of a sampled flow is proposed.

V.N. Alexandrov et al. (Eds.): ICCS 2006, Part IV, LNCS 3994, pp. 120–127, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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2) A linear expression that reflects the relationship between the length of
sampled flow and that of the corresponding original flow is obtained. Although
they are different for different Pareto parameters, the differences are very small.

3) We conclude that the value calculated by using the Pareto distribution
with 1.0 can be used to estimate original flow length in the concerned network.

The rest of this paper is organized as follows. In the next section, we re-
view some elementary concepts on flow and sampling. In Section 3 we construct
the probability models of the original flow length distributions of a sampled
flow under the assumptions of various flow length distributions, respectively.
In Section 4, we propose the Maximum Probability (MP) method and com-
pare the estimating results of uniform distribution, Pareto distributions and
empirical distributions. We conclude with some a summary our contributions in
Section 5.

2 Some Elementary Concepts

There are a number of different ways to implement this, e.g., independent sam-
pling of packets with probability p = 1/N , and periodic selection of every Nth
packet from the full packet stream. In both cases we will call N the sampling
period, i.e., the reciprocal of the average sampling rate. Although the length dis-
tributions by random and periodic sampling can be distinguished, the differences
are, in fact, sufficiently small [2].

Definition 1. A flow is defined as a stream of packets subject to flow specifica-
tion and timeout.

When a packet arrives, the specific rules of flow specification determine which
active flow this packet belongs to, or if no active flow is found that matches
the description of this packet, a new flow is created. In this paper, the flow
interpacket timeout is 64 seconds. A general flow is a stream of packets subject
to timeout and having the same source and destination IP addresses, same source
and destination port numbers (not considering protocol). In this paper, we will
use the term original flow to describe the above flow. A flow length is the number
of packets in the flow.

Definition 2. A sampled flow is defined as a stream of packets that are sampled
at probability p = 1/N from an original flow.

3 Probability Distribution of Original Flow Length

In this paper, sampling probability is p = 1/N . For a specific original flow F ,
let XF denote the number of packets in F , YF denote the number of packets in
the sampled flow from F . The conditional distribution of YF , given that XF = l,
follows a binomial distribution

Pr[YF = k|XF = l] = Bp(l, k) =
(
l
k

)
pk(1 − p)l−k.
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For an original flow F , let Pr[YF = y,XF = x] denote the probability of XF = x
and YF = y, by the conditional probability formula,

Pr[XF = x|YF = y] =
Pr[YF = y,XF = x]

Pr[YF = y]
=
Pr[YF = y|XF = x]Pr[XF = x]

Pr[YF = y]
(1)

and by the complete probability formula, we obtain:

Pr[YF = y] =
∞∑

i=y

Pr[YF = y|XF = i]Pr[XF = i] =
∞∑

i=y

Bp(i, y)Pr[XF = i]

(2)

3.1 Uniform Distribution

Suppose original flows lengths satisfy uniform distribution, that is, Pr[XF =
k] = Pr[XF = k + 1], for all k = 1, 2, · · ·. Moreover,

∞∑
i=k

Bp(l, k) =
∞∑

i=k

(
l
k

)
pk(1 − p)l−k = 1/p = N

hence Pr[YF = y] =
∞∑

i=y

Bp(i, y)Pr[XF = i] = Pr[XF = y]
∞∑

i=y

Bp(i, y) =

Pr[XF = y]/p, so Pr[YF = y|XF = x] = pBp(x, y) and we obtain the following
results:

Lemma 1. The probability that a sampled flow of length k is sampled from an

original flow of length l is Pr[XF = l|YF = k] =
(
l
k

)
pk+1(1 − p)l−k, l =

k, k + 1, · · · .
Let a1 = Bp(l,k)

Bp(l−1,k) = 1 + kN+1−l
(l−k−1)N . For l ≤ kN , since a1 > 1, hence Bp(l, k) is

increasing as l increases. For l > kN+1, since a1 < 1, hence Bp(l, k) is decreasing
as l increases. At l = kN+1, a1 = 1 means that Bp(l, k) is maximized at l = kN
and l = kN + 1. We have

Lemma 2. The probability Pr[XF = l|YF = k] is maximized at l = kN, kN+1.
It is increasing as l increases for l < kN + 1 and decreasing as l increases for
l > kN + 1.

3.2 Pareto Distribution

Assume original flow lengths satisfy Pareto distribution. Its probability mass
function is

Pr[XF = x] = βαβ/xβ+1, α, β > 0, x ≥ α (3)

where β is called Pareto parameter. Hence Equation (2) can be written as:

Pr[YF = y] =
∞∑

i=y

Bp(i, y)βαβ/iβ+1, y ≥ α
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Lemma 3. Under the assumption that original flow lengths satisfy Pareto dis-
tribution, the probability that a sampled flow of length y(≥ α) is sampled from
an original flow of length x is

Pr[XF = x|YF = y] =
Bp(x, y)/xβ+1

∞∑
i=y

Bp(i, y)βαβ/iβ+1
.

4 Maximum Probability Method (MP)

The purpose of the Maximum Probability method (MP) is to estimate the length
of the corresponding original flow from the length of a sampled flow. The point we
are trying to make is that MP estimates the length of the original flow according
to maximum probability. MP contains three steps:

i) Computing probability. Given a sampled flow with fixed length k, compute
Pr[XF = l|YF = k] for l = k, k + 1, · · ·.

ii) Finding maximum probability. Define mp = max
l≥k

{Pr[XF = l|YF = k]}.
iii) Estimating length. Let l = min

l
{mp = Pr[XF = l|YF = k]}, we write our

estimate of the length of the original flow as l.
Below we apply the MP method to different flow length distributions.

4.1 Uniform Distribution

Let the length of original flows be uniform distribution. By Lemma 2, we can
use MP to obtain a linear expression as

XF =
YF

p
(4)

where XF is the estimate of the length of the original flow, YF is the length of
the sampled flow, p is sampling probability. The estimates of the original flow
lengths for p = 0.1, 0.05, 0.01 are shown in Figure 1(a). From this figure we can
observe the linear relationship between the length of original flow and that of
sampled flow under uniform distribution.

4.2 Pareto Distribution

Let the length of original flows be Pareto distribution. By Lemma 3, we can
compute the results with β = 0.5, 0.75, 1.0, 1.5, respectively, and obtain an ex-
pression that reflect the relationship between the estimated length of the original
flow and the sampled flow length as

XF =
YF

p
− n(p, β) for YF ≥ 1/p (5)
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Fig. 1. (a) MP estimate of original flow length under uniform distribution. (b) MP
estimate of original flow length under Pareto distribution.

where XF is the estimate of the length of the original flow, YF is the length of
the sampled flow, p is sampling probability, n(p, β) is a positive integer involv-
ing p and β as defined in following subsection. In Figure 1(b), with sampling
probability p = 0.1, and Pareto parameter β = 0.5, 0.75, 1.0, 1.5, respectively,
we can observe that, for a sampled flow with fixed length YF , XF is increasing
as β decreases. It is minimized at β = 1.5, maximized at β = 0.5 , medial at
β = 1.0. Though there are differences for different parameter, the estimates show
very similar tendencies for all parameters. Therefore, we may conclude that XF

calculated by using the parameter β = 1.0 can be used as approximations under
unknown parameter values in the concerned network.

4.3 Finite Pareto Distribution

In the concerned network, due to constraint of measurement time, the lengths
and numbers of flows all are finite. Let M denote the maximum original flow
length in an original flow distribution, the probability density function in Equa-
tion (3) is

Pr[XF = x] = γ/xβ+1, x = α, · · · ,M. (6)

where γ = βαβ

M∑
x=α

βαβ/xβ+1
, 0 < γ < 1. Equation (6) can be extended so that β can

be extended to real field, that is, β can be zero and negative. We call Equation
(6) extended Pareto distribution. For β = 0, Equation (6) is

Pr[XF = x] = γ/x, x = α, · · · ,M. (7)

For β = −1, Equation (6) is

Pr[XF = x] = γ, x = α, · · · ,M. (8)

Equation (8) is uniform distribution, therefore we call uniform distribution as
degenerate Pareto distribution.

We now consider how the finite constraint impacts the conditional probability.
Due to the constraint of finite number of flows, the conditional probability in
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Lemma 3 is written by

PrM [XF = x|YF = y] =
Bp(x, y)/xβ

M∑
i=y

Bp(i, y)/iβ+1

(9)

Obviously PrM [XF = x|YF = y] = ρ(y)Pr[XF = x|YF = y], where ρ(y) =
M∑

i=y

Bp(i,y)/iβ+1

∞∑
i=y

Bp(i,y)/iβ+1
< 1 is a function with variable y. Hence, for a fixed y, the above

two probabilities are maximized at the same x. Therefore Equations (4) and (5)
are still valid, we rewrite them as consistent form

XF =
YF

p
− n(p, β) for YF ≥ 1/p (10)

where XF is the estimate of the length of the original flow, YF is the length
of the sampled flow, p is sampling probability, n(p, β) is a binary function with
variables p and β whose value domain is integer set. Here n(p, β) is a binary
function with variables p and β whose value domain is integer set. Function
n(p, β) has the following properties:

1) It is a monotone decreasing function on variable p, that is , for fixed β, is
decreasing as p increases.

2) It is a monotone increasing function on variable β, that is , for fixed p, is
increasing as β increases.

3)n(p,−1) = 0, for any p(0 < p < 1)
For example, n(0.1,−1) = 5, n(0.1, 0) = 10, n(0.1, 0.5) = 14, n(0.1, 1.0) =

18, n(0.1, 1.25) = 21, n(0.1, 1.5) = 23, n(0.1, 2.0) = 27, n(0.1, 3.0) = 36.

4.4 Comparing for Different Distributions

We use six traces to verify the MP method. The first three traces [5], all contain-
ing packets during a 10 minute period, were collected with a Dag3.2E 10/100
MBit/sec Ethernet card at the outside of the firewall servicing researchers at
Bell Labs via a 9 MBits/sec link to the Internet in May 2002. The other three
Traces, either of which contains packets during a 10-minute period too, were col-
lected at Jiangsu provincial network border of China Education and Research
Network (CERNET) in disjoint time interval on April 17, 2004. The backbone
capacity is 1000Mbps; mean traffic per day is 587 Mbps. For each trace, we sam-
ple at p = 0.1, 0.05, 0.01 respectively. Then we use MP to estimate the length
of original flow. We find the estimated lengths are very close at same sampling
probability for the six traces. For clear display, we only show the estimates in
three experiments at sampling probability p = 0.1 in Figure 2(a). As shown in
Figure 2(a), the estimates are very close.

Figure 2(b) illustrates the estimates for uniform distribution, Pareto distribu-
tion (β = 1.0) and Experiment 1(For first trace, sampling at p = 0.1, then we use
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Fig. 2. (a) MP estimate of original flow length under empirical distribution. (b) Com-
paring MP estimates of original flow length under different distributions.

Fig. 3. (a): Comparing MP estimates of original flow length under empirical distribu-
tions and Pareto distribution. (b) Probability distribution of original flow length, given
length 10 of sampled flow at sampling probability p=0.1.

MP to estimate the length of original flow. Similarly Experiment 2 for the third
trace, Experiment 3 for the fifth trace). We can observe that the estimates for
uniform are slightly big but the estimates for Pareto distribution with β = 1.0 fit
those for Experiment 1 very well. From Figure 3(a), we can see that the estimate
results of several experiments all move up and down at the point of estimate for
Pareto distribution β = 1.0. Therefore we can use the Pareto distribution with
β = 1.0 as theoretical distribution of the three empirical distributions.

4.5 Difficulties and Applications

When we use MP to estimate the original flow length of a sampled flow, we must
find the one that makes the probability maximized. However, the maximized
probability sometimes is still very small. For example, consider a sampled flow
with length 10 at sampling probability 0.1. We calculate the probability by using
Pareto distribution with 1.0 to estimate its original flow length. Figure 3(b)
displays the probability distribution of the original flow length of the sampled
flow. Within it we can observe that the probability at length 82 is maximized
with value 0.0147. Although 0.0147 is maximum value, it is too small. It reflects
the difficulty and uncertainty associated with an estimate. To improve certainty,
we can estimate the confidence interval for original flow length subject to interval
width (as small as possible). Suppose that the estimated length may fall into an
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interval with width 70, we can sum for some values and obtain a maximum
probability Pr[51 ≤ x ≤ 120|y = 10] = 0.800017. Therefore, we can use MP to
estimate the boundary of length for a specific flow.

5 Conclusions

This paper proposes a naive method (MP) to estimates original flow length from
the sampled flow. For different Pareto parameters, we obtain a consistent linear
expression that reflects the relationship between the length of sampled flow and
that of the corresponding original flow. In the concerned network, the length
distributions of flows collected in any time interval do not satisfy Pareto distri-
butions with fixed parameter strictly, but they can follow a Pareto distribution
with parameter in interval [0.5, 1.5] approximately. The value 1.0 is the middle
value of interval [0.5,1.5] exactly. Theory analysis and experiment results show
that it is a reasonable choice using parameter 1.0 to calculate at the condition
of unknown parameter value.
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Abstract. An Easily-implemented Adaptive Packet Sampling (EAPS) is pre-
sented in this paper, which overcomes the shortcoming of NetFlow and Adap-
tive Netflow. EAPS is easy to be hardware-implemented and scalable for 
high-speed networks. Additionally, EAPS is automatically adaptive to traffic 
rate under resource constrains, thus it is convenient to be used by network 
operators. Experiments are conducted with the real network traces. Results 
show that EAPS is more accurate than ANF over links with light load or  
traffic fluctuations. 

1   Introduction 

Traffic measurement is the basis of IP network monitoring, management and control-
ling tasks. Particularly, flow-level measurements are widely used for various applica-
tions such as traffic profiling, dominant applications or users tracking, and traffic 
engineering. With the ever increasing speeds of transmission links and volume of 
network traffic, flow-level measurements face the formidable challenges of the scal-
ability issues. On today’s high-speed links, monitoring every packet and recording 
statistics of every flow consume too much resource at the routers or other network 
elements. Packet sampling has been suggested[1-5] to address this problem, which is a 
scalable alternative for network measurement. 

Cisco’s NetFlow[6] which adopts static packet sampling method are widely de-
ployed by most major ISPs and becomes the most popular flow measurement solution. 
Though the wide deployment of NetFlow is a proof of its ability to satisfy the impor-
tant needs of network operators, it has several shortcomings[5]: during flooding attacks, 
resource consumed by flow records may increase beyond what is available; selecting 
the right static sampling rate is difficult. Estan et al. proposed Adaptive Net-
Flow(ANF)[5] to address the problems of NetFlow. When the traffic volume increases, 
ANF can dynamically decrease the sampling rate until it is low enough for the flow 
records to fit into flow cache memory. However, the renormalization algorithm 
adopted by ANF is complex and heuristic, which hinder it from the implementation by 
hardware. Therefore, ANF itself may become the processing bottleneck when the link 
speed exceeds OC-48(2.5Gpbs). Furthermore, the maximal sampling rate of ANF 
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(about 1/35) is computed under worst case conditions, but it is suboptimal and less 
accurate in the light loaded conditions. Additionally, once the sampling rate used by 
ANF is reduced, it can not increase again in one measurement bin. Consider the cases 
that the traffic rate fluctuates in the measurement bin: the traffic load is high in the 
fore-half bin, so ANF adopts small sampling rate; but as the traffic load decrease, ANF 
can not increase its sampling rate again. Thus ANF becomes less accurate when the 
traffic load decreases during the measurement bins.  

In order to overcome aforementioned shortcomings of ANF, an Easily-implemented 
Adaptive Packet Sampling EAPS is proposed in this paper for flow measurement. With 
measurement buffer, EAPS samples a fixed number of packets in every measurement 
interval by adopting a reservoir sampling method. Since the number of sampled pack-
ets is constant in every measurement interval, the sampling rate of EAPS automatically 
decreases with the increasing of traffic rate. On the contrary, the sampling rate will 
automatically increase when the traffic rate decreases. Furthermore, the flow cache 
memory and bandwidth consumption is also constrained by the size of the measure-
ment buffer 1. Therefore, EAPS is robust during flooding attacks. We also show the 
upper-limit of the relative standard deviation of EAPS estimation through theoretical 
analyses. With the experiments of real network traces, the result demonstrates that 
EAPS is more accurate than ANF over links with light load or traffic fluctuations.  

The rest of this paper is organized as follows. Section 2 describes the methodology 
of EAPS. Section 3 proposes the estimation error. In Section 4, EAPS is compared to 
ANF using real flow traces. Finally, the paper is concluded in Section 5. 

2   Methodology of EAPS 

In this section, we will discuss the sampling and estimation methodology of EAPS. 
NetFlow uses four rules to decide when a flow has ended which then allows the corre-
sponding record to be exported: 1) when indicated by TCP flags (FIN or RST), 2) 15 
seconds(configurable) after seeing the last packet with a matching flow ID, 3) 30 min-
utes (configurable) after the record was created (to avoid staleness) and 4) when the 
flow cache is full. As shown in [5], most traffic analysis tools divide the traffic stream 
into fixed analysis bins. Unfortunately, NetFlow records can span bins, causing unnec-
essary complexity and inaccuracy for traffic analysis. Just as ANF, EAPS divide the 
NetFlow operation into short bins so that the bins used by traffic analysis are exact 
multiples of the measurement bins. Differing from ANF, EAPS retains Netflow’s four 
rules during the measurement bins, but terminates all active flow records at the end of 
each measurement bin. In our experiments we used the more challenging one minute 
size for the measurement bin. �

2.1   Random Sampling Algorithm with a Reservoir 

Since the size of measurement buffer n is limited, EAPS can not record all the packets 
arrived within one measurement bin and then do sampling process. It must do sample 
at the same time one packet arrives. However, the challenging problem is how to select 
                                                           
1 Our resource consumption controlling method is like to that of [7]. But our sampling is packet 

sampling at measurement point in stead of flow sampling at the collector of flow records[7]. 
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a random sample of n packets from N successively arriving packets, where the value of 
N is unknown beforehand. This can be solved by reservoir random sampling algorithm 
in literature [8]. The naive algorithm work as follows: the first n packets arrived are 
stored in the reservoir and became the sample candidates; when the tst (t>n) packet is 
arriving, it has a n/t probability of being a sample candidate, if it became a candidate, it 
will randomly replace one candidate in the reservoir. It is easy to see that the resulting 
set of n candidates in the reservoir forms a random sample of the first t packets. The 
computing complexity of this algorithm is O(N), where N is the total number of pack-
ets arrived in one bin. In [8], Vitter proposed algorithm Z with the much less complex-
ity )))/log(1(( nNnO + . EAPS will adopt algorithm Z which is easy to be implemented 
by hardware with higher efficiency. 

2.2   Design of Measurement Buffer 

In order to further reduce the size of measurement buffer, we divide the measure-
ment bin into m fixed intervals, and do reservoir sampling in each interval. In our 
scheme, the measurement buffer is divided into two reservoirs: reservoir A and B. 
As shown in figure 1, in the ith interval, when flow measurement software reads 
sampled packets from reservoir A to update flow entries, the packet arriving from 
network is buffered in another reservoir B. And in the (i+1)th interval, the function 
of reservoir A and B will be swapped ,and so on. The sampling will be done by the 
hardware implemented Algorithm Z.  

In fact, only parts of packet fields (about 21 bytes) are needed to store in the meas-
urement buffer for flow measurement, including TOS, packet length, protocol, source 
IP address, destination IP, source port, destination port, TCP flags, timestamp, and etc. 
For a reservoir containing 12000 packets information, a 3.85Mbit  SRAM is needed, 
which is easily implemented by today’s semiconductor technology. 

 
 

 

Fig. 1. Design of measurement buffer in router line card 

2.3   Estimation Methodology 

Denote m intervals in one measurement bin by mttt ,...,, 21 . In the interval ),...,2,1( miti = , 

denote a flow appeared by ,...)2,1( =kfk  and the total number of packets arrived of all 

flows by iN . Since the number of sampled packets in the reservoir is constant n, the 

sampling rate in this interval is iNn / . For a flow kf  in interval it , let k
iN  be the num-
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ber of packets belonging to it; and denote the jth packet of the flow by ),...,2,1( k
i

k
ij Njp =  

and its packet size by k
ijx . Similarly, denote the number of sampled packets belonging 

to flow kf  by k
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3   Estimation Error  

In this section, we firstly prove that kx̂  and kN̂  is the unbiased estimation of k
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Lemma 1. Let k
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Theorem 1. Consider a flow kf , kN̂  is an unbiased estimation of kN . 

Proof. From equation (2) and Lemma 1, k
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Theorem 2. Consider a flow kf , kx̂  is an unbiased estimation of kx . 

Proof. Suppose k
in  packets belonging a flow kf  are sampled during interval it . From 
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Theorem 3. For each flow kf , the standard deviation of kN̂  is up-bounded 
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Theorem 4. For each flow kf , the standard deviation of kx̂  is up-bounded by 

max

1
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N
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kk µ , where maxb  is the maximal size of IP packet, N is the total packet 
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 Easily-Implemented Adaptive Packet Sampling 133 

Proof. From formula of variance of the sample mean in simple random sampling[9], 
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4   Experiment Results and Analysis 

In our experiments we use real network traces from OC-48 links collected by 
CAIDA[10] project2, and ten one-minute datasets were adopted. We run EAPS over 
these datasets using different parameters settings, including buffer size of 6k, 12k, 
18k and 24k, and measurement interval of 6, 12 and 20 seconds.  For same parameters 
settings, we run EAPS for 27 times. 

4.1   Experiment Results of EAPS  

Firstly, the relative estimated error of packet number is computed and shown in figure 
2.a. We can see that the points are symmetrically distributed around coordinate y. 
Thus, the estimation is unbiased in accordance with theorem 1.  

In practice, it is convenient for network analysis to aggregate individual flows into 
aggregate flow. In this paper, we define individual flows with same port number as an 
aggregate flow.  As shown in figure 2.b, the upper line is the upper-limit of relative 
error given by theorem 3, and the spanned points below the line are the results of dif-
ferent experiments. This conforms to theorem 3.   

For space limit, we omitted the corresponding traffic bytes results which are similar 
to figure 2.a. or figure 2.b. 

                                                           
2 We thank CAIDA for providing us the real network traces data. 
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(a) 
 

(b) 
 

Fig. 2. Experiment Results of EAPS 

4.2   Comparison with ANF 

We then compare EAPS with ANF proposed in [5]. For same parameter setting, we run 
EAPS and ANF respectively. 

For space limit, we only show the bytes comparison results of EAPS and ANF 
based on two typical Datasets. In Dataset1, the traffic load is relatively light. In Data-
Set2, the traffic load is relatively high, and the traffic rate decreases (fluctuates) during 
the measurement bin. From table 2, we can see that, for both DataSet1 and DataSet2, 
EAPS is more accurate than ANF. It can be explained as follows: in the case of Data-
Set1(on 6s measurement interval), the traffic load is relatively light; and the automati-
cally-adaptive sampling rate of EAPS is about 1/22, while the maximal sampling rate 
of ANF is 1/35; As to DataSet2(on 12s measurement interval), ANF choose a rela-
tively small sampling rate (about 1/200) when the traffic load is high in the fore-half 
bin, and can not increase its sampling rate even when the traffic load decreases in the 
post-half bin; EAPS is automatically adaptive to the changes of traffic rate, it takes a 
sampling rate about 1/55. Thus EAPS is more accurate than ANF over links with light 
load or traffic fluctuations. 

Table 1. Relative Error Comparison of EAPS with ANF 

Aggregate flows HTTP P2P FTP SMTP RTSP HTTPS DNS 

Percent(%) 54.61 12.83 1.74 0.72 0.41 0.33 0.19 
EAPS  0.003 0.009 0.020 0.036 0.054 0.043 0.026 Dataset1 

(6s) ANF 0.007 0.016 0.041 0.070 0.068 0.074 0.048 
EAPS  0.005 0.014 0.031 0.042 0.073 0.059 0.046 Dataset2 

(12s) ANF 0.009 0.022 0.039 0.081 0.077 0.081 0.050 

5   Conclusion 

Adaptive NetFlow(ANF) has been proposed to overcome the shortcoming of Cisco’s 
NetFlow by dynamically adjusting the sampling rate. However, the renormalization 
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algorithm adopted by ANF is difficult to be implemented by hardware, thus it is not 
scalable for higher speed links. In this paper, an Easily-implemented Adaptive Packet 
Sampling (EAPS) is presented. Compared with ANF, EAPS is easier to be hardware-
implemented and used, as well as automatically adaptive to traffic rate with certain 
resource consumption. With the real network traces, the experiments demonstrate that 
EAPS is more accurate than ANF over links with light load or traffic fluctuations. 
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Abstract. The next generation backbone networks, optical IP/MPLS
networks, enable increasingly higher volumes of information to be trans-
ported. In this network architecture, a fiber failure can result in a loss
of several terabits of data per second and leads to multiple failures in
the upper network layer. Thus, the ability of the network to maintain
an acceptable level of reliability has become crucial. In this paper, a dy-
namic cooperation between packet and wavelength switching domain is
considered in order to provide protected paths cost effectively. A new
multi-layer routing scheme that incorporates recovery mechanisms in or-
der to guarantee connectivity against any single fiber failure is presented.

1 Introduction

The use of Wavelength Division Multiplexing (WDM) optical network technology
in core network combined with IP/Multi-Protocol Label Switching (MPLS) for
offering traffic-engineering capabilities has been selected as a suitable choice
by many Internet Service Providers (ISPs) [1]. In particular GMPLS offers the
instruments for traffic engineering, constraint-based routing and many other
services required by future Internet applications in this network architecture [2].
Many of these applications, like e-business critical transactions, require high
reliability and QoS guarantees from the network. However, single fiber failures
occur frequently causing disruptions in the service of affected applications [3].
Moreover, a fiber failure can result in a loss of several terabits of data per second
and leads to multiple failures in the upper network layer at the same time.
Recovery techniques are defined in order to avoid these disruptions and reduce
the failure impact. Thus, the traffic affected by the failure is switched over from
the working path to an alternative/backup path. The selection of both working
and backup paths depends on the skill of the routing algorithm applied and the
current network state.

In this paper, we propose and analyze a multi-layer routing scheme that incor-
porates recovery mechanisms against single fiber failures. A dynamic cooperation
between packet and wavelength switching domain is taken into account in order
to provide protected paths cost effectively. New metrics, such as the equipment
cost, switching granularity and resource consumption are also considered.
� This work was supported by the COST293, the Spanish Research Council (TIC2003-
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2 Recovery Considerations in Multi-layer Networks

2.1 Photonic MPLS Router: Packet Switching Capabilities

Diverse switching granularity levels exist into the optical IP/MPLS network
scenario. From coarser to finer there is fiber, wavelength and packet switching.
The new photonic MPLS routers offer packet and wavelength switching [4]. Thus,
packet Label Switch Paths (p-LSPs) are routed in the optical network through
wavelength paths, called lambda LSPs (λ-LSPs).

For a better utilization of the network resources, p-LSPs should be efficiently
multiplexed into λ-LSPs and then, these (λ-LSPs) should be demultiplexed
into p-LSPs at some router. This procedure of multiplexing/demultiplexing and
switching p-LSPs onto/from λ-LSPs is called traffic grooming [5]. The photonic
MPLS routers have the technology to implement traffic grooming. It consists of
a p number of Packet-Switching Capable (PSC) ports and w number of wave-
lengths [6]. The number of PSC indicates how many lambda LSPs can be de-
multiplexed into this router, whereas the number of wavelengths corresponds
to the number of wavelengths connected to the same adjacent router. Based
on these parameters, a new resource constraint is added to the network. Three
scenarios exists according to p: a) p = 0; b) 0 < p < w and c) p = w. Lets
suppose a network scenario where w is equal to 2. If the value of p is equal
to 0, then the network does not offer packet switching capability at interme-
diate nodes. Thus, the protection should be performed either at the optical
domain and λ-LSP oriented or at the IP/MPLS domain and p-LSP using only
path protection (global). On the other hand, if 0 < p < w, then not all the
wavelengths may be demultiplexed at the intermediate nodes. In this case only
one wavelength may be demultiplexed at intermediate nodes. Therefore, not all
the p-LSP will be able to perform segment/local protection. Finally, when p
is equal to w all the protection strategies, i.e. global, segment and local, are
suitable.

2.2 Routing Algorithms in the Multi-layer Architecture

Routing algorithms can be categorized in static or dynamic depending on the
type of routing information used for computing LSPs. Static algorithms use
network information that does not change with time, meanwhile dynamic algo-
rithms use the current state of the network. In the multi-layer dynamic case, the
λ-LSPs are set up, if necessary, whenever a new p-LSP is requested.

A first framework for dynamic multi-layer routing was proposed by Oki [6].
Oki proposed different policies to allocate the packet LSPs to an existing lambda
LSP. If the lambda LSP is not available then either 1) a sequence of existing
lambda LSPs with two or more hops that connects the source and destination
nodes are selected or 2) a new one-hop lambda LSP is established and selected
as the new packet LSP. The main drawback of these policies is that the network
connectivity is not guaranteed. An example is shown in Fig. 1. Lets suppose that
a new packet LSP between the nodes (1,3) is requested and a new lambda LSP
(1,2,3), i.e. the λ-LSP1, is set up according to the routing policies presented
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Fig. 1. Loss of connectivity at IP/MPLS domain due to a single link failure

by Oki [6]. In this example, both policies presented by Oki give the same re-
sult. The same procedure is applied to set-up two new LSPs between the nodes
(1,5) and (3,5) obtaining the λ-LSP2 and λ-LSP3 respectively. Lets consider
that the optical fiber (1,2) fails. Automatically the λ-LSPs λ-LSP1 and λ-LSP2
also fail. Considering only the IP/MPLS layer, node 1 is isolated, and the con-
nectivity is lost, whilst the network has still enough resources to recover the
failure. For instance, instead of selecting the optical fibers 1-2-5 and 5-2-3 for
setting up the λ-LSP2 and λ-LSP3 respectively, the optical fibers 1-4-5 and 5-6-2
should be selected. Thus, the connectivity will remain against any single fiber
failure.

In this paper, an on-line dynamic multi-layer routing scheme is proposed. This
scheme establishes the λ-LSPs and p-LSPs whenever a new path is requested.
Protection resources are reserved at either IP/MPLS or optical layer according
to the current network resources, resulting in efficient resource consumption.

3 Reliable and Dynamic Multi-layer Routing

3.1 Network Definition

Let GP = (V,EP ) and GL = (V,EL) represent the physical topology and the
logical topology respectively, where V is the set of photonic MPLS routers; EP

and EL are the set of network physical links and λ-LSPs respectively. Each router
has p input and output Packet Switching Capable (PSC) ports, where PSCi(u)
input ports and PCSo(u) output ports of node u are already not assigned to any
λ-LSP. Each physical link has w wavelengths. When a p-LSP is requested, the
proposed routing scheme considers both physical links and λ-LSPs, i.e. EP ∪EL.
In order to univocally identify the physical link and the existing λ-LSPs that
connect node pair (i, j) the 3-tuple (i, j, k) is used. Thus, the link (i, j, k), is a
physical link if k = 0, otherwise (k > 0) it is a λ-LSP.

Each (i, j, k) λ-LSP has an associated Bijk residual bandwidth; total band-
width reserved to protect physical link (u, v, 0); and Tijk the total shared band-
width allocated in link (i, j, k). Note that Tijk = max(u,v,0)∈EP

Suv
ijk. Each (i, j, k)

λ-LSP is a sequence of physical links denoted as a set Pijk and a sequence of
wavelengths assigned at each physical link denoted as Wijk .

The p-LSP request is defined by (s, d, r) where (s, d) is the source and des-
tination node pair; and r, specifies the amount of bandwidth required for this
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Fig. 2. Working p-LSP computation. Creation of a new λ-LSP using the physical links
(5,4) and (4,1).

request. For each setup request, a working p-LSP (WP) has to be set-up and
a backup p-LSP (BP) must be also setup, whenever the WP has, at least, one
unprotected λ-LSP. If there are not enough resources in the network, for either
the WP or the BP for the current request, the request is rejected.

3.2 Working Lambda and Packet LSP Computation

In our proposal, a new procedure to compute the working p-LSP (WP) is pre-
sented. In this procedure the following cost parameters are taken into account:
1) the residual bandwidth of the link candidates, Bijk; 2) the maximum num-
ber of hops H ; and 3) the free packet switching ports of each router, PCSi
and PSCo. Note that the residual bandwidth of the physical links with free
wavelengths is the capacity of the wavelength. The proposed procedure called
Dynamic Multi-Layer Working Path (DMWP) algorithm computes the min-
hop working path based on a variation of the Dijkstra algorithm. In this case,
the number of hops coincides with the number of λ-LSPs. Thus, the consec-
utive sequence of physical links, that constitutes a λ-LSP, are only consid-
ered as one hop. The DMWP procedure uses the network graph composed by
the λ-LSPs and physical links, i.e., G = (V,EP ∪ EL). This procedure ends
when it reaches the destination node or there is not any feasible path between
source and destination nodes. If a feasible path exists then the procedure may
return:

1. A sequence of existing λ-LSPs.
2. A sequence of physical links. In this case, a new λ-LSP is set up between

source and destination node.
3. A sequence of lambda LSPs, physical links and intermediate lambda paths

(unprotected λ-LSPs). In this case, new intermediate lambda paths are setup
for each consecutive sequence of physical links as shown in Fig. 2. In the
example, a new intermediate lambda path is set up with the physical links
(5,4) and (4,1).

In the Dynamic Multi-Layer Working Path algorithm, Cost(v) is a vector con-
taining the path cost from s to v; Pred(v) contains the v’s predecessor node;
and WPlast(v) contains the identifier k of link (u, v). Q represents the list of
adjacent vertices which are not visited yet. Function min cost(Q) returns the
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element u ∈ Q with the lowest Cost(u); and adjacency(u) represents the adja-
cency list of vertex u in graph G.

Dynamic Multi-layer Working Path Algorithm
Input: (s, d, r): p-LSP request; G = (V, E): current network graph;

H : maximum hop number.
Algorithm
For all (v ∈ V ) do

Cost(v) = ∞
Pred(v) = null

WP last(v) = 0
Cost(s) = 0
Q ← s

while (d /∈ Q and Q �= �) do
u ← min cost(Q)
for all v ∈ adjacency(u, G) do

for all (u, v, k) ∈ E do
if (Bijk ≥ b) and ((k = WPlast(u) = 0) or (Cost(u) + 1 < Cost(v) < H)) then

if (PSCi(v) > 0 and k = 0 and WPLast(u) > 0) or
(PSCo(v) > 0 and k > 0 and WPlast(u) = 0) or

(k = WPlast(u) = 0) or (k > 0 and WPlast(u) > 0) then
Pred(v) = u

WPlast(v) = k

Q ← v

if not (k = WPlast(u) = 0) then
Cost(v) = Cost(u) + 1

3.3 Backup Lambda and Packet LSP Computation

Once the WP is known, the backup p-LSP (BP) is computed. Three different
procedures could be applied depending on the WP characteristics:

1. If the WP is a sequence of existing λ-LSPs, then each λ-LSP is already
protected. In this case, the computation of the BP is not required.

2. If the WP is a new λ-LSP, and exists an available and shareable backup
λ-LSP this is used to protect the WP. Otherwise, a new backup λ-LSP is
set-up applying DMWP algorithm with G = (V,EP ). A backup λ-LSP is
shareable if the new λ-LSP does not belong to the same Shared Rink Link
Group (SRLG) [7] of the both backup λ-LSP and the λ-LSPs protected by
this backup λ-LSP.

3. If the WP is a combination of λ-LSPs and intermediate lambda paths, then a
variation of the Partial Disjoint Path (PDP) presented in [8] is used to com-
pute the BP. The variations are the ones included to the Dijkstra algorithm
in order to consider the packet switching ports in the DMWP algorithm. The
PDP may overlap with λ-LSPs of the WP, since they are already protected,
and the nodes of the WP. Therefore, no extra resource is necessary in the
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Fig. 3. Partial disjoint path computation and segment backup paths identification

IP/MPLS domain against failure of protected λ-LSPs in the optical layer.
When the PDP overlaps the WP, more than one Segment Backup Paths
(SBP) are established. An example is shown in Fig. 3 where two WPs are
sharing the protected λ-LSP 4-5. In this example, the same PDP is used
to protect both the WPs. Two segment backup paths (SBP1 and SBP2)
are established between the protected segment paths 3-4 and 5-6. Moreover,
the SBP bandwidth is shared since the SBP defined at the IP/MPLS layer
is not activated against the failure of the λ-LSP 4-5. For more details refer
to [8]. The result of the PDP algorithm is a sequence of λ-LSPs, interme-
diate lambda paths and physical links. With the set of consecutive physical
links new intermediate lambda paths are created. Note that in the logical
topology λ-LSPs are protected at optical domain and intermediate lambda
paths are protected at IP/MPLS domain.

3.4 Multi-layer Routing with Protection Against Single Fiber
Failures

We propose the multi-layer routing scheme with protection against single fiber
failures (PASFF). PASFF computes the WP using the DMWP algorithm and
the BP according to the criteria described in Section 3.3.

In order to compare our proposal, the next two algorithms based on Oki
policies [6] are implemented:

– Policy 1 with protection (P1P). The routing policy 1 first tries to allocate the
p-LSPs to an existing λ-LSP. If the λ-LSP is not available then a sequence
of existing λ-LSPs with two or more hops that connects the source and
destination nodes are selected. In order to protect the λ-LSPs, backup λ-
LSPs are set up to protect the new λ-LSPs.

– Policy 2 with protection (P2P). The routing policy 2 first tries to allocate
the p-LSPs to an existing λ-LSP. If the λ-LSP is not available then a new
one-hop λ-LSP is established and selected as the new p-LSP. The same
procedure presented in P1P is used to compute the backup λ-LSPs. Note
that protection is only applied at optical domain in both P1P and P2P.
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4 Performance Evaluation

4.1 Network Topology and Traffic Request Parameters

For the simulations, the NSFNET network described in [6] was used. NSFNET
network consists of 14 nodes and 21 physical links. Each physical link is bi-
directional i.e., they acted like two unidirectional physical links of the same
number of wavelengths. Each physical links has 8 wavelengths. The transmission
speed of each wavelength was set to 10 Gbps. The number of PSC ports p was
the same in each node. Requests arrived according to a Poisson distribution and
exponentially distributed holding times. The required p-LSP bandwidth was set
to 500Mbps. When an existing λ-LSP, intermediate lambda path or backup λ-
LSP didn’t accommodate any p-LSP, then it was disconnected. Ten independent
trials were performed over a window of 10.000 requests. The maximum hop
number H was set to 2.

4.2 Simulation Results

Figure 4a shows the performance of the proposed algorithm PASFF compared
to P1P and P2P in terms of request rejection ratio. All the analyzed algorithms
present a sharply decrease of the request rejection ratio as the p factor increases.
However, PASFF shows around a 4% of rejected requests. PASFF performs 3
times better than P1P and 4 times than the P2P. This is because, as expected,
PASFF is able to find a feasible working and backup p-LSP for most of the p-LSP
requests, due to the application of protection at IP/MPLS. So, PASFF provides
a better filling of the capacity. PASFF protects the intermediate lambda paths
at IP/MPLS layer, whilst, the λ-LSPs are optically protected.

Next two simulated results show the percentage of the network protected at
optical and IP/MPLS domain. This is evaluated using two parameters: 1) the
rate of backup λ-LSPs respect to the number of logical links (lambda LSPs
and lambda paths) shown in Fig. 4b and 2) the rate of spare capacity, i.e. the
percentage of bandwidth used as a BP with respect to the bandwidth used as a
WP shown at MPLSin Fig. 4c.

In Fig. 4b, P1P and P2P present similar behavior throughout the experiment.
Note that protection is applied at optical domain for P1P and P2P algorithm.
This means that mostly each λ-LSP has its own backup λ-LSP if not shareable.
Therefore, the rate is close to 100% for these algorithms. On the other hand,
for our proposed algorithm PASFF the number of backup λ-LSP is much more
smaller as shown in Fig. 4b since some logical links are protected at IP/MPLS
domain.

Finally Fig. 4c shows the percentage of BP bandwidth used at IP/MPLS
domain respect to the bandwidth used as a WP. As the number of PSC, p,
increases the amount of bandwidth used to recovery the traffic at IP/MPLS
layer increases for PASFF. Moreover, this rate slightly decreases as well as the
request rejection ratio, since more resources can be shared. On the other hand,
this value is 0 for P1P and P2P since these algorithms only use protection at
optical domain.
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Fig. 4. a) Request rejection b) Backup lambda LSP and c) Spare capacity ratio

5 Conclusions

In this paper a novel dynamic multi-layer routing scheme was introduced for op-
tical IP/MPLS networks. The proposed scheme incorporated protection mech-
anisms in order to guarantee connectivity against any single fiber failure. As a
novelty this scheme takes into account both wavelength and packet switching
capabilities in order to provide protected packet LSPs cost effectively. Thus, op-
tical protection and IP/MPLS protection mechanisms are combined. Two kinds
of lambda paths were defined: the lambda LSPs that are protected at optical
domain and the intermediate lambda paths that are protected at IP/MPLS do-
main. Shared resources and shared risk link group were also considered in the
proposed scheme. Results showed the efficiency of the proposed scheme in terms
of resources used to protect the network and the request rejection ratio in dif-
ferent multi-layer network scenarios.
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Abstract. Routers have the ability to output statistics about packets
and flows of packets that traverse them. Since however the generation of
detailed traffic statistics does not scale well with link speed, increasingly
passive traffic measurement employs sampling at the packet level. Packet
sampling has become an attractive and scalable means to measure flow
data on high-speed links. However, knowing the number and length of the
original flows is necessary for some applications. This paper provides an
algorithm that uses flow statistics formed from sampled packet stream
to infer the absolute frequencies of lengths of flows in the unsampled
stream. We achieve this through statistical inference and by exploiting
heavy-tailed feather. We also investigate the impact on our results of
different packet sampling rate. The experiment results show the inferred
distributions are accurate in most cases.

1 Introduction

With the rapid increase of network link speed, packet sampling has become
an attractive and scalable means to measure flow data. However, knowing the
number and lengths of the unsampled flows remains useful for characterizing
traffic and the resources required to accommodate its demands. Here are some
applications: Resources Required for Collecting Flow Statistics: flow cache uti-
lization and the bandwidth for processing and transmitting flow statistics are
sensitive to the sampling rate, the number of flows, and flow lengths and du-
ration; see [1,2]. Characterizing Source Traffic: the measured numbers of flows
and the distribution of their lengths have been used to evaluate gains in deploy-
ment of web proxies [3], and to determine thresholds for setting up connections
in flow-switched networks [4]. Sampling entails an inherent loss of information.
We expect use statistic inference to recover information as much as possible.
However, more detailed characteristics of the original traffic are not so easily
estimated. Quantities of interest include the number of packets in the flow–we
shall refer to this as the flow length–and the number of flows with fixed length.

1.1 Related Work

Kumar et al proposed a novel SCBF that performs per-flow counting without
maintaining per-flow state in [5] and an algorithm for estimation of flow size
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distribution in [6]. Its disadvantage is that all packet must be processed due to
not using sampling. Hohn and Veitch in [7] discussed the inaccuracy of estimating
flow distribution from sampled traffic, when the sampling is performed at the
packet level.

Although sampled traffic statistics are increasingly being used for network
measurements, to our knowledge few studies have addressed the problem of
estimating flow size distribution from the sampled packet stream. In [2], the
authors studied the statistical properties of packet-level sampling using real-
world Internet traffic traces. This is followed by [8] in which the flow distribution
is inferred from the sampled statistics. After showing that the naive scaling of the
flow distribution estimated from the sampled traffic is in general not accurate,
the authors propose an EM algorithm to iteratively compute a more accurate
estimation. Scaling method is simple, but it exploits the sampling properties of
SYN flows to estimate TCP flow frequencies; EM algorithm does not rely on
the properties of SYN flows and hence is not restricted to TCP traffic, but its
versatility comes at the cost of computational complexity.

1.2 Some Elementary Concepts

This paper considers sampling some target proportion p = 1/N of the packet
stream. There are a number of different ways to implement this. Implementations
include independent sampling of packets with probability p = 1/N , and periodic
selection of every N th packet from the full packet stream. In both cases we
will call N the sampling period, i.e., the reciprocal of the average sampling
rate. Although the length distributions by random and periodic sampling can be
distinguished, the differences are, in fact, sufficiently small [8]. A flow is defined
as a stream of packets subject to flow specification and timeout. When a packet
arrives, the specific rules of flow specification determine which active flow this
packet belongs to, or if no active flow is found that matches the description
of this packet, a new flow is created. A TCP flow is a stream of TCP packets
subject to timeout and having the same source and destination IP addresses,
same source and destination port numbers. Similarly, a UDP flow is a stream
of UDP packets associated with above specification. A general flow is a stream
of packets subject to timeout and having the same source and destination IP
addresses, same source and destination port numbers(not considering protocol).
In this paper, we will use the term original flow to describe the above flow. A
sampled flow is defined as a stream of packets that are sampled at probability
p = 1/N from an original flow.

1.3 Contribution and Outline

This paper presents a novel algorithm for estimation of flow size distributions
from sampled flow statistics. Our method is available not only to TCP flows but
also to general flows. We complete this work using four approaches. The first
formalizes the probability distribution of original flow length of a sampled flow
length j. The second classifies two types of flows based on their probability that



146 W. Liu et al.

no packet is sampled. A flow is labeled as small (S) when it’s probability that no
packet is sampled is more than ε and as large (L) when it’s probability that no
packet is sampled is less than or equal to ε. The third gives a simple estimation
method for large flows. The fourth uses maximum likelihood estimation and EM
algorithm to estimate the full distribution of small flows.

The rest of this paper is organized as follows. In Section 2 we analyze the
probability models of the original flow length distributions of a sampled flow
under the assumptions of Pareto distributions. In Section 3, we classify two
types of flows: small flow and large flow. Then we present different estimation
methods for small flows and large flows, respectively. In Section 4 we discuss the
computational complexity of our method. Furthermore, we compare our method
with EM algorithm in estimation accuracy and computational complexity. We
conclude in Section 5.

2 Probability Distribution of Original Flow Length

For a specific original flow F , let XF denote the number of packets in F ,
YF denote the number of packets in the sampled flow from F . The condi-
tional distribution of YF , given that XF = l, follows a binomial distribution

Pr[YF = k|XF = l] = Bp(l, k) =
(
l
k

)
pk(1 − p)l−k. By the conditional proba-

bility formula,

Pr[XF = x|YF = y] =
Pr[YF = y|XF = x]Pr[XF = x]

Pr[YF = y]
(1)

and by the complete probability formula,

Pr[YF = y] =
∞∑

i=y

Bp(i, y)Pr[XF = i] (2)

We know that flow length distributions have the property of being heavy-tailed.
Pareto distribution is the simplest heavy-tailed distribution; its probability mass
function is

Pr[XF = x] = βαβ/xβ+1, α, β > 0, x ≥ α (3)

where β is called Pareto parameter. Hence Equation (2) can be written as:

Pr[YF = y] =
∞∑

i=y

Bp(i, y)βαβ/iβ+1, y ≥ α

Lemma 1. Under the assumption that original flow lengths satisfy Pareto dis-
tribution, the probability that a sampled flow of length y(≥ α) is sampled from
an original flow of length x is

Pr[XF = x|YF = y] =
Bp(x, y)/xβ+1

∞∑
i=y

Bp(i, y)βαβ/iβ+1
.
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To describe the properties of the above probability, apply different values of
p and β to calculate the probability of Lemma 1. And for fixed p and β, for
each y(≥ α), we find x such that the above probability Pr[XF = x|YF = y] is
maximized. We have

Lemma 2. Under the assumption of Lemma 1, for fixed p = 1/N, β and y(≥ α),
the probability Pr[XF = x|YF = y] is maximized at x = Ny − n(p, β). It is
increasing as x increases for x < Ny−n(p, β) and decreasing as x increases for
x > Ny − n(p, β).

Here n(p, β) is a binary function with variables p and β whose value domain is
integer set. Function n(p, β) has the following properties:

1) It is a monotone decreasing function on variable p, that is , for fixed β, is
decreasing as p increases.

2) It is a monotone increasing function on variable β, that is , for fixed p, is
increasing as β increases.

For example, n(0.1, 0.5) = 14, n(0.1, 1.0) = 18, n(0.1, 1.5) = 23. In the con-
cerned network, the length distributions of flows collected in any time interval
do not satisfy Pareto distributions with fixed parameter strictly, but they can
follow a Pareto distribution with parameter in interval [0.5,1.5] approximately.
The value 1.0 is the middle value of interval [0.5,1.5] exactly. Therefore, to com-
pute the conditional probability we assume that original flow length has a Pareto
distribution with parameter 1.0 a priori distribution.

3 Estimation Method of Flow Length Distributions

3.1 Flow Classification: Large Flow and Small Flow

Let g = {gj : j = 1, 2, · · · , n}, where gj is sampled flow frequencies of length j,
be a set of sampled flow length frequencies, f = {fi : i = 1, 2, · · · , n, · · ·} a set of
estimated original flow length frequencies. Consider sampling the packets of an
original flow of length Nj independently with probability 1/N , the probability
that no packet is sampled is (1 − 1/N)Nj = ((1 − 1/N)N)j . {(1 − 1/N)N} is
increasing in N and lim

N→∞
(1 − 1/N)N = 1/e < 0.37. Thus for a given error ε,we

require (1−1/N)Nj < (1/e)j < ε and choose jbord ≥ max(j(ε) = �log(1/ε), α).
For example, j(0.01) = 5, j(0.001) = 7. We classify two types of flows based on
their probability that no packet is sampled. A flow is labeled as small (S) when
it’s probability that no packet is sampled is more than ε and as large (L) when
it’s probability that no packet is sampled is less than or equal to ε.

3.2 Estimation for Large Flow

For a sampled flow of length j > jbord, by Lemma 2, the original flow length
values of the 2N relatively large probabilities areN(j−1)−n(p, β)+1, · · · , N(j+
1) − n(p, β) where β = 1.0. We estimate the sampled flow is sampled from one
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of the 2N original flows. Then there are gj

2N sampled flows that are sampled
from one of original flows of the above lengths in gj(j > jbord) sampled flows.
Therefore, for all large flows of length i > Njbord, we have

fi =
1

2N
(gj + gj+1), where j = �(i+ n(p, β) − 1)/N�. (4)

3.3 Likelihood Function of Small Flows

For all small flows of length i ≤ Njbord , we estimate as follows:

gj =
m∑

i=j

Bp(i, j)fi (5)

where m = max{i : fi 	= 0}. For i > Njbord, substituting (4) into Equation (5):

gj = gj −
m∑

i=Njbord+1

Bp(i, j)fi =
Njbord∑

i=j

Bp(i, j)fi, j = l, · · · , Njbord. (6)

Because some solutions of Equations (6) may be negative, we don’t solve the
equations directly. We construct MLE and employ EM algorithm to compute
the solutions of Equations (6). For the above some gj ≤ 0, we replace it with
δgi−1, 0 < δ < 1 . Below we only consider all small flows of length 1, · · · , Njbord.
Let γ =

∑i=Njbord

i=1 gi, and let φi denote the frequencies of original flows of
length i conditional on at least one of its packets being selected. Our aim is
to estimate φ = {φi}, i = 1, · · · , Njbord and

∑
i φi = 1, from the frequencies

{gi}. We now derive an expression for log-likelihood L(φ)to obtain gi given φ.
Here, cij = Bp(i, j)/(1 − Bp(i, 0)) is the probability that packets are sampled
from a flow of length i,conditional on j ≥ 1 , i.e., that the flow is sampled. For
any j , the function is (

∑
i=j φicij)gj . Hence we obtain the likelihood function∏Njbord

j=1 (
∑

i≥j φicij)gj . Therefore the logarithm of likelihood function is

L(φ) =
Njbord∏

j=1

gj log
∑
i≥j

φicij (7)

where cij = Bp(i, j)/(1 − Bp(i, 0)). We wish to maximize L(φ) subject to the
constraints φ ∈ ∆ = {φ : φi ≥ 0,

∑
i φi = 1}.

3.4 EM Algorithm of Small Flows

Now we adopt a standard iterative approach: the Expectation Maximization
(EM) algorithm [9], the standard form is as follows.

Starting with an initial value φ(0), for example, φ(0) = { gi

γ }, the algorithm
finds sup{L(φ) : φ ∈ ∆}, by iterating between the following two steps (k =
0, 1, · · ·):
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E step. Let fij denote the frequencies of original flows of length i from which
j packets are sampled. Thus gj =

∑
i fij , while f i =

∑
j fij is the frequency

of original flows of length i at least one of whose packets is sampled. Form the
complete data likelihood function assuming known fij

Lc(φ) =
Njbord∑
i≥j≥1

fij logφicij (8)

Form the expectation Q(φ, φ(k)) of Lc(φ) conditional on the known frequencies
gj , according to a distribution φ(k):

Q(φ, φ(k)) =
Njbord∑
i≥j≥1

Eφ(k) [fij |g] logφicij (9)

M step. Define φ(k+1) = argmaxφ∈∆Q(φ, φ(k)). From the Legendre equations

in the maximization of Q(φ, φ(k)) we have: φ(k+1)
i =

E
φ(k) [fij |g]

γ . Through direct
computation of the above conditional expectation we obtain:

φ
(k+1)
i =

1
γ

∑
i≥j≥1

φ
(k)
i cijgj∑

l≥j φ
(k)
l clj

(10)

Iterate steps E and M until some termination criterion is satisfied. Let φ denote
the termination point. We write our estimation of original small flows as fi =
φiγ/(1 −Bp(i, 0)), i = 1, · · · , Njbord.

4 Evaluations and Comparison

Computational complexity. Let jmax denote the maximum sampled flow length.
The computation for binomial coefficients of Equations (6) is O(NNjbordjmax).
Tabulation of the binomial coefficients for the iteration is O((Njbord)2). Then
for a fixed φi, each EM iteration is O((Njbord)2). For all φi, completing an
EM iteration is O((Njbord)3). We compare the computational complexity of
our method against the best known EM algorithm in [8] for estimating flow
distribution from sampled traffic. In [8] for all φi completing an EM iteration
is O(i2maxjsize). We collect all IP packet heads during a period of 300 minutes
at Jiangsu provincial network border of China Education and Research Network
(CERNET) (1Gbps) to do offline experiment. For IP header data during a period
of 1 minute, sampling packets with p = 1/10 , in our method let ε = 0.01, then
jbord = 5, thus (Njbord)3 = 503. However, imax = 2000, jsize = 200 in EM
algorithm of [8], i2maxjsize = 6400 ∗ 503.

Estimation accuracy: We adopt Weighted Mean Relative Difference (WMRD)
as our evaluation metric. Suppose the number of original flows of length i is ni

and our estimation of this number is n̂i . The value of WMRD is given by:
WMRD=

∑
i |ni−n̂i|∑
i ( ni+n̂i

2 )
.
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Fig. 1. Comparison of our method and EM algorithm at sampling period N = 10 for
Jiangsu trace

We use three traces in our comparison experiments. The first trace is the
first publicly available 10 Gigabit Internet backbone packet header trace from
NLANR: Abilence III data set [10]. In our experiments , we used a minute of
traffic from the trace. The second trace, which contains packets during a 5-minute
period , was collected at Jiangsu provincial network border of China Education
and Research Network (CERNET) on April 17, 2004. The backbone capacity

Table 1. WMRD of our method and EM algorithm

trace Sampling period WMRD of our method WMRD of EM algorithm
Abilence III 10 17% 18%

30 23% 24%
100 34% 37%

Jiangsu 10 20% 28%
30 15% 29%
100 30% 39%

Abilence I 10 15% 14%
30 21% 23%
100 31% 35%

is 1000Mbps; mean traffic per day is 587 Mbps. We call this trace as Jiangsu
trace. The third trace, which contains packets during a 10 minute period, was
obtained from NLANR: Abilence I [11]. Figure 1 compares the two estimators of
Jiangsu trace derived by our method and EM algorithm of [8] at sampling period
N = 10. Observe that they are so close. Table 1 shows the estimation accuracy
of our algorithm is close enough to that of EM algorithm. In most cases, our
algorithm is much more accurate.
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5 Conclusions

Estimating the distribution of flow length is important in a number of network
applications. In this paper we present a novel method for estimation of flow
length distributions from sampled flow statistics. The main advantage is that it
could significantly reduce the computational complexity. The theoretical analysis
shows that the computational complexity of our method is well under control.
The experimental results demonstrate that our method achieves an accurate
estimation for flow distribution.
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Abstract. This paper proposes a novel MAC protocol adopting time division 
duplex (TDD) technology for extending total subscribers at the expense of 
downstream bandwidth in WDM/Ethernet passive optical network (WE-PON). 
To compensate sacrificed downstream bandwidth, we employ an efficient 
threshold decision and dynamic bandwidth (DBA) algorithm. Simulation results 
show that the proposed MAC protocol improves queueing delay, link utilization 
under asynchronous traffic conditions. 

1   Introduction 

WDM-PON provides unlimited capacity with the each user enough to accommodate 
broadband multimedia services. Although WDM-PON is high-performance, it is dif-
ficult to be fully accepted today due to its luxurious cost. Therefore, WDM/TDM 
hybrid PON is a compromising solution guaranteeing cost-effective and flexible up-
grade from TDM to WDM [1].  This paper introduces WE-PON architecture as a kind 
of WDM/TDM hybrid PON. In the WE-PON, single light source is reused at optical 
network termination (ONT) to modulate upstream signals called loop-back method 
for the efficient bidirectional transmission. Once adopting such a technology, splitting 
ratio is considerably limited due to amplitude squeezing effect (ASE) at ONT [2]. To 
address this problem, we propose an improved MAC protocol applying time division 
TDD technology [3]. Consequently, maximum 16 subscribers per wavelength can be 
serviced in the optical layer. But downstream bandwidth is inevitably taken away for 
upstream traffic in the network layer. To compensate downstream bandwidth used for 
up-traffic, threshold decision and dynamic bandwidth allocation (DBA) algorithm 
efficiently response to user request in order to keep tack with almost close perform-
ance of ASE-based WE-PON that does not use a proposed method. 

2   WE-PON Architecture  

Fig. 1 shows the overall architecture of WE-PON network. In the OLT, downstream 
signals from OLT multiplex 32 wavelengths into single mode fiber (SMF) through 
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arrayed-waveguide gratings (AWGs). In the RN, downstream signals leaved 
from 10 km feeder link pass out 1 and port 2 of circulator for the right direction and 
then demultiplex 32 wavelengths for distributing signal power to 4 ONTs via opti-
cal power splitter (OPS). In the ONT, 25 percents of optical power splitted by OPS 
are fed into receiver. Remaining 75 percents are reused to modulate upstream sig-
nals using ASE in RSOA. By using ASE mechanism to regenerate continuous  
wave (CW) to be modulated for upstream traffic in reflective semiconductor optical 
amplifiers (RSOA), strictly bounded power range of input signals should be allowed 
to enter the RSOA. It limits splitting ratio to only four. To solve this problem, we 
adopt TDD technology to the existing MAC protocol. As this scheme applies to 
existing frame structure, no more reuse of modulated downstream signals  
using ASE is need as well as maximum 16 subscribers per wavelength can be 
achieved. 
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splitter

1 2

3

1 2

3

OLT RN

SMF 10km

UCL

PD

ONT

circulator

Central Office Subscribers

*UCL (Utility Cooled Laser)  

Fig. 1. WE-PON architecture 

3   Proposed MAC Protocol 

The basic downstream frame structure adopting TDD technology is shown in Fig. 2. 
In this scheme, a part of the downstream area is shared with upstream bandwidth 
granted for ONTs. Here the threshold is regarded as the amount of upstream  
bandwidth. In this case, the length of upstream and downstream is evenly assigned, 
which call fixed threshold adjustment (FTA).  In general, we design all the control 
message formats and collision avoidance mechanism among ONTs observe 802.3ah 
EFM. Within the threshold, a GATE message corresponding to the ONT’s request, 
vacant time window for the CW amount to the grant size of the ONT and guard 
time are consecutively flow as a group to the ONT request. Contrast to FTA, the 
range of threshold can be adaptively varied from 0 to 2ms according to  
upstream request for ONTs, called adaptive threshold adjustment (ATA) shown  
in fig. 3.  

Once adopting given MAC protocol in the scheduler, we can not avoiding degrad-
ing performance. But well designed threshold decision and DBA algorithm can im-
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prove system efficiency and capacity. Scheduling algorithm for determining the 
threshold and a mount of grant under the DBA policy is shown in fig. 4. 

 

Fig. 2. Fundamental downstream frame structure 

 

Fig. 3. Elastic threshold shift for ATA 

 

Fig. 4. DBA Algorithm for ATA 

4   Simulation Results  

We simulate the performance of proposed MAC protocol using OPNET. We as-
sume distance from OLT to ONTs is identically 10km. Link speed for downstream 
and upstream transmission is set to 1Gbps. Guard time between adjacent frames is 
let to 5us. Every ONT has a finite queue size, 20 Mbytes. Incoming Ethernet frame 
uniformly distributed from 64 to 1518 byte. Fig.5 shows average queueing delay, 
up-link utilization, and traffic scenario-based bandwidth efficiency for proposed 
MAC protocol. 
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(a) Queueing delay                                              (b) Up-link utilization 

 

  
(a) Traffic Scenario               (b) Unused downstream bandwidth  

Fig. 5. Performance evaluation for proposed MAC protocol 

5   Conclusion 

This paper proposed new MAC protocol adopting TDD technology to improve 
system efficiency of WE-PON. From the simulation results, the proposed MAC 
protocol achieved substantial improvement in queueing delay and link utilization 
under asynchronous traffic conditions by applying threshold decision and DBA 
algorithm for ATA. 
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Abstract.  In this paper, we propose an efficient mobility management scheme 
in a two-level Hierarchical Mobile IPv6 (HMIPv6) architecture. A mobile node 
chooses a suitable Mobility Anchor Point (MAP) according to its average dwell 
time and its number of connecting correspondent nodes. Furthermore, a higher 
MAP may adjust the threshold of MAP selection algorithm periodically 
according to its traffic load.  

1   Introduction 

Hierarchical Mobile IPv6 (HMIPv6) [1] was proposed to reduce the amount of 
registration between the mobile node (MN), its home agent and correspondent nodes 
(CNs). To improve the performance  of HMIPv6 further, many schemes [2-5] 
proposed that the MN choose a suitable MAP according to its mobility characteristics. 
For example, Kawano et al. [4-5] introduced a multilevel HMIPv6 architecture and a 
speed based MAP selection algorithm. However, these algorithms did not consider the 
influence of traffic parameter of an MN, i.e. the number of connecting CNs. Thus 
reduction of registration cost that achieved by mobility based algorithm is limited.  

In this paper, we propose a mobility and traffic based MAP selection algorithm for 
two-level HMIPv6 architecture. In addition, a dynamic adjustment mechanism is 
introduced to reduce the registration cost further, in which a higher MAP may adjust 
the threshold of MAP selection periodically according to its traffic load.  

2   Proposed Scheme 

2.1   MAP Selection 

We combine the number of CNs (Nc) and dwell time (Tf) as the parameter for MAP 
selection (called “combined measure”, referred to as “C”). The following equation is 
used to compute C.  

fc TNC /)1( +=  (1) 
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The MAP selection strategy is defined as:  

≤
>

=
c

c

l

h
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TC

MAP

MAP
MA  (2) 

where MA indicates the chosen MAP and Tc denotes the threshold of combined 
measure. MAPh and MAPl denote higher MAP and lower MAP, respectively.  

2.2   Dynamic Adjustment 

If Nc of each MN often changes, a fixed threshold can not minimize the inter-domain 
registration cost. Based on this observation we propose the dynamic adjustment 
mechanism. Each higher MAP periodically checks the number of its serving MNs 
(Nm) and compares Nm with its capacity (Cmap). Assume the checking interval is I. We 
use “Sat” to denote the saturation degree of a higher MAP, which is equal to Nm/Cmap. 
The higher MAP adjusts Tc according to its current Sat as follows:  

l

lh

h

oc

oc

oc

nc

SatSat

SatSatSat

SatSat

T

T

T

T

<
≥≥

>

−×

+×
=

)1(

)1(

_

_

_

_

β

β
 (3) 

where Tc_n and Tc_o are the new threshold and the old threshold. Sath and Satl denote 
two thresholds for adjustment decision.  indicates the degree of adjustment and is a 
positive constant less than 1.  

To deploy proposed scheme, two fields are included into the MAP option:  

 L: a bit lies after “R” bit, indicating the level of an MAP. “1” refers to a 
higher MAP and “0” refers to a lower MAP.  

 Threshold: updated Tc for MAP selection. It is valid when “L” bit is set. It 
is 64 bits long and lies before “lifetime” field.  

3   Performance Evaluation 

3.1   Simulation Model 

There are 16 higher MAPs distributed in the simulated grid network. Each higher 
MAP is connected by 16 lower MAPs and each lower MAP covers 4 subnets. There 
are  “high speed MNs” and “low speed MNs”, with dwell time Tf1 and Tf2 
respectively, which follow the uniform distribution with parameters [5s,10s] and 
[10s,15s]. We set the ratio of high speed MNs to low speed MNs to 1:1. Mobile nodes 
are also divided into two classes according to their traffic parameters. Nc for low 
traffic MNs may be 0 and 1, and Nc for high traffic MNs may be 5 and 6. The ratio of 
these two traffic classes is defined as a simulation parameter (RT).  

We consider three schemes. The first is the traditional mobility based MAP 
selection scheme, in which high/low speed MNs choose higher/lower MAPs. The 
second is the combined measure based MAP selection algorithm. And the last scheme 
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deploys dynamic adjustment mechanism on the basis of the second scheme. The three 
schemes are referred to as Speed scheme, Comb scheme and Comb_D scheme. The 
simulation time is 5,000 seconds. Each experiment is repeated ten times and the 
average result is presented. Table 1 summarizes the major parameters.  

Table 1. Simulation parameters 

Parameter(s) Description Value 
NM 
RT 

 
I
Tc 
Sath 

 Satl 
Cmap 

The number of simulated MNs 
Ratio for low to high traffic classes 
Adjustment degree for dynamic mechanism 
Interval for a higher MAP to check Nm 
Initial threshold for MAP selection 
Up threshold for dynamic mechanism 
Down threshold for dynamic mechanism 
Capacity of higher MAP 

200 to 1000 
5:1 to 1:5 
0.2 
10 
0.4 
1.0 
0.8 
NM/16 

3.2   Simulation Results 

From Fig. 1 we find that the number of binding updates (referred to as Nb) of the three 
solutions all increases with increasing NM. The percentage reductions of registration 
cost obtained by Comb and Comb_D schemes over Speed scheme are approximately 
25% and 45% respectively.  
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Fig. 1. Nb when NM varies (RT=1:1) 

We modify RT to simulate the scenario in which Nc of the MN changes. Served 
by the same MAP, an MN with more CNs issues more binding updates. Thus more 
high traffic MNs indicates larger registration cost in Speed scheme, as shown in 
Fig. 2. On the contrary, the Comb scheme shows its adaptability to various ratios of 
traffic classes because high traffic MNs try to choose higher MAPs according to our 
novel MAP selection algorithm. As for Comb_D scheme, when the number of high 
traffic MNs is low, the higher MAP will reduce its threshold to allow more MNs to 
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be served. As the number of high traffic MNs increases, more MNs are originally 
served by higher MAPs. Thus performance gain by deploying dynamic adjustment 
decreases.  

0

10

20

30

40

50

60

70

5:1 4:1 3:1 2:1 1:1 1:2 1:3 1:4 1:5
R T

N
b
 (

10
4 )

Speed
Comb
Comb_D

 

Fig. 2. Nb when RT varies (NM=600) 

4   Conclusion 

In this paper, we propose a mobility and traffic based MAP selection algorithm and a 
dynamic adjustment mechanism to reduce the registration cost outside MAP domains 
in a two-level HMIPv6 architecture. Taking traffic parameter into account, the novel 
MAP selection algorithm achieves better performance in reducing overall registration 
cost than mobility based MAP selection algorithm. In addition, dynamic adjustment 
prevents saturation degree of the higher MAP from being a small value so that it 
reduces the registration cost further.  
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Abstract. It is expected that the proportional fair (PF) scheduler will
be used widely in cdma2000 1xEV-DO systems because it maximizes the
sum of each user’s utility, which is given by the logarithm of its average
throughput. In this paper, we address an influence of the PF scheduler
on the packet transmission delay in base station (BS) and propose an
analytic model.

1 Introduction

Recent advances in communication technology make appearance of the packet-
based cellular systems such as cdma2000 1xEV-DO [1] and UMTS-HSDPA [2].
Being mainly targeted on high-speed data applications that are tolerant of some
packet delay, it is reasonable that their schedulers focus on maximizing the sum
of each user’s utility. A good way of achieving it is to serve the users with
good channel condition in order to utilize the time-varying feature of wireless
channels. This approach increases the system throughput significantly. But, some
users can be sacrificed since, in wireless environment, users have very different
channel condition according to their location.

The proportional fair scheduler [3] is one of the most promising opportunistic
schemes that balance system throughput and user fairness. It is very simple to
implement, and also it is optimal in the sense of maximizing the sum of each
user’s utility that is given by the logarithm of average throughput for elastic traf-
fic. However, owing to its reflection on channel state, the scheduler induces some
variation on scheduling delay, and the variation may lead to unstable packet
transmission delay. Since generally the delay variation makes negative influence
on the performance of transport layer protocol and application, it is very impor-
tant to have an accurate delay model that describes the delay variation. From
that reason, we propose a packet transmission delay model in BS with PF sched-
uler in this paper. Also, we show the comparison of the analytic model and the
simulation result using NS-2 [4].
� This work was supported by grant No.R01-2004-000-10588-0 from the Basic Research

Program of the Korea Science & Engineering Foundation.
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2 Scheduling Delay Analysis

The wireless networks sometimes have a quite long delay because a base station
may have many tasks to reduce the impact of the errors such as Forward Error
Correction (FEC), interleaving, retransmission, and so on. In this section, we
show an analytic model for BS delay, which is simplified with only the scheduling
delay and the retransmission delay.

2.1 1 User Case

First, we build the model with 1 user. The user has the packet size of T bytes
and is able to transmit X bytes whenever the scheduling slot is allocated. For
example, if T is 1500 and X is 100 in constant, the time for servicing the packet
is 15 slots. But when X changes depending on the channel state, the analysis
comes to be more difficult.

For convenience of the analysis, we assume that X has an exponential dis-
tribution with average m (actually this assumption is exactly correct when the
transmission rate linearly increases in proportion as SNR (Signal-to-Noise Ra-
tio) on the Rayleigh channel). When we denote the data size that is successfully
transmitted in flow i as Xi, the number of slots that is required to service the
packet is N(T ). N(T ) is minimum N that satisfies

∑N
i=1Xi ≥ T . Analyzing this

problem as the Poisson counting process, we can see that N(T )−1 has a Poisson
distribution with both average and variance T

m .
We obtain the required number of slots to service a packet as above. However,

owing to wireless channel error, the transmission does not always make a success
even if BS successfully transmits the packet. In this model, we denote the error
rate of each flow as p and assume that the error rate is independent of the trans-
mission rate. At this time, to transmit the packet successfully in flow i, actually
Yi slots are taken. Because Yi follows the discrete probability distribution with
Pr(Yi = n) = pn−1(1 − p), we get E(Yi) = 1

1−p and V ar(Yi) = p
(1−p)2 .

Actual number of slots to transmit a packet is given by S =
∑N(T )

i=1 Yi, and
we can obtain its average and variance as follows.

E(S) = E{N(T )}E(Yi) = (
T

m
+ 1)(1 − p)−1, (1)

V ar(S) = E{N(T )}V ar(Yi) + E2(Yi)V ar{N(T )}
= ( T

m + 1)p(1 − p)−2 + (1 − p)−2( T
m + 1)

= ( T
m + 1)(1 + p)(1 − p)−2

(2)

2.2 K Users Case

Let’s consider the case of K users. We assume that each user has a packet to
transmit, and the packet size, T , and channel state are same in every user. Also
assuming that the scheduler chooses a user and, only after transmitting the user’s
one packet, selects another user, we analyze the packet transmission time of the
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Table 1. Configuration variables for simulation

Configuration Variables Value
Schedule Interval (SCHED INTERVAL ) 0.001667 (sec)

Transmission Power (Pt) 10 (Watt)
Bandwidth (BANDWIDTH) 1.25 (MHz)

Distance (DISTANCE) 100 (m)
Noise Density (ND) 2 × 10−14

last-selected user. When the transmission time of k− th selected user is denoted
as Dk, our finding time is D = D1 + D2 + ... + Dk =

∑K
k=1Dk. By applying

Central limit theorem [5], we approximate D to a Gaussian distribution with
the average K · E(Dk) and the variance K · V ar(Dk).

E(Dk) = E(S) = ( T
m + 1)(1 − p)−1,

V ar(Dk) = V ar(S) = ( T
m + 1)(1 + p)(1 − p)−2,

(3)

FinallyD follows the Gaussian distribution with the averageK( T
m+1)(1−p)−1

and the variance K( T
m + 1)(1 + p)(1 − p)−2.

For example, when we consider the case of T=1500, m=100, K=50, and
p=0.1, the packet transmission time of the last selected user is as follows1. It is
necessary to keep in mind that the inter-packet interval of a user comes from
the scheduling delay.

– Constant rate with no channel error: 750 slots.
– Variable rate with no channel error: 800 slots with 50%.
– Variable rate with channel error, p: 889 slots with 50%.

In this model, the scheduler services a user’s packet sequentially but real
PF scheduler services several users’ packet little by little, depending on the
channel state. Thus, every user finishes the packet transmission at similar time
due to their mixed service time while the average rate of the allocated slots is
so high as to have a better possibility that reduces the entire transmission time.
Consequently every user has a similar finish time with the ”last” user.

3 Simulation Result

To validate the model, we perform simulation studies using NS-2. Some key
configuration variables are summarized in Table 1.

The configuration values make average m=100, which is used in examples for
our analysis. To remove the impact of transport layer protocol, we used UDP
and CBR application. Simulation run time is 200 sec, and about 8000 packets
are gathered. The following Fig.1 shows the distributions of PF scheduling delay.
Respectively, Fig.1(a) is a histogram of ”variable rate with no channel error,”
and Fig.1(b) is a histogram of ”variable rate with 10% channel errors”. Also,
cumulative lines are drawn in both cases.
1 Note that one slot takes 1.667 ms.



Analysis of Packet Transmission Delay 163

0

200

400

600

800

1000

1200

1400

1600

1800

20
0

40
0

60
0

80
0

10
00

12
00

14
00

16
00

slot number

fr
eq

ue
nc

y

0.00%

20.00%

40.00%

60.00%

80.00%

100.00%

120.00%

(a) Variable rate with no channel error

0

200

400

600

800

1000

1200

1400

1600

1800

20
0

40
0

60
0

80
0

10
00

12
00

14
00

16
00

18
00

slot number

fr
eq

ue
nc

y

0.00%

20.00%

40.00%

60.00%

80.00%

100.00%

120.00%

(b) Variable rate with 10% channel errors

Fig. 1. Distribution of packet transmission delay

In ”no channel error” case, we get 775 slots with average, which are taken for
about 1.29 sec. And, there are above 800 slots for 48.86% of packets. In ”10%
channel errors” case, average 880 slots are observed for about 1.46 sec. Also,
there are above 889 slots for 48.47% of packets.

4 Conclusion

In this paper, we proposed an analytic delay model for PF scheduler. Although
the model includes only the scheduling delay and the retransmission delay, the
simplification does not undermine the inter-packet interval of a user. In addi-
tion, NS-2 simulation result shows that the analytic model approximates to the
simulation model.
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Abstract. Matchmaking is an important aspect of the Web Services 
interactions, which enables a service requester to locate the most suitable 
counterpart. However, current service matching algorithms operate on service 
advertisements, which don’t contain enough information to select a service 
instance that the consumer can immediately interact with. In this paper, we 
propose a precise matching algorithm, based on WS-Agreement and OWL-S, to 
deal with this challenge. We show how to combine WS-Agreement with OWL-
S to obtain an agreement-style service description, and how the degree of match 
between two descriptions of this style is calculated1. 

1   Introduction 

In recent years, more and more Web Services are becoming available on the Internet, 
enabling customer to interact with a great number of potential counterparts. On the 
other hand, this also makes a matchmaking process necessary to locate the most 
suitable one. 

In current matchmaking approaches, the matching algorithms operate on service 
advertisements and queries [3, 4, 5]. Unfortunately, quality of service and other 
guarantees cannot simply be advertised. As a result, the matchmaking process can 
only find a set of services which may possibly meet one’s requirements, leaving the 
task of selecting the most suitable counterpart to the customer. 

Against this background, this paper develops a matching algorithm that operates 
on agreement-style service descriptions, to help a customer to select a specific 
service that can indeed meets all its requirements. This work advances the state of 
the art in the following ways. Firstly, it’s a novel way to calculate the degree of 
match between services based on detailed service descriptions which combine WS-
Agreement [1] and OWL-S [2]. Secondly, this work develops a matching algorithm 
which can provide a precise and quantified degree of match between a service 
requested and a service offered, which in turn can serve as a sound criteria for 
service selection. 
                                                           
* The work presented in this paper was Supported by 973 program of China(2003CB314806), 

the National Natural Science Foundation project of China(90204007), the program for 
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2   Matching Algorithm 

In order to select a specific service instance, a service consumer will continuously 
exchange proposals described in WS-Agreement, in which an OWL-S profile is 
embedded as service description terms to describe the functionalities provided or 
required, with potential service providers. Our matching algorithm operates on such 
agreement-style service descriptions to facilitate the service selection process. Our 
work presents several matching degree assessment methods as follows: 

2.1   Concept Matching Degree 

Firstly, we show how to calculate the degree of match between two concepts defined 
in ontologies. We differentiate between four degrees of concept match in terms of the 
subsumption relationships, and quantify each degree, as shown following: 

ConceptMatchDegree(C1, C2){ 

if C1 C2 then return 1; 
else if C2 subsumes C1 then return p; 
else if C1 subsumes C2 then return q; 
else return 0;} 

Where C1 and C2 denote two concepts defined in some ontologies, and p, q (0,1) 
and p q. 

2.2   Input Matching Degree 

For input matching, we want to show how well the inputs and preconditions required 
by service providers are satisfied by service consumers. 

InputMatchDegree(inputsProvider, inputsRequester){ 

  inputMatchDegree=1; 
  for each inputP in inputsProvider do{ 
  find inputR in inputsRequester that 
    m=max(ConceptMatchDegree(inputR, inputP)); 
  if m>0 then inputMatchDegree=inputMatchDegree*m; 
  else return 0;} 
  return inputMatchDegree;} 

2.3   Output Matching Degree 

For output matching, we decide how well the outputs and effects required by service 
consumers are satisfied by those of service providers, as shown following: 

OutputMatchDegree(outputsProvider, outputsRequester){ 
  outputMatchDegree=1; 
  for each outputR in outputsRequester do{ 
  find outputP in outputsProvider that 
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    m=max(ConceptMatchDegree(outputP, outputR)); 
  if m>0 then outputMatchDegree=outputMatchDegree*m; 
  else return 0;} 
  return outputMatchDegree;} 

2.4   Guarantee Term Matching Degree 

Besides functionalities, a service consumer also demands an assurance with respect to 
the non-functional attributes from the service provider, such as price, delivery time, 
quality of service, etc. The assurance is described by the guarantee terms of the WS-
Agreement document. 

Let t  {t1, t2,……, tn} represent the guarantee terms demanded by the service 
consumer, and Di = [mini, maxi] denotes the intervals of values for quantitative term ti 
acceptable for the service consumer. Values for qualitative issues, on the other hand, 
are defined over a fully ordered domain, i.e., Di =<q1, q2,……, qm>. 

For each term ti, the service consumer has a scoring function Vi: Di →  [0, 1] that 
gives a score to a value of term ti in the range of its acceptable values. Based on the 
above model, we can calculate the degree of match between guarantee terms. 

GuranteeTermMatchDegree(termsRequester, termsProvider){ 
  guranteeTermMatchDegree=0; 
  for each term ti in termsRequester do{ 
  if there is a corresponding term in termsProvider with 
    value j then GuranteeTermMatchDegree+=WiVi(j);} 
  return GuranteeTermMatchDegree;} 

Where Wi denotes the relative importance that the service consumer assigns to term 

Vi, The weights of all terms are normalized, i.e., 
1

1ii n
W

≤ ≤
= . 

2.5   Global Matching Degree 

Based on the matching degrees between input parameters, output parameters and 
guarantee terms, we can determine the degree of match between two agreement-style 
service descriptions as: 

i o

g

M a t c h D e g r e e  =  W in p u tM a tc h D e g r e e  +  W o u tp u tM a t c h D e g r e e  

                      +  W  G u a r a n t e e T e r m M a tc h D e g r e e

× ×
×

 
(1) 

Where Wi, Wo and Wg represent the weights that the service consumer assigns to 
input match, output match and guarantee term match respectively. 

3   Conclusion and Future Work 

In this paper, we propose an algorithm for calculating the degree of match between 
two services based on the agreement-style service descriptions. Given the algorithm 
we develop, a service consumer can select a specific service which indeed has the 
ability to meet her requirements. 
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Future work includes implementing the matching algorithm, applying this 
technique to various applications, and as the last step, investigating the effectiveness 
of the algorithm with real world use cases. 
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Abstract. Recently, much attention has been paid to portable Internet
as a solution not only to surpass limits of high-speed Internet, wireless
LAN and cellular communications but also to accommodate increasing
demands for wireless Internet services. In this paper, we introduce the
Wireless Broadband (WiBro) system which has been developed in Korea
as a portable Internet system to foster a new home grown wireless system
and services.

1 Introduction

Recently, demand for portable Internet service via various mobile terminals such
as notebook PC, PDA, and cellular phone is increasing rapidly. As a result, much
attention has been paid to portable Internet as a solution not only to surpass
limits of high-speed Internet, wireless LAN and cellular communications but also
to accommodate increasing demands for Internet services in anytime, anywhere
by users in the stationary or mobile environments with a low access cost and
high data rate. Portable Internet is aiming to provide wireless Internet services
at any time and anywhere via portable wireless devices with high data rate and
medium or low mobility.

In this paper, we introduce the wireless Broadband Internet (WiBro) con-
sidered as a first system that bridges the wired and wireless realm by giving
high speed portable Internet access anywhere at anytime while on moving with
a low access cost and high data rate. An overview of the WiBro system archi-
tecture and its services are given followed by design concepts and structure of
the WiBro Access Terminal which is plays an important role in delivering user
friendly wireless Internet access.
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2 The Wireless Broadband Internet (WiBro) System

In Korea, the Wireless Broadband (WiBro) system has been developed in 2005
as a portable Internet system based on IEEE802.16 standard [1, 2, 3, 4] to foster
a new home grown wireless system and services. The design objectives of the
WiBro system is to support seamless multimedia internet services with wider
cell coverage than that of the wireless LAN under medium or low mobility. The
WiBro system deploys OFDMA/TDD to take asymmetric traffic pattern into
account for. Commercial WiBro service is scheduled to begin in June, 2006 in
Korea.

Three types of WiBro services are information provisioning type services such
as Internet access, e-mailing, and data searching, entertainment type services
such as picture transmission, VoD, and gaming, and business type services such
as remote approval, telemetering, and e-commerce. In order to provide such
WiBro services, many requirements are needed. First, the system should be able
to support data rate of 2Mbps per user in average, which is almost the same
as data rate of the ADSL1. It is also required to support up to 50 Mbps data
rate under various mobility conditions under indoor or outdoor environments.
In addition, it should be able to support various data rate according to radio
channel condition with low latency and high reliability.

2.1 WiBro System Architecture

The WiBro system consists of three different components; WiBro-AT (Access
Terminal), WiBro-AP (Access-point), and PAR (Packet access router). Many
WiBro-AP are connected to a PAR, and PAR is connected to the IP networks
which contains many types of servers such as Authorization, Authentication and
Accounting (AAA) server, Home Agent (HA) server, and network management
and operations (NMO) servers.

The AT is an end point of the radio channel and communicates with AP via
OFDMA wireless access. Main functions performed at an AT are radio channel
transmission/reception, MAC processing, handover, user authentication and en-
cryption, radio link control. The AP is responsible to deliver information between
ATs and a PAR through performing mapping process between radio and wired
channels. The AP performs packet retransmission, packet scheduling, bandwidth
allocation, ranging, handover, and so on. The PAR manages many APs connected
to it, and performs handover control to guarantee high mobility within its con-
trol area. In order to perform such functions, a PAR is constructed based on
Gigabit Ethernet switch, and connected to APs based on IP protocol.

3 WiBro Access Terminal Subsystem (ATS)

Since the user equipment, i.e., WiBro Access Terminal (AT) provides interface
with users, it is the most important factor for successful launching and fast
1 ADSL: Asymmetric Digital Subscriber Line.
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Fig. 1. The WiBro system architecture
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expansion of commercial WiBro service scheduled to begin in June 2006 [5]. In
this section, we briefly introduce design concepts.

Logical structure of the WiBro ATS shown in figure 3 consists of the high level
protocol, the higher MAC, the lower MAC and RF and modem part. The high
level protocol is responsible for functions of upper part of MAC protocol such as
Mobile IP (MIP), authentication, installation of IP configuration, radio link con-
dition report, and card interface. The higher MAC executes MAC convergence
sublayer (MAC-CS) functions and MAC common part sublayer (MAC-CPS)
functions. MAC-CS functions include MAC convergence, MAC service flow con-
trol, packet classification and header suppression. MAC-CPS functions include
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MAC user and control data management, MAC resource management, MAC
privacy, QoS management, MAC PDU, and error control (ARQ).

The lower MAC handles functions having strict time constraint such as chan-
nel quality information (CQI) report, HARQ, ciphering, CRC generation/check,
Rx filtering, Tx timing, MAP decoding. Modem and RF part is responsible for
modulation/demodulation for radio transmission and RF related functions in-
cluding modulation/demodulation for OFDMA, bit spreading for CDMA-based
random access, TDD for data transmission and reception, HARQ for fast error
correction, and other functions for radio transmission.
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Abstract. This paper proposes an approach, called Protocol Config-
uration Decision Maker, for TCP to dynamically adapt to a network
environment. The proposed mechanism monitors the network condition
with parameters like loss rate. Then it consults a knowledge database to
see whether a better performance can be achieved and replaces a relevant
TCP module with the one instructed by the database. Through simu-
lation studies, we show that our mechanism helps TCP achieve better
throughput than normal TCP Reno, up to 80∼194%.

1 Introduction

Flexibility and extensibility of network protocol software are getting more im-
portant as new networking technologies keep coming up. The configurable and
extensible network systems have been proposed in TIP, ADAPTIVE, F-CSS
projects[1]. Their goals include: 1) make the extension of new service and pro-
tocol easy, and 2) configure the protocol stack based on the application require-
ments. That is, when an application requests some QoS(Quality of Service)-
attributes like performance, reliability, timeliness, security and so forth, the sys-
tem configures the protocol stack that consists of fine-grained configurable mod-
ules in order to satisfy such requirements. However, if the system cannot adapt to
dynamically changing environment, the performance degradation would come to
be inevitable even though the application requirements are taken into account.

The problem is that the design of existing network systems has never consid-
ered network environments as protocol configuration criteria, up to our knowl-
edge. To address the configuration criteria for network environments, this pa-
per proposes a mechanism called Protocol Configuration Decision Maker that
chooses the adequate functional module based on network environments. The
proposed mechanism classifies the scope of configuration into Slow Start, Con-
gestion Avoidance, Error Recovery like TCP and decides the dominant proto-
col module affecting the improvement of protocol performance. We evaluate our
mechanism through simulation studies, and show that our mechanism helps TCP
achieve better throughput than normal TCP Reno significantly.
� This work was supported by grant No.R01-2004-000-10588-0 from the Basic Research

Program of the Korea Science & Engineering Foundation and a Korea University
grant.
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2 Decision Making for Protocol Configuration

The goal of Protocol Configuration Decision Maker is to dynamically adapt TCP
to time-varying networks when the information about network environments is
inferred. For the purpose of inferring the network conditions, we use four net-
work parameters: round-trip delay, asymmetric ratio1, loss rate and loss pattern.
Because most of the estimation schemes already have been thoroughly evaluated
in the literature, we do not compare or argue the accuracy of them but assume
that the network parameters can be estimated precisely.

Now, we explain the process of making the protocol knowledge database for
each protocol module. First of all, the throughput of all protocols the system has
should be estimated for various network environments. This could be measured
by simulations or with experiments in real Internet. Then, we represent the
estimated throughput to Expected Throughput as follows.

Expected Throughput(SS i,CA j,ER k)(RD,AR,LR,LP ),

where SS i stands for i-th Slow Start instance, CA j for j-th Congestion Avoid-
ance instance and ER k for k-th Error Recovery instance, and RD, AR, LR,
LP stand for Round-trip Delay, Asymmetric Ratio, Loss Rate, and Loss Pattern
respectively.

Second, we calculate the impact degree of each protocol module on the ex-
pected throughput using ANOVA[5]. Let us assume that a system has two dif-
ferent versions of each protocol module. Then we can define three variables xSS ,
xCA and xER as follows.

xSS =
{−1 for SS 1

1 for SS 2 , xCA =
{−1 for CA 1

1 for CA 2 , xER =
{−1 for ER 1

1 for ER 2

y, expected throughput, is regressed to xSS , xCA and xER. q0 is the mean
performance of y, and qSS is the effect of xSS .

y = q0 + qSSxSS + qCAxCA + qERxER

We obtain the following four combinations of equation using the above model.

thru 1 = q0 − qSS − qCA − qER

thru 2 = q0 + qSS − qCA − qER

thru 3 = q0 − qSS + qCA − qER

thru 4 = q0 − qSS − qCA + qER

By solving the equations, we can get q0, qSS , qCA and qER. Finally, the impact
rate of each protocol module can be calculated as follows.

1 The asymmetric ratio is defined as a ratio between forward delay and reverse delay
in this paper.
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xSS
′s impact =

q2SS

q2SS + q2CA + q2ER

xCA
′s impact =

q2CA

q2SS + q2CA + q2ER

xER
′s impact =

q2ER

q2SS + q2CA + q2ER

If the system uses [SS 1, CA 1, ER 1] and each protocol module impacts on the
throughput improvement by 80%, 15% and 5% respectively, it could get better
throughput up to 80% with reconfiguring SS 1 to SS 2.

3 Simulation Result

In this section, we validate our decision maker using NS-2 simulator version
2.26[6]. Assuming that the network system supports partial reconfiguration of

Table 1. TCP variants used in simulation

TCP Variant Slow Start Congestion Error Recovery
Reno Heuristic AIMD Duplicate ACK

Westwood[2] BW Estimate AIMD Duplicate ACK
BI[3] Heuristic Binary Search Duplicate ACK

SACK[4] Heuristic AIMD Selective ACK
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Fig. 1. Average throughput graphs: TCP Reno vs TCP with our decision maker
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the transport protocols, we performed the experiment using TCP variants simply
to get same results instead of implementing such system. Table 1 shows TCP
variants used in our simulation. According to Table 1, we could emulate the
partial reconfiguration of protocol modules in the network system that contains
two different instances for each protocol module. Each simulation time is 100
seconds and the throughput of each TCP is averaged by results of 100 iterations
for the same environment. The default bandwidth, round-propagation delay,
asymmetric ratio and loss rate are 10(Mbps), 20(ms), 1.0 and 0.001 respectively.

Through simulation studies, we estimated the average throughput of all TCP
variants and calculated the impact rate of each protocol module changing RD,
AR, LR and LP. With the impact rate, we could find out the dominant module
for throughput improvement. Then, we compared the throughput of 1) the case
only using Reno and 2) the case with applied reconfiguration of the protocol
modules properly using our decision maker. The average throughput graphs of
both cases with various network parameters are shown in Figure 1. As we know
from the results, there are always protocol modules that can take the place of
Reno’s for an improvement of the throughput.

4 Conclusion

In this paper, we proposed Protocol Configuration Decision Maker for TCP
to dynamically adapt to time-varying network environments. While the existing
flexible and extensible network systems configure the protocol stack based on ap-
plication requirements, the proposed mechanism is based on network parameters
like loss rate. Through simulation studies, we could show that our mechanism
helps TCP achieve better throughput than normal TCP Reno, up to 80∼194%.
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Abstract. Many network attacks forge the source address in their IP
packets to block traceback. This situation does not change much in IPv6
network since IPSEC is not enabled generally and most IP address spoof
attacks have taken effect before packets reached destination. Although
ingress filtering can be used to validate source addresses, it could only en-
sure that the network portion of an address is not spoofed. Since subnets
are much larger in IPv6, even with RFC 2827-like filtering an adversary
can spoof an enormous range of addresses. In this paper, we propose an
IPv6 address assignment scheme to generate verifiable IPv6 addresses in
one network. With this scheme, router could validate the IPv6 addresses
quickly, thus allow all outgoing packets with improper source addresses
and all incoming packets with improper destination addresses to be im-
mediately identified. Apart from the obvious merit to counter denial of
service attacks, this scheme also make network audit and pricing easier.

1 Introduction

Attackers commonly forge source addresses to hinder tracing of their malicious
packets. Examples include DDoS attacks [1], smurf attacks[2], and TCP SYN
flooding attacks[3]. Reliably detecting the attacker is hard because standard
routers cannot verify that a packet is indeed sent by the node specified in its
source address. Ingress filtering[4] is widely used to validate source addresses.
RFC 2827 specifies methods to implement ingress filtering to prevent spoofed
traffic at its origin. Unfortunately such filtering lacks of the initiative for the
origin network to implement. Also RFC 2827 ensures that only the network
portion of an address is not spoofed, not the host portion. For example, for
24-bit subnet 192.0.2.0/24, RFC 2827 filtering ensures that traffic originating
from 192.0.3.0 is dropped but does not stop an adversary from spoofing all the
hosts within the 192.0.2.0/24. Since subnets are much larger in IPv6, even with
RFC 2827-like filtering an adversary can spoof an enormous range of addresses.
Currently no techniques are available to mitigate the spoofing of the 64 bits of
host address space available in IPv6.

Another approach to the problem of IP spoofing is tracing[5]. Since source
addresses are unreliable, tracing requires expensive and complicated techniques
to observe traffic as they pass through routers and reconstruct a packets travel
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path at the end. Tracing also becomes ineffective when the volume of attack traf-
fic is small or the attack is distributed. Moreover, tracing is typically performed
after an attack is detected, and perhaps the victim has already been damaged.

In this paper, we propose a scheme to assign verifiable IPv6 addresses in a
network. With this scheme, router could validate not only the subnet part but
also the interface part of the IPv6 addresses quickly. Apart from the obvious
value in ingress filtering, this scheme can also ensure that incoming packets with
improper destination addresses to be immediately identified and dropped. Thus
it provide some initiative for its deployment. With identifier contained in the
addresses, it could also be used to identify the possible sources of an attack.
Intrusion detection and network problem diagnosis can also be simplified.

This paper is structured as follows: Section 2 presents some background no-
tations and information. Details are provided in section 3. The paper concludes
in section 4.

2 Background Notations

An IPv6 address is 128 bits long. It is divided into two parts. The leftmost 64
bits, the subnet prefix, is used for routing IP packets across the Internet to the
destination network. The rightmost 64 bits, the interface identifier, identifies an
individual node within a local network. The interface identifiers may be chosen
in an arbitrary way, e.g. randomly, as long as no two nodes on the same network
share the same value.

Two bits of the interface identifier have a special semantics. The 7th bit from
the left is the Universal/Local bit or ”u” bit. It is usually set to 1 to mean
that the interface identifier is configured from an EUI-64 identifier from the
interface hardware and, thus, is globally unique. The 8th bit from the left is the
Individual/Group or ”g” bit, which is set to 1 for multicast addresses.

To better present our scheme, the following notations are used throughout
the paper.

– hash: Cryptographic hash function, SHA-1[6] for example.
– hashT: Cryptographic hash function whose output is truncated by taking

the T leftmost bits of the output.
– cipher64: 64 bits block cipher, IDEA[7] for example.

3 Verifiable IPv6 Address Generation

The verifiable address is generated by a local authority, DHCP server for example.
In figure 1, ID is the identifier generated by authority for tracking, R is not used
now and will be set to zero. P is prefix required and used to generate destination
specific addresses. Given the destination addressD, prefix requirementPr, subnet
prefix N and the correspondent keyKN , the generation procedure is as follows.

1. set Padding and R to 0, P to Pr, ID to the identifier.
2. SIG = HASH32((D >> (128 − (Pr >> 3)))|N |R|Pr|ID), where | is con-

catenation.
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Padding R P ID SIG

8 bits 4 4 16 bits 32 bits

�

�
Subnet ID Interface ID

cipher64
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������������
KN

Fig. 1. Verifiable IPv6 address

3. encrypt the 64 bits by cipher64 with key KN . Encryption guaranteed the
generated addresses can not be discriminated from randomly generated ad-
dresses easily. Encryption also provide a method to keep the ID information
confidential.

4. test whether ”u” bit is 0 and ”g” bit is zero. If not, increase padding by
1 and repeat the last step. Since a total of 256 IPv6 interface ID could be
generated, the probability of this 256 IPv6 addresses all have the ”u” bit to
1 or ”g” bit to 1 is (3

4 )256, which is about 10−32 and negligible.

Required prefix mandates when the calculation of SIG also includes the left-
most Pr bytes of destination IPv6 address. When Pr is not zero, the address
generated is destination specific and could not communicate to hosts out of the
range. If Pr is zero, the generated address is a static IPv6 addresses and can
communicate to all IPv6 addresses. Destination specific addresses make IP ad-
dress spoof even harder since even if an attacker knows a valid IPv6 address, he
could not decide whether this address is a static one. The limitation of destina-
tion specific addresses is, however, that it requires to extend DHCPv6 protocol.
Also, the value of destination specific addresses is limited since servers have to
have static addresses.

The verification procedure is similar.

1. decrypt the 64 bits interface ID by cipher64 with key KN . if R is not zero,
discard the packet.

2. set Padding to 0, SIGv = HASH32((D >> (128 − (Pr >> 3)))
|N |R|Pr|ID), where | is concatenation, if SIGv does not equal SIG, dis-
card the packet.

For a large domain, it may be of interest to generate KN with a master key
Km. For example, KN = hash(Km|N). However, this scheme does not mandate
the specific method to generate KN .

In this scheme, only symmetric cryptography is used, which make it scalable
for the high speed filtering. Asymmetric cryptographic primitives, such as RSA
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signatures[8], are computationally expensive: RSA signature verification is about
three orders of magnitude slower than one symmetric operation (block cipher
or hash function operation), and signature generation is about four orders of
magnitude slower. When implemented in hardware, the speed difference is even
larger. Thus make this algorithm feasible for high-speed implementation.

4 Conclusion

In this paper, a new scheme to generate verifiable IPv6 addresses is introduced.
This scheme make the IPv6 host portion ingress filter feasible. Also since only
symmetric cryptography is used, this scheme could be implemented in routers
and provide better protection for network bandwidth DOS.

More research is required to resolve the following problems. First of all, for
large organizations, it is often desirable to have a key management protocol to
deal with the key generation and distribution. Secondly, the process of destina-
tion specific addresses generation is worth further research.
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Abstract. This paper presents a MAC protocol which uses separate wakeup 
slots for each sensor node in sensor networks. Most MAC protocols proposed 
for sensor network are inefficient under heavy traffic loads, in particular in high 
density network topology because of frequent collisions and long sleep latency. 
In this paper, we suggest a MAC protocol in which each node has a different 
wakeup schedule in the same duty cycle, and it joins the competition only for its 
own short wakeup slot when the receiver is ready to receive its data.  Simula-
tion results indicate that our scheme can reduce energy consumption and mini-
mize idle listening which increases the power efficiency. 

1   Introduction 

In Wireless Sensor Networks (WSN), energy efficiency is one the most critical issues 
in order to prolong network lifetime since it is often not feasible to replace or recharge 
batteries for sensor nodes. Media Access Control (MAC) protocols must minimize the 
radio energy costs in sensor nodes. Latency and throughput are also important design 
features for MAC protocols in WSN [3]. 

The SMAC proposed in [2], which is a modified version of the IEEE 802.11 Dis-
tributed Coordinator Function (DCF), provides a tunable periodic active/sleep cycle 
for sensor nodes. It puts nodes to sleep at certain times to conserve energy [4].  How-
ever, periodic sleep may result in a long sleep latency since the sending node has to 
wait until the receiving node wakes up in its listen period. Timeout MAC (TMAC) 
alleviated the problems of SMAC by using an adaptive duty cycle. In TMAC, if a 
node does not observe any activity in the neighborhood for some time, it goes to sleep 
early. TMAC saves more energy under variable traffic loads, but it still has problems 
of long sleep latency and low throughput. 

We propose a new MAC protocol to solve the sleep delay and collision problems 
by allocating different listen period to each node in the same duty cycle with a legacy 
sensor MAC protocol. In our MAC protocol, each sensor node joins the competition 
only for its own short wakeup slot when the receiver is ready to receive its data. Our 
MAC protocol can reduce the possibility of collision and decrease sleep delay due to 
contention.  Also, it has a shorter listen period than SMAC, which contributes to re-
ducing energy waste and thus to improving the power efficiency.  

* Corresponding author. 
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2   Our MAC Protocol  

In this paper, we propose a MAC protocol to reduce collisions and decrease latency 
caused by periodic sleeping. As shown in Fig. 1, in our MAC protocol, a superframe 
is comprised of two parts: a SYNC period for synchronization signal, and a lis-
ten/sleep period. The listen/sleep period is again divided into multiple sub-slots. We 
call these wakeup slots. Each node is assigned a wakeup slot for data transmitting and 
receiving, and it can wake up only during its own wakeup slot.  After its own wakeup 
slot, it goes to sleep until another wakeup slot is reached in the next superframe.  The 
location of wakeup slot is assigned to each node depending on its ID (SID). For ex-
ample, the location of wakeup slot can be determined by simply using the residual 

value of SID divided by the number of wakeup slots 
)( wsN

. The number of wakeup 
slots per listen/sleep period depends on applications used or network deployment. In 
high dense network, it may need a lot of wakeup slots. At this time, several nodes 
may share a single wakeup slot.  

 

Fig. 1. Frame structure of our MAC protocol 

All sensor nodes awake up during SYNC period and join in the contention to 
broadcast SYNC packet as done similarly in SMAC. The winner sends a SYNC 
packet to let its neighbor nodes know wakeup schedule information as well as to deal 
with clock drift [2].  On receiving a SYNC packet, each node knows the location of 
its own wakeup slots.  Each sensor maintains a time synchronization and wakeup 
schedule information table for its neighboring nodes. 

When a node has data to send, it looks up the wakeup schedule information table to 
find out the location of the wakeup slot assigned to the receiver, and waits until the 
wakeup slot comes.  Upon seeing the receiver’s wakeup slot, it starts RTS and CTS 
handshaking for transmission competition as performed similarly in SMAC.  If it fails 
in the competition of RTS/CTS handshaking, it must wait for the next superframe. 

As previously explained, in SMAC, every node joins the competition to transmit its 
data packet for every listen period.  If a node fails in the competition, it must wait for 
the next listen time. Thus, it becomes the main cause of latency time problems.  On 
the other hand, our MAC protocol can reduce energy consumption and minimize idle 
listening since it joins the competition only for its own short wakeup slot when the 
receiver is ready to receive its data. 

3   Simulation 

We evaluated the performance of our MAC protocol mechanisms through a computer 
simulation. The simulation parameters are listed in Table 1. To simplify the simula-
tion, we assumed that the radio link propagation delay was zero without transmission 
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error. Energy consumption model is based on real nodes: 0.016mW while sleeping, 
12.36mW while idle listening, 12.50mW while receiving, and 14.88mW while trans-
mitting a data packet [1]. 

The simulation was conducted in a static network with 9 sensor nodes as shown in 
Fig. 2. Each sending node, modeled as Constant Bit Rate (CBR) traffic source, had 20 
packets. The number of wakeup slots was 4. We assumed that the traffic flows to only 
one way from send nodes to the destination nodes through a unicast path. The simula-
tion ran until every node sent all of its packets.  

 

Fig. 2. Two-hop network topology for 
simulation 

Table 1. Simulation parameters 

Radio bandwidth  20 kbps 

Contention window 32 slot 

Data packet size  150Bytes 

RTS, CTS, ACK size 20 Bytes 

Duration of beacon 25ms 

Frame interval 625ms 

SMAC listen duration( 10% duty cycle) 62.5ms 

SWMAC wakeup slot duration 150ms 

SWMAC listen/sleep time duration 25ms  

Fig. 3 shows the average number of collisions until each node sends all packets it 
has with different traffic load. For comparison, we implement a SMAC with adaptive 
listening, but we do not consider its synchronization and message passing scheme. In 
the SMAC with periodic sleep, each node is configured to operate on a 10% duty 
cycle. Also we implement a Carrier Sense Multiple Access/Collision Avoidance 
(CSMA/CA) MAC without periodical sleep schedule. 

Our MAC protocol causes less collision than SMAC since each sensor node in 
our MAC protocol has a separate receiving time and it tries to send its packet only 
when the receiver is ready. In SMAC, on the other hand, if each node has the same 
duty cycle, they then join in contention of transmission at the same time. Thus, they 
can choose the same back-off time under heavy traffic load, which causes frequent 
collisions.  

We compare the average packet queuing delay under various traffic loads for three 
MAC protocols, as illustrated in Fig. 4. In general, the queuing delay depends on the 
traffic load. In a heavy traffic case, queuing delay becomes a dominant factor in the 
latency of MAC protocol. In light traffic, there is no queuing delay since few packets 
are moving through the network. In the MAC protocol without sleeping, it immedi-
ately starts carrier sensing and tries to forward packets to the next hop. However, the 
MAC protocol with periodic sleeping, has an extra delay (called a ‘sleep delay’), 
since when a sender gets a packet to transmit, it must wait until the receiver wakes up. 
Further, if the sender is defeated in a transmit competition it then must sleep until the 
next wakeup schedule time.  This increases the queuing delay.  However, our MAC 
protocol offers a lower queuing delay even under heavy traffic loads since it distrib-
utes competitions over the superframe.  
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Fig. 5 shows the amount of energy consumed by all nodes in the network until the 
end of the simulation runs. We compared the total energy consumption of different 
MAC protocols under different traffic loads [2]. This figure shows that SMAC con-
sumes more energy than our MAC protocol. This is because SMAC produces more 
retransmissions than our MAC protocol. However, both compared with the 
CSMA/CA can reduce total energy consumption using periodic listen/sleep schedule. 

Fig. 3. Average number of 
collisions 

Fig. 4. Average packet queuing 
delay 

Fig. 5. Total energy con-
sumption 

4   Conclusions  

We proposed a new MAC protocol, an energy efficient, low collision, and low latency 
MAC protocol using separate wakeup slots in the same duty cycle for wireless sensor 
networks.  In our MAC protocol, each node joins the competition only for its own 
short wakeup slot when the receiver is ready to receive its data. Simulation results 
show that our MAC protocol can reduce probability of collisions and decrease sleep 
delay, which contributes to enhancing throughput and improving power efficiency.  
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Abstract. In recent years, there are many researches for routing lookup.
Most of them can achieve high average search throughput for IPv4, but
they are slow in the updating speed and cannot suit to 128 bits IPv6
address even in hardware architecture. This paper proposed a routing
lookup system which contains an ASIC of routing lookup table and off-
chip memory sets. In the performance analysis, 91.89 % routing entries
of the routing table can be searched in one memory access, and the worst
case about 10% needs two memory accesses. The routing lookup system
approaches 213.4 Mlps (109.26 Gb/s). It is enough to satisfy the high
speed link OC-768 (40Gb/s) with 150000 routing entries.

1 Introduction

In recent years, there are many researches for routing lookup. [1, 2] create routing
lookup table with trie. [3] proposed hierarchical hardware architecture for IPv4
routing lookup. They can achieve high average search throughput for IPv4, but
they cannot suit to 128 bits IPv6 address. [4, 5, 6] proposed routing lookup with
CAM, and all match action only needs one clock cycle. But it needs special
mechanisms to solve the sorting problem and expensive, especially TCAM.

This paper proposes a routing lookup system which contains an ASIC and
off-chip RAM for IPv6. The routing scheme is based on the prefix length distri-
bution of 6Net routing tables. In the proposed system, the lookup speed with
281.69Mlps can satisfy the requirement of OC-768, and only needs 20.04KB
TCAM, 10.24KB BCAM, and 29.29MB RAM for 150000 routing entries.

2 System Architecture

Figure 1 shows the system architecture which composed of an ASIC and a mem-
ory set stores routing table. The off-chip RAM is with two hierarchical levels.
First level is composed of 3 hash tables, and second level is a pure SRAM ta-
ble. The hash tables store routing entries with prefix equal to 32, 48 and 64
respectively.

The ASIC has the complete functions, including inserting, searching, updating
and deleting. Moreover, it focus on 1-64 bits of IPv6 address (network ID).
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Fig. 1. The routing lookup system

Table 1. The entropy of various hash functions

Hash index Hash function
Bit extraction Fletch checksum XOR folding CRC

12 11.9694 11.9714 11.9753 11.977

80% hit ratio is guaranteed on the chip. The CAM is used as an on-chip memory
for the fast search in the ASIC, and cache replacement algorithm and FIFO are
used.

3 Hash Scheme

Table 1 shows the entropy of various hash functions by different schemes. The
simulation trace is based on TANET[7] network. It consists of 7.66157 million
entries in a period of one hour, and there are 43867 distinct destination addresses.
The hash functions are used to simulate Bit Extraction, Fletch Checksum, XOR
Folding, and CRC.

Table 1 shows that CRC is the best scheme for the hash function, but it re-
quires complex computation. The XOR folding is also an excellent hash function
and simple to be implemented in hardware, so it is used in our scheme.

4 Cache Replacement Algorithm

When a cache misses, the new referenced data needs to be inserted into the
cache table. The simulation analyzed five cache replacement algorithms. These
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Table 2. The simulation results of cache replacement algorithms

No. of cache entries LRU mLRU (4 seg.) mLRU (16 seg.) SF-LRU LFU FIFO
64 54.72% 45.84% 36.20% 57.15% 48.65% 49.21 %
128 61.50% 49.91% 42.21% 64.10% 55.71% 56.07 %
512 73.52% 64.10% 49.91% 79.66% 71.97% 72.06 %
1024 79.78% 71.50% 57.33% 87.32% 85.76% 81.19 %

Table 3. The routing lookup speed in ideal case

Cache hit Clock period Clock period Average routing Lookup speed Provide line
ratio on chip off chip lookup time rate (64B)
60% 3.3 ns 3.3 ns 6.072 ns 164.69Mlps 84.32 Gb/s

5 ns 6.82 ns 146.63Mlps 75.07 Gb/s
10 ns 9.02 ns 110.86Mlps 56.76 Gb/s

70% 3.3 ns 3.3 ns 5.379 ns 185.91Mlps 95.19 Gb/s
5 ns 5.94 ns 168.35Mlps 86.2Gb/s

10 ns 7.59 ns 131.75Mlps 67.46 Gb/s
80% 3.3 ns 3.3 ns 4.686 ns 213.4Mlps 109.26 Gb/s

5 ns 5.06 ns 197.63Mlps 101.19 Gb/s
10 ns 6.16 ns 162.34Mlps 83.12 Gb/s

five algorithms are FIFO [8], LRU [8], mLRU[9], SF-LRU[10], and LFU [11]. The
simulation results are shown in Table 2.

In the simulation, SF-LRU and LFU have good performance. But SF-LRU
and LFU need counters to record the last reference time and sorting action is too
complex in hardware. FIFO has good performance and 81.19% hit ratio with
1024 entries. It is enough in network traffic. It is simple for hardware design and
only needs one register to record the next CAM address.

5 Efficiency Analysis

CCUEE SOC Lab proposes a PF-CDPD CAM [12]. Its clock period can approach
3.3 ns when CAM size is 1024 × (64 + 8). We assume the ideal off-chip clock
period can approach the ASIC’s speed, i.e., 3.3 ns. We refer to the actual SRAM
clock period (5 ns) and CAM clock period (10 ns). The analysis results of lookup
speed in ideal case is shown Table 3. The lookup speeds can satisfy the OC-768
requirement. The best ideal lookup speed is 213.4Mlps with 80% hit ratio.

Table 4. The comparison with the related works

Our Scheme BDD [1] IPv4/IPv6 dual [5] Fast TCAM [4]
Implement hardware software hardware hardware

method (TCAM) (TCAM)
Worst search 2 memory access depend on 7-stage 3 clock cycle latency,

latency trie depth pipeline 1 clock is 5 ns
Lookup 213.4Mlps 168.6Mlps for 100 Mlps 200Mlps
speed (150000 prefixes) 29487 prefixes

Memory TCAM: 20.04KB, non-available non-available 21MB capacity,
size CAM: 10.24KB, 21632 entries

RAM: 29.29 MB
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6 Conclusion

The IPv6 routing lookup system is proposed with a routing lookup ASIC and a
memory set. The scheme is based on the prefix length distribution of 6Net rout-
ing tables. The first level in the proposed routing table can cover about 91.89%
routing entries. The ASIC has the complete routing lookup functions: insert,
search, update, and delete. A FIFO is used as cache replacement algorithm in
the proposed architecture by using a CAM with 1024 entries. It can guarantee
80% hit ratio, so the speed can approach 213.4Mlps and satisfy the require-
ment of OC-768. The system only needs 20.04KB TCAM, 10.24KB BCAM,
and 29.29MB RAM for 150000 routing entries. Table 4 shows the comparison
with the related works.
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Abstract. We present a novel hardware implementation of the double
affine Smith-Waterman (DASW) algorithm, which uses dynamic pro-
gramming to compare and align genomic sequences such as DNA and
proteins. We implement DASW on a commodity graphics card, taking
advantage of the general purpose programmability of the graphics pro-
cessing unit to leverage its cheap parallel processing power. The results
demonstrate that our system’s performance is competitive with current
optimized software packages.

1 Introduction

Sequence comparison [1] is a fundamental tool for genome scientists to infer
biological relationships from large databases of related DNA and proteins se-
quences. This task cannot be adequately solved by traditional string matching
methods because genomic sequences that share the same biological purpose mu-
tate over time when exposed to evolutionary events, and may no longer match
identically. Genomic sequence comparison tools such as BLAST and HMMer
are based upon approximate string matching principles that measure the overall
similarity between strings and are thus more tolerant of mismatches.

This fuzzy string matching problem can be formulated in two different ways.
The similarity between two strings can be assessed explicitly, by minimizing an
ad hoc cost function (e.g. edit distance) over all possible alignments between the
strings. Alternatively, a similarity score can also be computed stochastically, by
finding the maximum likelihood path through a hidden Markov model (HMM)
trained from an input string. Both of these approaches are optimization prob-
lems that require dynamic programming (DP) to solve. The DP step is often
very computationally expensive, especially when comparing large strings. For-
tunately, the data dependencies in the recurrence relations allow some degree
of parallelism and the computation for some cell entries of the DP table can
be distributed across a set of processors. This paper describes a parallel hard-
ware implementation of the double affine Smith-Waterman (DASW) alignment
algorithm [2][3]. DASW uses DP to find the best local alignment between two
genomic sequences by optimizing a scoring function across all possible alignment
arrangements, taking into consideration mismatches and gaps in either sequence
to maximize the total amount of base pairings.

V.N. Alexandrov et al. (Eds.): ICCS 2006, Part IV, LNCS 3994, pp. 188–195, 2006.
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We chose to implement DASW on a graphics processing unit (GPU) because
GPUs are cheaper and better suited for SIMD computation than conventional
CPUs and more commercially available than many other special-purpose proces-
sors (i.e. ClearSpeed [4]). In fact, graphics cards can already be commonly found
in many desktop and laptop computers. Moreover, we can also leverage existing
visualization clusters to accelerate genomic sequence comparison between large
databases, which often require days to compute on a single processor.

The NVIDIA GeForce 7800 GTX card in our system contains 24 processors
with an aggregated peak compute performance of 313 GFLOPS. Unfortunately,
the GPU’s internal memory bandwidth of 38.4 GB/s limits the performance
of most memory-bound applications (such as DASW) to around 70 GFLOPS.
However, this is still very impressive, especially given that the estimated re-
tail cost of the graphics card is only about $500. A dual-core Intel Pentium
D 840 processor running at 3.2 GHz achieves roughly 25.6 GFLOPS using
the SSE3 extensions and costs around $600. In comparison to CPUs, GPUs
have much better cost-performance. However, GPUs are also much more dif-
ficult to program since they are designed to accelerate computer games and
graphics applications. In practice it is difficult for general computational (i.e.
non-graphics) tasks such as DASW to efficiently exploit data parallelism on
the GPU architecture due to its strict resource constraints, limited data for-
mats, communication overheads, and restrictive programming models. Further-
more, the GPU cannot efficiently share data with the CPU since memory trans-
actions across the PCI-Express bus are very slow (4 GB/s) relative to the
processing power and internal bandwidth of the graphics card. Intermediate
data must reside completely in texture memory and be processed entirely on
the GPU to avoid the bandwidth bottleneck. However, a typical commodity
graphics card has only 256 MB of texture memory, which may be insufficient
for applications on large data sets. Nevertheless, despite these practical chal-
lenges, many computational problems have been already implemented on the
GPU, achieving on average, several times speedup over respective optimized
software implementations. These performance gains are encouraging for cheap
high performance computing and show the potential of GPUs as versatile math
co-processors.

2 Related Work

Since genomic sequence comparisons are very expensive to compute in software,
several hardware systems have been proposed to accelerate this task. ClawH-
MMer [5] is a streaming implementation of hmmsearch on a GPU, reporting
performance at least twice as fast as the best optimized software packages.
ClawHMMer implements the Viterbi algorithm, which uses DP to find the most
likely path through a trained HMM network. In order to maximize throughput,
ClawHMMer processes several sequence comparisons in parallel. Our system, in
contrast, achieves parallelism but processes sequence comparisons one at a time
to also minimize the latency of individual comparisons. TimeLogic’s DeCypher
card uses field programmable gate array (FPGA) chips to implement the logic
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for DP used by the DASW and HMMer algorithms. FPGAs are favored for their
reconfigurability and fast integer arithmetic, but are also nontrivial to program.
Rognes, et al [6] reported a six-fold speedup in their Smith-Waterman implemen-
tation using Intels MMX and SSE3 extensions by hand-tuning inline assembly
instructions. Unfortunately, a notable drawback is that their implementation
store alignment scores in 8-bit, and cannot perform long sequence comparisons
where the scores are expected to exceed 255.

3 Smith-Waterman Algorithm

The Smith-Waterman algorithm computes the optimal local alignment for a
pair of sequences according to a scoring system defined by a substitution matrix
and gap penalty function. The substitution matrix is a symmetric matrix that
assigns the cost of pairing bases together. The costs are derived from the observed
substitution frequencies in alignments of related sequences. Each potential base
pair is given a score representing the observed frequencies of such an occurrence
in alignments of evolutionarily related sequences. This score also reflects the
sample frequency of each base since some bases occur more frequently in nature
than others. Identities are usually assigned the highest positive scores, frequently
observed substitutions also receive positive scores, but matches that are observed
to be highly unlikely are penalized by negative scores. The two most popular
sets of substitution matrices for comparing long sequence are the BLOSUM and
PAM matrices [7][8]. Smith-Waterman also supports gaps in the sequences at a
penalty to maximize the substitution score. The parameters of the gap penalty
function influence the length and frequency of gaps allowed in the alignment.
There are generally three types of gap penalty functions:

constant : g(n) = bn
single affine : g(n) = a+ bn

double affine : g(n) = a+min(n, k)b0
+max(0, n− k)b1

(1)

The constant gap function assigns a fixed cost to each gap space, regardless
of its placement in the alignment. The single affine gap function penalizes gap
creation to encourage the placement of new gap spaces to extend existing gaps
rather than opening new ones. This is a more plausible model for gaps in genomic
sequences since a gap of more than one space can be accounted for by a single
evolutionary event. The double affine gap function extends this idea by assessing
a separate penalty for each gap space that extends a gap beyond the threshold of
spaces; is usually set smaller than to encourage longer gaps. We implement this
function in our system since it generalizes both the constant and single affine
gap functions. The optimal sequence alignment according to this scoring system
is found by evaluating a set of recurrence relations over each cell of the DP table.
For example, the following relations compute the optimal alignment using the
single affine gap penalty function:
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Fig. 1. Data dependency for DP computation. Cells from each diagonal are mutually
independent, and depend only on cells from the previous two diagonals.

E0,j = Ei,0 = D0,j = Di,0 = I0,j = Ii,0 = 0
Ei,j = max{0, Ei−1,j−1 +match(si, tj), Di,j , Ii,j}
Di,j = max{Ei−1,j + a,Di−1,j + b}
Ii,j = max{Ei,j−1 + a, Ii,j−1 + b}
Mi,j = max{Ei,j , Ei−1,j , Ei,j−1}

(2)

s = s0s1 . . . sm−1 and t = t0t1 . . . tn−1 are the two input sequences, match is
the substitution cost matrix, and a, b are the single affine penalties for respec-
tively opening and extending a gap. Implementing the double affine gap penalty
function requires the intermediate gap lengths to be associated with Di,j and
Ii,j to select the appropriate penalty for b. The purpose of Mi,j is to track the
maximum alignment score for all cells (intermediate alignments) in the DP ta-
ble – the final maximum alignment score will be propagated to the last cell
Mm−1,n−1. Pointers for each Mi,j are also maintained to track the cell loca-
tion with the maximum alignment score and simplify the alignment trace back
step.

Figure 1 illustrates the data dependencies involved in computing the recur-
rence relations over the DP table. In a single processor system, DP cells are
processed sequentially, but a multiprocessor system can efficiently exploit the
data dependencies by processing independent cells from each DP table diag-
onal (up to min(m,n) cells) in parallel. Furthermore, the data dependencies
also allow opportunities for cache optimization; only two diagonals are accessed
during a computation pass so a sufficiently large LRU cache can maximize its
cache coherency. With p = min(m,n) processors, the DP table can be computed
in (m + n − 1) passes by sequentially processing each diagonal. Unfortunately,
there is some efficiency loss since a few processors must stall when processing
non-major diagonal. The total number of stalls in the DP computation is p(p−1).
However, the query sequence is commonly matched against a database of many
target sequences, and the computation of the DP tables can be interleaved to-
gether to amortize the processor stalls.
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Fig. 2. The data dependency shown in (a) allows cell computations to be assigned
to a set of processors as shown in (b). The wasted space can be amortized over
several query sequence comparisons by connecting their DP tables together as shown
in (c).

4 GPU Implementation

We implement DASW on the NVIDIA GeForce 7800 GTX graphics card using
the OpenGL API, and the GL shading language (GLSL). Our implementation
only involves two stages from the OpenGL rendering pipeline: geometry trans-
formation and fragment rasterization. The geometry serves as the proxy that
initializes the pipeline for the DP computation and defines the area of computa-
tion. After copying the query and target sequence data to texture memory, for
each diagonal, the geometry transformation stage is passed (the vertices of) a
quadrilateral that can compactly contain the DP cells of the diagonal. The di-
mensions of this quadrilateral must be carefully chosen to minimize wasted cells
and to take advantage of any tiling optimizations on the GPU. The geometry
transformation stage assigns to each constituent fragment from the quadrilateral
a unique texture coordinate address and then engages the fragment rasterization
stage, where the DP recurrence relations are evaluated over the fragments by
a set of processors. The resulting pixel values are stored into an image buffer
in texture memory, to be reused in subsequent passes. This computation loop
proceeds until all diagonals have been processed. The last cell in the DP table
contains the optimal alignment score Mm−1,n−1 and is retrieved from texture
memory. If alignment generation is desired, then up to (m+ n− 1) more pixels
are copied out of texture memory, comparing the intermediate values of Ei,j

with Di,j to build the alignment.
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Fig. 3. OpenGL rendering pipeline. An execution pass is initiated at the geometry
transformation stage by drawing a quadrilateral representing the cells of a DP table
diagonal. The cells are processed by the fragment rasterization stage and the results
are saved to a queue of buffers in the texture memory, to be accessed for subsequent
passes. Computation proceeds until the last cell is processed; this cell contains the
optimal alignment score.

In each execution pass, a fragment processor can output a maximum of 16
components per pixel. Although each component can be represented in 32-bit
floating point, we opted to represent our data using 16-bit floats to save storage
and bandwidth. In our DP table, each cell must maintain Ei,j , Di,j , Ii,j , two
gap lengths, and the local maximum alignment score along with its respective
pointer (represented by two components), requiring a total of 8 components.
Since there are 16 components available, we can compute and store the data of
two DP table cells per pass in each pixel. We batch the data such that two DP
tables are computed simultaneously to amortize the cost of initiating each exe-
cution pass through the pipeline. The target sequences are batched as follows:
we divide the set of target sequences into two sets of sequences with roughly the
same total number of bases and form an aggregate target sequence from each set
by concatenating individual target sequences together, separating them by a spe-
cial delimitation character. The two aggregate sequences, along with the query
sequence are then copied into texture memory. When the fragment processor
encounters the special delimitation character during a cell computation, it sets
its corresponding pixel component values to zero. This introduces a little extra
overhead cost but is convenient since it effectively resets the initial conditions
for the next DP table computation, which allows us to interleave query-target
comparisons as shown in Figure 2.

Since only high scoring sequence alignments are interesting candidates for
alignment trace back, actual score, we implemented two modes of DASW on
the GPU: one that supports alignment trace back (ATM), and another faster
version that only computes the alignment score (ASM). In order to compute the
alignment trace back, ATM requires the entire DP table to fit within texture



194 Y. Liu et al.

Table 1. Table of results for a single query sequence (16,384 bases) compared against
983 target sequences (462,862 bases)

Platform Total time Throughput
(sec) (106 cells/sec)

CPU (osearch34 ) 147.46 51.43
CPU (ssearch34 ) 63.17 120.05

GPU (ATM) 42.51 178.41
GPU (ASM) 31.45 241.12

memory (a graphics card with 256 MB of texture memory can store roughly
222 DP cells). Otherwise, if the texture memory overflows, the resulting paging
across the PCI-Express bus will cripple the GPU’s performance. In contrast,
ASM only needs to store three diagonals worth of DP cells in texture memory.
Furthermore, ASM does not need to maintain any pointers, so each pixel only
needs to store 12 components (two DP cells), which amounts to roughly a 25%
savings in total bandwidth over ATM. ASM is faster than ATM and can be used
to filter out poor matches. If high homology is not expected, ASM can be used
to identify high scoring query-target comparisons in a first pass, so that they
can be recomputed by ATM to generate their full alignments in a second pass.

5 Results

We benchmark our system using two reference programs selected from the FastA
suite [9]: osearch34 is a software implementation of Smith-Waterman using
single-affine gap penalties that takes advantage of several caching optimizations.
ssearch34 extends this implementation by also including Phil Green’s SWAT
optimization [10]. SWAT follows a heuristic that ignores paths through the DP
table where the score would be less than the gap open penalty and essentially
allows the algorithm to skip the computation for some cells. However, the per-
formance of SWAT highly depends on the gap penalty value; it is not very useful
for small gap penalties and cannot be used at all if very high gap penalties are
required. Our test system is a 3.2 GHz Pentium D 840 processor with 2 GB
of RAM, equipped with a NVIDIA GeForce 7800 GTX card. We measured the
performance of our system by aligning a single query protein sequence consisting
of 16,384 amino acids against a database of 983 protein sequences, altogether
consisting of 462,862 amino acids, a computation of roughly 7.5 billion DP cells,
which is representative of problem sizes in genomic sequence comparison. We
used BLOSUM62 for the substitution cost matrix with single affine gap penal-
ties a = −12, b = b0 = b1 = −2, and k = 0. These parameters are typical for
most genomic sequence comparisons.

6 Discussion

The Smith-Waterman algorithm is a computationally-intensive string match-
ing operation that is fundamental to the analysis of proteins and genes. Our
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novel implementation of the Smith-Waterman algorithm exploits the parallel
processing power of GPUs to achieve a two-fold speedup over the best optimized
software implementation. Our system is general enough to support arbitrarily
complex gap penalty functions and allows very long sequence comparisons (query
sequence sizes up to 222 bases and target sequences of unlimited length). The
memory bottleneck of our system limits its computational potential. This situa-
tion may improve as GPUs increase their internal bandwidth, expose caches to
reduce communication costs, or allow instruction scheduling to conceal memory
latency. Our future work includes building a threaded cluster implementation to
distribute the work for genomic sequence comparisons among several CPU and
GPU nodes to take advantage of existing visualization clusters equipped with
high-end GPUs. Furthermore, our GPU framework for evaluating DP extends
to other optimization problems, and we are interested in identifying applications
that can benefit from this acceleration.
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Abstract. We present a GPU algorithm for the nearest neighbor search,
an important database problem. The search is completely performed
using the GPU: No further post-processing using the CPU is needed.
Our experimental results, using large synthetic and real-world data sets,
showed that our GPU algorithm is several times faster than its CPU
version.

1 Introduction

Recent publications have studied the usage of GPUs as co-processors for database
applications. Not surprisingly, the first papers mainly focused on graphics related
operations in spatial databases, e.g., methods to accelerate the refinement step
of spatial selections and joins using the GPU [1] or how to integrate the hardware
acceleration provided by GPUs with a commercial DBMS for spatial operations
[2]. Govindaraju et al. [3] focused on general database operations on the GPU.

An important, but challenging, database problem is the nearest neighbor (NN)
search. The NN of a given query point q ∈ R

d in the database D ⊂ Rd is
defined as uNN = {u′ ∈ D | ∀u ∈ D, u 	= u′ : δ(u′, q) ≤ δ(u, q)} for a given
distance function δ. Finding the NN has many applications in fields like similarity
search in multimedia databases, data mining, and information retrieval. Several
indexing methods have been proposed for implementing NN search [4]. However,
most of the experiments reported in this area show that the performance of a
linear scan is highly competitive for high-dimensional data sets, and that it can
be faster than any index structure in such spaces. In addition, the famous results
by Beyer et al. [5] have shown that theoretically, for very high dimensionality,
the NN problem is inherently linear for a wide range of data distributions.

In this paper, we provide a GPU implementation of the linear scan based NN
search algorithm. We evaluate our solution using large real and synthetic data
sets, obtaining significant speed ups over the CPU-based algorithm.

2 GPU Implementation of Nearest Neighbor Search

A linear scan based NN search computes the distance δ between a query object
q ∈ R

d and all objects in the database D ⊂ R
d. The object with minimum

� On leave from the Department of Computer Science, University of Chile.
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distance to q is returned as the NN. We depict now how to efficiently implement
this algorithm with the aid of a GPU. The first step of the algorithm is to load
the vectors into the graphics card texture memory. For this purpose, we create
d 2-D textures. Each of them stores one coordinate value of all vectors. As we
use the four color channels to store the data, each texel from the ith texture
contains the ith coordinate value of four different vectors (see Figure 1 (left)).

We use three fragment programs (FPs) to implement the linear scan. The
first FP computes the distance between each object u ∈ D and the query q. As
distance δ, we use the Manhattan distance (other metrics are possible). To fully
exploit the potential of the GPU, we compute the difference between coordinates
for several dimensions simultaneously. At each pass, the algorithm processes t
textures (dimensions) in parallel, for a total of d/t passes. The results from previ-
ous iterations are aggregated with the results of the current pass in an additional
texture texR (which initially contains zeros). Figure 1 (right) illustrates.

The next rendering pass determines the NN to q. The second FP computes
the minimum distance value within the color+alpha channels (dmin) and asso-
ciates this distance value to the index of its correspondent object (idxmin) (see
Figure 2 (left)). The FP compares the four values stored in each texel, keeping
the minimum value in the red channel and storing its associated index (an in-
teger value between 1 and n) in the green channel. The third FP searches the
minimum distance between four appropriately selected texels, and iteratively
reduces the texture size by a factor of 4 at each pass. The minimum distance
and its associated index are stored in the red and green channel, respectively
(see Figure 2 (right)). This iterative reduction is the tricky part in the search
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algorithm, and it is simulated by storing the results on the first quarter of the
original texture, and only this quarter is used at the next rendering step. The
algorithm stops when the texture has been reduced to size 1×1. Then, only one
texel is read back from the graphics card memory. The object whose index was
stored in the retrieved texel is returned as the NN of q.

3 Experimental Results

We used an NVIDIA GeForce 6800 Ultra graphics card with 256 MByte of mem-
ory. The CPU is a Pentium IV 3.0 GHz. The CPU algorithm was implemented in
C++ and compiled with the Intel C++ Compiler v8. We activated all optimiza-
tion flags for producing the fastest possible SSE2 enhanced CPU code. We used
the Cg compiler v1.3 for the GPU FPs. We measured query upload time, compu-
tation time, and texture download time (the databases are uploaded only once
into the graphics memory, thus this upload time is amortized over the queries).

The synthetic database consisted of 262,144 vectors (16-D to 256-D), with ran-
dom coordinates values uniformly distributed in the range [0.0, 1.0]. We averaged
the results over 1,000 random query vectors, and we got the best times using
t = 8. Figure 3 (left) shows the obtained results: The GPU algorithm achieved
an average speed-up factor of 6.4x. Our algorithm also scaled well when using
different database sizes. If the data did not fit into one texture, we partitioned
the data in blocks of about 1 million objects and run the algorithm on each block
iteratively. Figure 3 (right) shows the results for 1 to 7.5 million vectors.

We also tested our GPU algorithm using real-world databases. The first one is
the Forest CoverType (UCI-KDD-A) which contains data about different forest
cover types obtained by the U.S. Forest Service (54-D, 250,000 observations). The
second one is the Corel image features (UCI-KDD-B), which contains features of
images extracted from a Corel image collection (32-D, 65,000 images). Both sets
are available at the UCI KDD Archive [6]. The third one is a 3D CAD database
(512-D, 16,000 models). For each data set, we selected 1,000 random objects
as queries for the NN search. Figure 4 (left) shows the results. We observed
speed-up factors of, respectively, 6.4x, 4.5x, and 4.2x over the CPU algorithm.
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Finally, we compared the GeForce 6800 Ultra card with one card from the
previous generation, namely the GeForce 5900 FX, to estimate what kind of
improvements one could expect for the future. With regard to hardware (pixel
shaders and memory bandwidth), the GeForce 6800 Ultra should be at least twice
as fast as the GeForce FX 5900. Figure 4 (right) shows the obtained results. For
the next generation of GPUs, we expect a similar speed-up factor.

4 Conclusions

We presented a GPU accelerated algorithm for NN search in high-dimensional
vector spaces. We described how to map vectors into texture data, without re-
strictions on the dimensionality of the data, and we showed that relatively simple
FPs (including a texture reduction process) can efficiently return the NN object.
Experimental results using synthetic and real-world data sets showed that our
GPU algorithm provide a significant speed improvement over the CPU algo-
rithm, with linear scalability in dimensionality and database size.

References

1. Sun, C., Agrawal, D., Abbadi, A.: Hardware acceleration for spatial selections and
joins. In: Proc. ACM Intl. Conf. on Managment of Data. (2003) 455–466

2. Bandi, N., Sun, C., Abbadi, A., Agrawal, D.: Hardware acceleration in commercial
databases: A case study of spatial operations. In: Proc. Intl. Conf. on Very Large
Databases, Morgan Kaufmann (2004) 1021–1032

3. Govindaraju, N., Lloyd, B., Wang, W., Lin, M., Manocha, D.: Fast computation
of database operations using graphics processors. In: Proc. ACM Intl. Conf. on
Managment of Data. (2004) 215–226
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Abstract. In this paper, we present the recent developments on the
design and implementation of the data-parallel programming language
CGiS. CGiS is devised to facilitate use of the data-parallel resources of
current graphics processing units (GPUs) for scientific programming.

1 Introduction

The last few years have seen a rapid development in programmable graphics
hardware. To exploit the vast computational power of these highly parallel archi-
tectures, scientists successfully ported algorithms to GPUs [5]. This is commonly
known as General Purpose Programming on GPUs (GPGPU).

While highly tailored solutions could be implemented by specialists, the com-
mon programmer without knowledge of the details of GPU programming was
left out. For wider access, higher-level languages have emerged, such as Brook
for GPUs [1], Sh [4], CGiS [2, 3] and the recent Accelerator [6].

CGiS is designed to improve GPU accessibility by further raising the ab-
straction level. Scientific programmers not accustomed to programming graphics
hardware can transparently use performance enhancing features of the target.
Generating efficient GPU code for a general purpose language program is a de-
manding task. The goal of the CGiS project is to explore the possibilities of
high-level data-parallel programming.

This paper presents recent developments of CGiS, its compiler and its appli-
cability with respect to [2]. By example, we also show that, even with the higher
level of abstraction, parallel algorithms can be implemented efficiently on GPUs
with CGiS.

The remainder of this paper is organised as follows. Section 2 describes CGiS’
decisive features, and Section 3 shows a more detailed example. Section 4 con-
cludes the paper with an outlook on future development and work in progress.

2 CGiS

In contrast to other GPU languages, CGiS offers the possibility to write a whole
algorithm in one language. To achieve portability and performance optimisa-
tion possibilities, the compiler has full control over code and data distribution.
� Supported by DFG grant WI 576/10-3.
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Because the programmer never sees the actual GPU kernels, the compiler may
reorder functions into kernels for improved code distribution. The compiler can
thus use upcoming hardware generations, so that CGiS programs do not have
to be rewritten.

2.1 CGiS Compiler Architecture

Figure 1 shows the usage of CGiS. The CGiS compiler takes a CGiS source
file as an input and generates GPU and C++ code. Together with the user-
provided code which consists of calls to data passing and initialisation rou-
tines, and with the runtime library, an executable can be linked. It uses the
GPU transparently. The GPU is accessed through OpenGL, and the GPU code
is written in standard assembly language. Thus, the compiler supports by de-
sign several back-ends. Back-ends for multi-media CPU instruction sets are also
planned.

CGiS source CGiS compiler

GPU code

C++ code CGiS runtimeapplication

Fig. 1. Basic usage pattern of CGiS. Dotted lines denote linkage, solid arrows denote
in- or output. Darker, green rectangles denote user-provided sources, the other rectan-
gles are the output of the CGiS compiler. The ellipses stand for the CGiS base system
components. There is no direct connection between the application and the GPU.

2.2 Features

CGiS is a data-parallel programming language, focused on GPUs. It allows
parallel and independent computations on streams, as well as reductions, e. g.
summing up the elements of a stream into a scalar. For further details, see [2].

The CGiS compiler takes care of optimisations to accommodate inexperi-
enced GPU programmers, but advanced programmers are allowed to specify
guidings and hints; for example, whether a certain conditional is to be translated
with if-conversion or with native conditional instructions on architectures sup-
porting such. The generated program drives the computation and all neces-
sary rearrangements of data and the data interface to the main application.
The GPU stays invisible to the programmer. Textures may be exposed to the
outside for visualisation, or shown directly. Like other languages, CGiS ex-
cludes recursive functions and pointers because of the hardware’s memory
constraints.

Tests have shown that for naturally parallel algorithms, CGiS programs can
offer performance benefits with respect to CPU code [3], although the quality is
less than that of hand-written GPU code.
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3 Example: Refraction

In this section we show how CGiS programs differ from programs in other GPU
languages. This is exemplified by a program computing wave propagation and
refraction on watery surfaces.

CGiS programs consist of three sections: An INTERFACE section declares scalar
and stream variables, a CODE section defines functions working on single elements
of streams and a CONTROL section defines how these functions work together. Be-
cause of the aforementioned hardware constraints and a desired closeness to C,
the CODE section is similar to other languages. In the following, we will concen-
trate on the other two sections.

In the INTERFACE section, the programmer may provide ids to the compiler
for a detailed specification of packing streams into textures. If not, the compiler

PROGRAM viswave;

INTERFACE

extern inout float LAST<_,_> : texture (1) A; // _ is a size wildcard.
extern in float CURRENT<_,_> : texture (2) A; // Flipped on each step.
extern in float RINDEX, DAMP, WID, HEI; // Pass as program parameters.
intern float X<_,_> : texture (4) R; // These two streams shall reside
intern float Y<_,_> : texture (4) G; // in the same texture (id=4).
extern in float3 TEXTURE<_,_>: texture (3) RGB; // Use RGB components
extern out float3 IMAGE<_,_> : texture (5) RGB; // for visualisation.

CODE
... // Declare kernels called from this section and from CONTROL.

CONTROL

// Single step wave propagation:
forall (float last in LAST; float current in CURRENT){
propagate (last, current, indexX(last), indexY(last), DAMP, WID, HEI);

}
// Compute refractions in X- and Y-dimension:
forall (float x in X; float y in Y; float height in LAST){
refractionX (RINDEX, x, height, indexX(height), WID);
refractionY (RINDEX, y, height, indexY(height), HEI);

}
// Compute refracted image:
forall (float3 pixel in IMAGE; float height in LAST;

float x in X; float y in Y){
render (TEXTURE, pixel, height, x, y);

}
// Display image on screen:
show(IMAGE);

Fig. 2. Part of a CGiS program for calculating refractions
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will try to minimise the texture accesses. Another use for the ids is data passing
between separately compiled programs, which is implemented by shared textures.
For display on the screen, the image should reside in specific colour components,
which also is specified. Scalar values are always passed as fragment program
parameters.

The INTERFACE section gives rise to C++ functions, which the application in-
vokes to pass and retrieve the data. All data transfer is handled by the generated
code, and the GPU is invisible.

The CONTROL section specifies the calls of kernels which operate on streams,
passing index values, stream elements or whole arrays of data. The compiler gen-
erates code to upload the kernels, hook necessary textures, run the kernels and
copy the data back to textures. Again, the GPU remains invisible. This exam-
ple also features a show statement for interactively displaying the computation
results.

4 Conclusion and Future Work

We have described the CGiS language and shown that it is feasible for GPU
applications. In special domains, GPU implementations of CGiS programs offer
good performance, even at the current development stage of the compiler.

With the design of CGiS finished, we focus our future efforts on the compiler
framework. What remains to be done is to implement more program analyses and
more optimisations to the code generator, thus removing some of the overhead
for more complex programs. The compiler also has to be retargeted to the most
recent generation of GPUs and to SIMD-CPUs. When the compiler framework
is ready, it will be released as Open Source Software under the BSD license.
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Abstract. A commodity-type graphics card with its graphics process-
ing unit (GPU) is used to detect, compute and visualize the intersection
of two spline surfaces, or the self-intersection of a single spline surface.
The parallelism of the GPU facilitates fast and efficient subdivision and
bounding box testing of smaller spline patches and their corresponding
normal subpatches. This subdivision and testing is iterated until a pre-
scribed level of accuracy is reached, after which results are returned to
the main computer. We observe speedups up to 17 times relative to a
contemporary 64 bit CPU.

1 Introduction

We can divide most surface intersections into three categories: 1) self-inter-
sections for which the normal degenerates to zero length, 2) self-intersections
for which this does not happen, and 3) intersections between two surfaces, re-
sulting in an intersection curve, see Figure 1. There are a number of other kinds
of intersections, more or less degenerate, like intersections in points, intersections
with coincident parts of the surface(s), etc. See [5] for more information about
intersections.

Detecting and finding intersections is particularly important in all computer
aided design (CAD) systems, as well as in numerous other applications. In CAD
systems, geometries are traditionally represented with the help of spline surfaces
and spline curves. For an introduction to splines, see e.g., [2]. With the advent of
fast and programmable GPUs offering 32 bit floating point precision, a natural
course of action is to use the GPU for such geometric computations.
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S2
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F

SP1

P2

Fig. 1. From the left, a self-intersection with degenerate normals (a), a self-intersection
with no degenerate normals (b) and an intersection of two surfaces resulting in a well
defined intersection curve (c)
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The main limitations of the GPU are the single precision arithmetics, the
limited inter-process communication, and the bottleneck in the passing of results
back to the main computer from the graphics card. By adapting our algorithms
to the GPU, we have maneuvered around these obstacles. The processing of
geometry on the GPU is not farfetched, since the GPU is designed not only to
render geometry, but also to some degree process it, even though this is focused
around the processing of triangles.

2 Background

Current CAD-technology is built on the STEP-standard (ISO 10303) from the
early 1990s, and is consequently based on the computer performance at that
time. Volume objects in CAD are described by the outer and possibly inner shells
limiting the volume. A shell is described by a surface patchwork. Degree 1 and 2
algebraic surfaces, i.e., planes, spheres, cones and cylinders are central in CAD-
systems. More complex sculptured shapes are represented by piecewise rational
parametric surfaces using non-uniform rational B-spline surfaces (NURBS).

Closed forms can be found for the intersection of surfaces of algebraic degrees
1 and 2. However, for intersections of surfaces of higher algebraic degree, nu-
merical methods have to be used. CAD surface intersection until recently only
worked well for transversal intersections, where the normals of the surfaces are
non-parallel along the intersection curve [9]. If the normal fields of two surfaces
do not intersect then Sinha’s theorem [7] states that the surfaces do not have a
closed intersection loop. Thus recursive subdivision can be used to create sub-
surfaces in regions with potential closed intersection loops and detect these (loop
destruction) [8]. For singular intersections where the surface normals are paral-
lel along the intersection curve the theorem does not apply. For near singular
intersections where the surface normals are near parallel along the intersection
curve, the theorem often does not help much, as normal fields are in general
approximated before overlap is tested [3, 6].

To better solve the singular and near singular surface intersection problems,
as well as attempt to solve the surface self-intersection challenge, the idea of
approximate implicitization was introduced [1]. In the EU IST FET-Open GAIA
projects (2000-2005) surface intersection and self-intersection algorithms were
developed following these ideas. However, performance of these new combined
recursive and approximate implicit intersection algorithms is not as good as
required for industrial use. Thus the idea was born to use the GPU for ”naive”
extensive subdivision to establish guaranteed intersection conjectures that can
guide the recursion strategy used in the CPU-based algorithms.

3 Numerical Methods and Implementation on the GPU

Given a spline surface, it can contain any number and combination of the inter-
sections in Figure 1. If we find an intersection in a subpart of the surface, this
does not exclude other intersections in the same subpart. We will now discuss
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Fig. 2. The flowchart describing the processing of a Bezier-patch. Note that in stages
C and D, subpatches can be processed in parallel, and that subpatches are collected
in sets in E, G and H. In J, pairs of subpatches are processed in parallel, while sets of
subpatches again are accumulated in K and L. Finally, any resulting subpatch in these
sets may be further subdivided in A, and the procedure repeated.

how to find the various kinds of intersections, with reference to the schematic
flowchart in Figure 2.

3.1 Splines and Spline Surfaces

One special case of a spline surface is the Bezier patch. A Bezier patch of de-
gree d, or order k=d+1, is a linear combination of k2 basis functions, and can
therefore be represented by a k×k matrix of coefficients. A larger spline surface
can be subdivided into a set of Bezier patches, each of which can be further
subdivided. The coefficient matrix for a patchwork of Bezier patches is a matrix
of independent k×k sub-matrices of coefficients, which makes Bezier patches
convenient building blocks in our spline-based GPU-algorithms.

Since we are interested in 3D surfaces, our spline surfaces will have 3D co-
efficients, or if we use rational spline surfaces (NURBS) 4D coefficients. In this
paper, we focus on non-rational splines, but we note that in both cases the
coefficients fit nicely into the RGBA-quadruples of GPU fragments.
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3.2 Knot Insertion and Subdivision

We have a spline surface S(u, v) =
∑p

i,j=1 ci,jNi(u)Nj(v) = (NTCN)(u, v), of
degree d, where NT =(N1(·), . . . , Np(·)) consists of p B-spline functions and C
is a p×p matrix of 3D coefficients. By giving all knots multiplicity k by knot
insertion, we get a set of Bezier subpatches describing the same surface. For
simplicity, and without loss of generalization, we use the same knot vectors for
the two directions, resulting in the new representation

S(u, v) = (NTCN )(u, v) = (N̄T
DN̄ )(u, v), (1)

where the new coefficients D are given by D=ACAT , and we have the relation
N = AN̄ between the new and old basis functions N̄ and N . Here, A is the
knot insertion matrix corresponding to the insertion of the new knots. For more
on splines and knot insertion, see again [2].

For S itself a Bezier patch, we would typically subdivide it into 22n new
Bezier subpatches, by splitting the original knot vector interval into 2n sub-
intervals. We compute the accompanying knot insertion matrix A on the CPU
and pass it on as a texture together with C to the GPU. The computation of
the new coefficient matrix D can then be done efficiently on the GPU using two
passes for the two matrix multiplications in D=(AC)AT . Notice that only the
second of these multiplications, AC multiplied with AT , really does gain from
the efficiency of the GPU, since the first multiplication only results in a matrix
with order O(2n) coefficients, while the latter produces O(22n) coefficients. These
shaders are quite simple, and have good “arithmetic to texture fetch” ratios for
our cubic 3D Bezier patches.

We then test each of the subpatches for self-intersections and/or pairs of them
for intersections and discard subpatches without any possible (self-)intersections.

This whole procedure can then be iterated. The result is a set of small patches
which may contain intersections. These can be used as a starting point for more
traditional intersection algorithms which are better suited for the CPU, or used
directly for visualization. A subset of the three kinds of intersections may be
computed by breaking off proper parts of the algorithm in Figure 2.

3.3 Bounding Box Tests

We look for intersections (not self-intersections) by subdividing patches and
discarding subpatches that do not have rectangular bounding boxes that overlap
any other than those of their neighbours. Note that the convex hull property for
splines implies that the subpatches are contained in these boxes. This does not
guarantee an intersection in the remaining subpatches, but we will never discard
subpatches wrongly.

To avoid making an assumption about adjacent subpatches (in the parameter
domain) not intersecting each other even though their bounding boxes always
will, we do not use the bounding box test on such pairs, but instead compare
the sum of their normal cone widths to π. The normal cone is a bounding box
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α

Fig. 3. From the left, a) a Bezier patch with normals indicated, b) the normals col-
lected, and c) the normal cone with the angle/width α indicated

for the normals of a subpatch, specified as a direction and an angle, as shown in
Figure 3. If the sum is smaller than π, the adjacent subpatches cannot intersect.
(See Figure 2, boxes I and J.)

If we subdivide a Bezier patch into 2n×2n subpatches, we get 24n ordered
pairs of subpatches, including both subpatches paired to themselves and pairs
of neighbouring subpatches. Given the subpatches organized in a 2nk×2nk co-
efficient matrix, as produced by the knot insertion of Section 3.2, we can easily
form two matrices of size 2n×2n containing two opposite corners of the bounding
boxes of the subpatches, on the GPU.

To compute the bounding boxes, we use the depth buffer to implement a
fast maximum and minimum operator to be applied to all coefficients of all the
subpatches. The bounding boxes are represented as two 2n×2n textures, that are
afterward treated as 1D textures of length 22n. These are then used to form the
tensor product of all pairs, and a new texture of size 22n×22n is used to store the
boolean results of all the bounding box tests. Since this matrix is symmetric, we
can eliminate half of the tests by rendering a triangle rather than a quad when
running the corresponding shader on the GPU.

3.4 Self-intersection Tests

The subpatches making out the full Bezier patch can be independently checked
for self-intersections. We do this by checking for degenerate, or “close to degen-
erate” normals, and checking the width of the normal cone.

Degenerate Normals. If we take a smooth surface without any intersections,
and pull a part far away from any edges out and fold it back into itself, we get a
self-intersecting surface as shown in Figure 1a. Here, a fold F with the darkened
underside of patch P is shown. In the two intersection points S1 and S2 we have
degenerate normals. Note that on the sides of the protruding fold F we also
have intersections like those in Figure 1b and 1c, in which the normals are not
degenerate.

To test for degenerate normals, we form the normal surface of the patch, and
subdivide this like the patch itself. The only difference is that if the surface patch
has degree d, the normal surface will have degree 2d−1. From each subpatch of
the normal surface, we find a bounding box for the coefficients, thus getting a
bounding box for the normals. If this bounding box does not contain the origin
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(given some tolerance) the corresponding surface subpatch cannot contain any
degenerate normal, and we can dismiss the subpatch as not having this particular
kind of self-intersection. This corresponds to the test C in Figure 2.

We compute the normal surface of the d-degree Bezier patch on the CPU, and
subdivide it on the GPU as described above in Section 3.2. Since the degree is
2d−1 we cannot use exactly the same shaders as for the Bezier patch itself, as
we do not want the degree to be a variable. Rather, we use specialized shaders
for each degree, but the algorithm is the same.

The test of degeneracy is then applied to this hull of all the subpatches,
i.e., all the coefficients of the normal subpatches are compared to a specified
small tolerance. This will result in a large matrix of boolean values, which can
then be treated according to how we use it for specific applications. If further
subdivison is to be performed, we can remove the irrelevant subpatches, and
start the iteration again on the remaining subpatches. Or these can be returned
to the CPU. A third use is to simply detect whether any of the normals at all
are degenerate, this can be done very quickly with occlusion culling techniques.

Normal Cone Tests. Note that if the subpatch is to contain any self-inter-
sections, we must have a normal cone with width greater than π. This test
corresponds to the one depicted as test D in the algorithm in Figure 2.

For these tests we make approximate normal cones that are not as “tight” as
they could be, but faster to construct on the GPU. We average the coefficients
of the normal subpatches, i.e., the subdivided normal patches, for the direction
of the cones. The width of each cone is computed as the maximal deviation from
this average to all normals on the subpatch. This is accomplished by iterating a
very simple shader, in effect averaging, or blending, triples (the directions) and
storing the largest angle.

3.5 Tying It Together

In Sections 3.1 to 3.4, we have seen how we take a spline surface as input, sub-
divide it into a larger set of Bezier subpatches, and perform tests on subpatches
and pairs of such to determine whether certain intersections can be present.
Depending on what tests we want to perform, we may adapt the algorithm in
Figure 2 to our purpose. If we are interested in, e.g., only self-intersections of
the kind producing degenerate normals, we iterate the sub-loop ABCGF . If we
are interested in not only detecting the presence of self-intersections for which
the normals do not disappear, but also finding them, we must follow a path in
the flowchart ending in either E or H , followed by the subpatch-pair testing
J , resulting in a set of patches in K that may contain intersections. Further
processing of this set can be done either on the CPU, or the subpatches can be
subdivided by iterating the algorithm from the top again. In the latter case, the
currently slow returning of larger amounts of data from the GPU to the CPU
can be avoided, the cost being that one must instead remove the uninterest-
ing subpatches from the pool of such subpatches on the GPU. The authors are
currently working on such an addition, following the ideas in [4].
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4 Results and Conclusions

We have made use of the GPU to do computations that it was not primarily
designed for. This means that the algorithms chosen are somewhat different from
what have been used so far on more general computers, for the same purposes.

To fit the GPU architecture, the algorithm has been made less adaptive and
more “brute force” than would be natural for a pure-CPU intersection algorithm.
For comparison, we have made C-code that mimics the GPU-algorithm. This
may seem to favor the GPU over the CPU, but the effect is lessened by the fact
that our GPU-algorithm will be even more efficient when combined with proper
controlling CPU-based code. Such code will add more adaptivity to the GPU-
algorithm. Work is in progress to implement a CPU+GPU-based module that

Table 1. Timings in seconds for a selection of sizes n. For small n, computational
overhead is significant, but we see convergence in the speedup factor quickly after.
This also testifies to the scalability of the algorithm and code.

n GPU CPU Speedup factor
4 7.456e-03 6.831e-03 0.9
5 1.138e-02 7.330e-02 6.4
6 7.271e-02 1.043e00 14.3
7 9.573e-01 1.607e01 16.8
8 1.515e01 2.555e02 16.9

Fig. 4. A cubic Bezier patch with one corner pulled through itself, to create a (transver-
sal) self-intersection. This also creates a crease in the surface, a region with high cur-
vature. If the corner was pulled even more, this fold would produce a self-intersection
with degenerate normals. As it is, the normals are only “near degenerate”, and the re-
gion (darkened) has been detected by our GPU code, given a sufficiently high tolerance
for “degeneracy”. To the left, the Bezier patch, to the right, the corresponding normal
surface, where the near degenerate normals appear as a region around the origin.
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can be substituted for a corresponding purely CPU-based module in a widely
used CAD system, giving us an even better test bed.

On an NVIDIA GeForce 7800GT graphics card, we have tested the subdivision
of cubic Bezier patches into 2n×2n subpatches, followed by tests for degenerate
normals, subdivision of the quintic normal patch into the same number of normal
subpatches, computation of the approximate normal cones, the bounding boxes,
and finally the bounding box pair intersections. The CPU-version (C-code) was
run on an AMD X2 4400+ without threading, and is compiled with the GNU gcc
compiler with optimization -O2. Tests with -O3, -march=k8, -mfpmath=sse,387
and -ffast-math did not produce significantly different timings. Explicit vector
instructions are not used. The corresponding times are listed in Table 1. An
illustration of the detection of near degenerate normals in a near-self-intersection
situation is shown in Figure 4.
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Abstract. Variational methods that evolve surfaces according to PDEs
have been quite successful for solving the multiview stereo shape recon-
struction problem since [1]. However just like every other algorithm that
tackles this problem, their running time is quite high (from dozens of
minutes to several hours). Fortunately graphics hardware has shown a
great potential for speeding up many low-level computer vision tasks. In
this paper, we present the analysis of the different bottlenecks of the orig-
inal implementation of [2] and show how to efficently port it to GPUs
using well-known GPGPU techniques. We finally present some results
and discuss the improvements.

1 Introduction

Three-dimensional shape reconstruction from a set of pictures is one of the oldest
problems in computer vision and find its roots back in robotics. Unfortunately
the current state-of-the-art algorithms for reconstruction from multiple views
are typically very slow and forbid a more widespread use of this technique.

A quite recent idea to improve the running time of many computer vision
algorithms consists in using commodity graphics cards not for rendering fancy
graphics but for general-purpose computations. We show how this approach was
successful for us, allowing quality shape reconstruction within minutes.

The first section of this paper discusses previous work in the field of stereo
reconstruction and general-purpose computation on GPUs (GPGPU), the next
section describes the shape reconstruction algorithm we used, the following sec-
tion details our implementation and the final section presents some results.

2 Related Work

2.1 Multiview Stereo Algorithms

Given n (≥ 2) images of the same scene (along with the calibration parameters
of the cameras), the goal is to build a 3D model of the scene as close as possible
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to the original. This goal is difficult to reach because occluded parts and lighting
can substantially change the appearance of a scene from different viewpoints.

Currently multiview stereo algorithms can be very roughly divided into two
classes: on one hand, discrete methods à la space carving derivated from [3] which
work on an initialy whole discrete volume and incrementally remove chunks of
voxels that do not satisfy a photo-consistency condition; on the other hand,
variational methods based on the deformation of a surface under a PDE [1, 4].
The algorithm considered here [2] belongs to this latter class.

2.2 General-Purpose Computation on GPUs

In just a few years graphics cards have become heavily parallel processing ma-
chines with increased programming capabilities making their use possible for
other purposes than standard real-time rendering [5]. A simplistic way to un-
derstand what a GPU actually does is to consider it as a stream processor [6]
which executes a computational kernel over all the elements of an input stream
(possibly accessing other streams) and puts the corresponding results into an
output stream.

2.3 Stereo Vision Using Graphics Hardware

Computer vision algorithms are nowadays often GPU-accelerated, as they work
on the same kind of data as rendering. Recovering the disparity map of two
images has already been thoroughly studied: from simple block matching strat-
egy with a multiscale approach [7], to mixed CPU/GPU approach initializing a
graph-cut optimization with crude depth maps computed on GPU [8], and paral-
lel dynamic programming on GPU [9]. Numerical schemes for 2D level sets have
also been implemented by brute force [10] and more recently, 3D level sets for
segmentation [11] introduced a GPU to CPU message passing system. However,
to our knowledge, no multiview stereo algorithm for full shape reconstruction
has been adapted to run on GPUs.

3 Shape Reconstruction Method

The variational method of [2] borrows from [1] but formulates the evolution of
the surface as an image registration problem. It is thus simpler, more robust
than most other methods and also more suitable for a GPU implementation.

3.1 Notations

A surface S ⊂ IR3 models the shape of the scene being reconstructed. We note
Pi : IP3 → IP2 the projection matrices and Ii : Ωi ⊂ IR2 → IRc the corresponding
images. Si is the part of the surface S visible in the image Ii. P−1

i,S : Pi(S) → Si

reprojects from the camera Pi to the surface S. Finally Ij◦Pj◦P−1
i,S : Pi(Sj) → IRc

is the reprojection of the image Ij in the camera Pi via the surface S.



214 P. Labatut, R. Keriven, and J.-P. Pons

iS jS

IjIi
jPPi

Fig. 1. Cameras setup and notations

3.2 Energy to Minimize

We wish to minimize a sum of dissimilarity terms between pairs of images: each
pair is composed of one of the input images and some predicted image obtained
by reprojecting another input image into the camera corresponding to the former
image. This leads to the following energy (M is the dissimilarity measure between
two areas of image):

M(S) =
∑

i

∑
j �=i

M(Ii, Ij)(S) =
∑

i

∑
j �=i

M |Ωi∩Pi(Sj) (Ii, Ij ◦ Pj ◦ P−1
i,S ) (1)

The minimization of this energy results in the evolution of the surface S along
its outward normal N, driven by the equation:

∂S

∂t
=

⎡⎣−λH +
∑

i

∑
j �=i

δSi∩Sj ∂2M DIj DPj
di

z3
i

⎤⎦N (2)

where H is the mean curvature of S (which corresponds to a smoothing term
added to the energy), D· is the Jacobian matrix of a function, δ· is the Kronecker
symbol, di the vector from the camera Pi to the considered point, zi its depth
and λ a smoothing coefficient (λ > 0).

3.3 Similarity Measure

The described method allows the use of whatever similarity measure we want:
cross-correlation, correlation ratio, mutual information, etc. . . [12]. We limited
ourselves to the local normalized cross-correlation cc(Ii, Ij) (which can accomo-
date even non-lambertian surfaces provided the window size is small enough):

µ(Ii) = Gσ∗Ii

ω v(Ii) = Gσ∗I2
i

ω − µ2(Ii) + τ2

v(Ii, Ij) = Gσ∗IiIj

ω − µ(Ii)µ(Ij) cc(Ii, Ij) = v(Ii,Ij)√
v(Ii) v(Ij)

(3)

where ω(x0) =
∫

Ω Gσ(x0 − x) dx is the spatial normalization to account for the
shape of the correlation window, and Gσ is a gaussian kernel.
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The dissimilarity measure M cc(Ii, Ij) between images Ii and Ij is simply the
sum of the normalized cross-correlation over the whole domain: − ∫

Ω
cc(Ii, Ij)(x)

dx and its partial derivative needed for the minimization is:

∂2M
cc(Ii, Ij) = α(Ii, Ij) Ii + β(Ii, Ij) Ij + γ(Ii, Ij) (4)

where:

α(Ii, Ij) = Gσ ∗ −1
ω
√

v(Ii) v(Ij)

β(Ii, Ij) = Gσ ∗ cc(Ii,Ij)
ω v(Ij)

γ(Ii, Ij) = Gσ ∗
(

µ(Ii)
ω
√

v(Ii) v(Ij)
− µ(Ij) cc(Ii,Ij)

ω v(Ij)

) (5)

3.4 Energy Minimization

The minimization of the energy by gradient descent is implemented within the
level set framework [13] and can implicitly cope with surface topology changes.
However this comes at a cost and to reduce the computational burden, the
narrow band algorithm [14] is used to evolve the level sets. As the energy is
optimized through a simple steepest gradient descent, it can easily get stuck in a
local minimum. The algorithm therefore adopts a multi-scale approach by using
the result of the optimization at a coarser scale to initialize the optimization at
a finer level.

4 Graphics Hardware Implementation

Whereas other variational methods for multiview stereo are CPU-only, [2] was
designed with classical GPU acceleration in mind. We take this one step further
by using GPGPU techniques.

4.1 Original Implementation Analysis

The main loop driving the evolution of the surface and executed at each time step
can be decomposed as shown in Tab. 1. As all the surface points visible in image
Ii should be points from the narrow band, the M cc derivative is computed over
the common domain of image Ii and image Ij reprojection, allowing for stream
computation. Items 6 and 7 actually spend most of the time doing bilinear
interpolations. The depth computations and reprojections were already running
on GPU. Finally the level sets computations cover only a fraction of the running
time. We thus chose to concentrate our efforts on items 5.2, 6 and 7.

4.2 Reprojection and Visibility Masks Computation

The depth is computed via conventional rendering of the surface and update of
the depth buffer. The visibility masks (Ωi ∩Pi(Sj)) and the image reprojections
are computed with the shadow mapping technique which consists in using the
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Table 1. Main loop with typical running time distribution

0% 1 mesh update

10% 2 distance function update

5% 3 mesh download to the GPU

5% 4 depth computation in every camera
5 similarity measure derivative update

for each camera couple (i, j)

0% 5.1 reprojection of the image Ij in the camera Pi

20% 5.2 computation of the similarity measure derivative

20% 6 computation of band points attributes
for each band point / for each camera

position / visibility / intensity computation

40% 7 normal speed computation
for each band point / for each camera pair

if the point is visible in the two cameras
7.1 corresponding normal speed computation

0% 8 CFL condition

0% 9 level sets update

contents of the depth buffer we got from the Pj camera as a texture and rendering
the surface in the camera Pi. Accessing texels in this special texture triggers a
comparison between the current depth and the depth stored in the texture and
returns a boolean value. The surface points are used as texture coordinates and
the texture matrix (which is applied to the texture coordinates before accessing
texels) is replaced by the Pj camera matrix. We can thus generate a depth mask
using the Pj camera depth buffer as a texture. Then the Ij image reprojection
is obtained by applying this image as a texture (see Fig. 2(a)).

4.3 Computation of the Similarity Measure Derivative

The convolutions were originally implemented with a recursive filter [15]. IIR
filters do not fit very well in the GPU computational model constraints so it
was replaced by a simple separable convolution. In order to mask away some
of the input records in the stream, we take advantage of the efficient Z-Culling
technique: it consists in loading a mask in the depth buffer that allows masked
records to completely skip the execution of the computational kernel. Using
this masking technique, the computation of α, β and γ from (5) easily maps
to successive kernels: first compute 1, Ii, Ij , Ii Ii, Ii Ij , Ij Ij , then convolve
the previous pass result with Gσ, then compute ω, µ(Ii), µ(Ii), v(Ii), v(Ij),
v(Ii, Ij), cc(Ii, Ij) and finally convolve with Gσ to get α, β and γ.

4.4 Computation of the Points Position, Visibility, Intensity and
Normal Speed

At the finest scale, the band typically contains many dozens of thousand of
points. An input stream containing the coordinates of the band points is first
created (as shown in Fig. 2(b)). Computational kernels iterate over the cameras,
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Pj
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iI

Ij
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(a) shadow mapping (b) mapping the band to a 2D stream

Fig. 2. Some of the techniques used

Table 2. Input data, parameters and running times

“buddha”1 “dino”2

#Images 25 16

Resolution 256 × 256 × 3 256 × 256 × 3

#Pairs 50 32

Level set volume 128 × 128 × 128 192 × 192 × 192

Running time (CPU/GPU) ∼ 780 s ∼ 860 s

Running time (GPU) ∼ 210 s ∼ 240 s

compute the position, visibility and intensity attributes from this input stream,
and output corresponding attributes streams. Z-Culling is once again used to
mask away some parts of the input stream where no computation needs to be
done.

For the normal speed we combine visibility streams and the stream mask to
generate a mask for Z-Culling. The camera pairs are then iterated over while
accumulating the normal speeds computed for each points in the narrow band.
The level sets are finally updated using this output stream.

5 Results

The graphics hardware was programmed using the OpenGL API and its exten-
sions mechanism. The Cg programming language was also used for prototyping.
All the presented results (Tab. 2 and Fig. 3) were obtained on a PC with an
Intel Xeon 2.8 GHz CPU and 1 GB of system RAM equipped with an NVIDIA
GeForce 7800 GTX graphics card with 256 MB of video RAM.

1 Intel OpenLF Mapping project: http://www.intel.com/research/mrl/research/
lfm/

2 Multiview Stereo Evaluation project: http://vision.middlebury.edu/mview/
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Fig. 3. “buddha” data set: first column: some input images, second column: ground
truth, third column: result; “dino” data set: first column: some input images, second
column: evolution (first time step of each scale), third column: result

The overall speed factor is almost about 4 when compared to the already GPU
accelerated method from [2]. However the original sections of the algorithms that
were using lots of bilinear interpolations observe an elevenfold improvement in
general, and the computation of the measure derivative gets a ninefold decrease
of its running time.

6 Conclusion

The decrease of the total running time is significative allowing shape reconstruc-
tion within minutes and it is even more impressive if we consider the CPU-only
method from [1]: the hypothetical overall performance gain would be about 200.
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Abstract. The paper describes how one can use commodity graphics
cards (GPUs) as a high-performance parallel computer to simulate the
dynamics of ideal gases in two and three spatial dimensions. The dy-
namics is described by the Euler equations, and numerical approxima-
tions are computed using state-of-the-art high-resolution finite-volume
schemes. These schemes are based upon an explicit time discretisation
and are therefore ideal candidates for parallel implementation.

1 Introduction

Conservation of physical quantities is a fundamental physical principle that is
often used to derive models in the natural sciences. In this paper we will study
one such model, the Euler equations describing the dynamics of an ideal gas
based on conservation laws for mass, momentum, and energy. In three spatial
dimensions the Euler equations read⎡⎢⎢⎢⎢⎣

ρ
ρu
ρv
ρw
E

⎤⎥⎥⎥⎥⎦
t

+

⎡⎢⎢⎢⎢⎣
ρu

ρu2 + p
ρuv
ρuw

u(E + p)

⎤⎥⎥⎥⎥⎦
x

+

⎡⎢⎢⎢⎢⎣
ρv
ρuv

ρv2 + p
ρvw

v(E + p)

⎤⎥⎥⎥⎥⎦
y

+

⎡⎢⎢⎢⎢⎣
ρw
ρuw
ρvw

ρw2 + p
w(E + p)

⎤⎥⎥⎥⎥⎦
z

=

⎡⎢⎢⎢⎢⎣
0
0
0
gρ
gρw

⎤⎥⎥⎥⎥⎦ . (1)

Here ρ denotes the density, (u, v, w) the velocity vector, p the pressure, g the
acceleration of gravity, and E the total energy (kinetic plus internal energy)
given by E = ρ(u2 + v2 +w2)/2+ p/(γ− 1). In all computations we use γ = 1.4.
The Euler equations are one particular example of a large class of equations
called hyperbolic systems of conservation laws, which can be written on the form

Qt + F (Q)x +G(Q)y +H(Q)z = S(Q). (2)

This class of PDEs exhibits very singular behaviour and admits various kinds of
discontinuous and nonlinear waves, such as shocks, rarefactions, phase bound-
aries, fluid and material interfaces, etc. Resolving propagating discontinuities
accurately is a difficult task, to which a lot of research has been devoted in the
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last 2–3 decades. Today, a successful numerical method will typically be of the
high-resolution type (see e.g., [3]) and be able to accurately capture discontin-
uous waves and at the same time offer high-order resolution of smooth parts of
the solution.

Modern high-resolution methods for nonstationary problems are typically
based upon explicit temporal discretisation. In explicit methods there is no cou-
pling between unknowns in different grid cells, and one therefore avoids the use
of linear system solvers, which is a typical bottleneck in many fluid dynamics
algorithms. High-resolution methods are therefore relatively easy to parallelise,
using e.g., domain decomposition. In this paper we will discuss parallel imple-
mentation of gas-dynamics simulations on commodity graphics cards (GPUs)
residing in recent desktop computers and workstations. The idea of using GPUs
for numerical simulation is far from new—cf. e.g., http://www.gpgpu.org—but
except for our previous work [1] on shallow water waves, this is the first paper
to consider a GPU implementation of high-resolution schemes for models on the
form (2).

From a computational point-of-view, a modern GPU can be considered as
a single-instruction, multiple-data processor capable of parallel processing of
floating-point numbers. Whereas an Intel Pentium 4 CPU has a theoretical per-
formance of at most 15 Gflops, performance numbers as high as 165 Gflops have
been reported for the NVIDIA GeForce 7800 cards. The key to this unrivalled
processing power is the fact that current GPUs contain up to 24 parallel pipelines
that each are capable of processing vectors of length four simultaneously. By
exploiting this amazing computational power for 2D and 3D gas-dynamics sim-
ulations, we observe speedup factors of order 10—20 on a single workstation.

2 Numerical Methods

To solve the Euler equations in two and three dimensions, we will use a family of
semi-discrete finite-volume schemes on a regular Cartesian grid and seek approx-
imations to (2) in terms of the cell-averages Qijk = 1

|Ωijk|
∫

Ωijk
QdV . Integrating

(2) over Ωijk , we obtain an evolution equation for the cell-averages

dQijk

dt
= −(Fi+1/2,jk − Fi−1/2,jk

)− (
Gi,j+1/2,k −Gi,j−1/2,k

)
− (

Hij,k+1/2 −Hij,k−1/2
)

+ Sijk,
(3)

where Fi±1/2,jk denote the flux over the surfaces with normal along the x-axis,
etc. The fluxes are approximated using a standard Gaussian quadrature (fourth
order, tensor product rule):

F i+1/2,jk(t) =
1

|Ωijk |
∫ yj+1/2

yj−1/2

∫ zk+1/2

zk−1/2

F
(
Q(xi+1/2, y, z, t)

)
dydz

≈ 1
4∆x

∑
n,m={−1,1}

F
(
Q
(
xi+1/2, yj + n

∆y

2
√

3
, zk +m

∆z

2
√

3
, t
))
.

(4)
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To evaluate the integrand, we need to reconstruct a continuously defined func-
tion from the cell-averages. To this end, we will use a function that is piecewise
continuous inside each grid cell. In a first-order method, one would use a piece-
wise constant function. To obtain second-order (on smooth solutions), we use a
piecewise linear reconstruction for each component in Q

Q̂ijk(x, y, z) = Qij + L
(
D+

x Qijk, D
−
x Qijk

)x− xi

∆x

+ L
(
D+

y Qijk, D
−
y Qijk

)y − yj

∆y
+ L

(
D+

z Qijk, D
−
z Qijk

)z − zk

∆z
,

(5)

where D±
x = ±(Qi±1,jk −Qijk), etc. The so-called limiter L is a nonlinear func-

tion of the forward and backward differences, whose purpose is to prevent the
creation of overshoots at local extrema. Here we use the family of generalised
minmod limiters

L(a, b) = MM(θa, 1
2 (a+ b), θb), MM(z1, . . . , zn) =

⎧⎪⎨⎪⎩
maxi zi, zi < 0 ∀i,
mini zi, zi > 0 ∀i,
0, otherwise.

(6)

The reconstruction Q̂(x, y, z) is discontinuous across all cell-interfaces, and thus
gives a left-sided and right-sided point value, QL and QR, at each integration
point in (4). To evaluate the flux across the interface at each integration point,
we use the central-upwind flux [2]

F(QL, QR) =
a+F (QL) − a−F (QR)

a+ − a−
+

a+a−

a+ − a−
(QR −QL),

a+ = max
(
0, λ+(QL), λ+(QR)

)
, a− = min

(
0, λ−(QL), λ−(QR)

)
,

(7)

where λ±(Q) are the slow and fast eigenvalues of dF/dQ, given analytically as
u±√

γp/ρ.
Finally, we need to specify how to integrate the ODEs (3) for the cell-averages.

To this end, we use a second-order TVD Runge–Kutta method [5]

Q
(1)
ij = Qn

ij +∆tRij(Qn),

Qn+1
ij =

1
2
Qn

ij +
1
2
[
Q

(1)
ij +∆tRij(Q(1))

]
,

(8)

where Rij denotes the right-hand side of (3). The time step is restricted by a
CFL-condition, which states that disturbances can travel at most one half grid
cell each time step, i.e., max(a+,−a−)∆t ≤ ∆x/2, and similarly in y and z.

3 GPU Implementation

The data-driven programming model of GPUs is quite different from the instruc-
tion-driven programming model most people are used to on a CPU. On a CPU,
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Make initial 
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                         Runge-Kutta substep iteration
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graphics output
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Fig. 1. Flow chart for the GPU implementation of the semi-discrete finite-volume
scheme. Gray boxes are executed on the GPU and white boxes on the CPU.

a computer program for the algorithm in Section 2 would consist of a set of
arrays and the processing is performed as series of loops that march through
all cells to compute reconstructions, integrate fluxes, compute flux differences
and evolve the ODEs, etc. On the GPU, each grid cell is associated with a pixel
(fragment) in an off-screen frame buffer. The data stream (cell-averages, fluxes,
etc.) is given as textures and is invoked by rendering a geometry to a frame buffer.
The data stream is processed by a series of kernels (fragment shaders, in graphics
terminology) using the fragment-processing capabilities in the rendering pipeline.
Writing each computational kernel using Cg (or GLSL) is straightforward for
any computational scientist capable of writing C/C++. However, setting up the
graphics pipeline requires some familiarity with computer graphics (in our case,
OpenGL).

The flow chart for the simulation algorithm is given in Figure 1. Worth noting
is the computation of the maximum eigenvalues to determine the time step.
Finding the maximum is implemented using an ’all-reduce’ operation utilising
the depth buffer combined with a read-back to the CPU; see e.g., [1]. In each
of the two Runge–Kutta steps, four basic operations are performed. First we
set the boundary data. Then we compute the reconstruction using (5) and (6).
The most computationally intensive step is the evaluation of edge fluxes and
computation of the source term. Before this calculation can start, the time step
∆t must be passed to the shader by the CPU. Finally, the step is completed
by adding fluxes and the source term to the cell averages. To complete a full
time step, the sequence of operations in the Runge–Kutta box are performed
twice.
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For simulations in 2D, the vectors with cell-averages, slopes, fluxes, etc. have
length four and can each be fitted in a single texture RGBA-element. In 3D, the
vectors have length five and do not fit in a single RGBA-element. We therefore
chose to split each vector in two three-component textures. Notice that this
opens up for adding up to three extra quantities in the vector of unknowns (e.g.,
to represent two or more gases with different γ’s) at a very low computational
cost, since the GPU processes 4-vectors simultaneously.

In 2D, the Cartesian grid is simply embedded in a rectangle. In 3D, the grid
(padded with ghost-cells to represent the boundary) is unfolded in the z-direction
and the 3D arrays of vectors are mapped onto larger 2D textures. Memory limi-
tations on the GPU will restrict the sizes of the grids one can process in a single
batch. To be able to run highly resolved simulations in 3D, we will therefore use
a domain decomposition approach, in which the domain is divided into smaller
rectangular blocks that can be handled separately. The algorithm is straight-
forward: Each subdomain is extended with one grid-layer of overlap into the
neighbouring subdomains for each time-step to be carried out. The initial data
is passed by the CPU to the GPU, which performs a given number of time-steps
as described above. The result is then read back to the CPU, where it is inserted
into the corresponding subdomain in the global solution on the next (global)
time level. Since passing of initial data and read-back of computational results
can be performed asynchronously between the CPU and the GPU, the perfor-
mance reduction due to stalls on the GPU will be insignificant. Moreover, this
algorithm easily extends to multiple CPU-GPU configurations by implementing
some kind of message passing and control on the CPU-side.

4 Numerical Examples

In the following we present a few numerical examples to assess the computational
efficiency of our GPU implementation. To this end, we compare runtimes on two
NVIDIA GeForce graphics cards (6800 Ultra and 7800 GTX) with runtimes on
two different CPUs (a 2.8 GHz Intel Xeon CPU and an AMD Athlon X2 4400+,
respectively). The timings are averaged over all timesteps and do not include any
preprocessing. The CPU reference codes are implemented in C, using a design
that has evolved during 6–7 years research on high-resolution schemes. High
computational efficiency has been ensured by carefully minimising the number
of arithmetic operations, optimal ordering of loops, use of temporary storage,
replacing divisions by multiplications whenever possible, etc. Apart from that,
our CPU codes contain no hardware-specific hand-optimisation, but rather rely
on general compiler optimisation; icc -O3 -ipo -xP (version 8.1) for the Intel
CPU and gcc -O3 for the AMD. To ensure a fair comparison, we have used the
same design choices for the GPU implementations, trying to retain a one-to-one
correspondence of statements in the CPU and GPU computational kernels.

Another important question is accuracy. The numerical methods considered in
the paper are stable and the accuracy will therefore not deteriorate significantly
due to rounding errors. In fact, all our tests indicate that the difference between
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t=0.0 t=0.1 t=0.2 t=0.3

Fig. 2. Emulated Schlieren images of a shock-bubble interaction

Table 1. Runtime per time step in seconds and speedup factor for two CPUs versus
two GPUs for the shock-bubble problem run on a grid with N × N cells for bilinear
(upper part) and CWENO reconstruction (lower part)

N Intel 6800 speedup AMD 7800 speedup

128 4.37e-2 3.70e-3 11.8 1.88e-2 1.38e-3 13.6
256 1.74e-1 8.69e-3 20.0 1.08e-1 4.37e-3 24.7
512 6.90e-1 3.32e-2 20.8 2.95e-1 1.72e-2 17.1

1024 2.95e-0 1.48e-1 19.9 1.26e-0 7.62e-2 16.5

128 1.05e-1 1.22e-2 8.6 7.90e-2 4.60e-3 17.2
256 4.20e-1 4.99e-2 8.4 3.45e-1 1.74e-2 19.8
512 1.67e-0 1.78e-1 9.4 1.03e-0 6.86e-2 15.0

1024 6.67e-0 7.14e-1 9.3 4.32e-0 2.99e-1 14.4

single precision (GPU) and double precision (CPU) results are of the order
εs, where εs = 1.192 · 10−7 is the smallest number such that 1 + εs − 1 > 0
in single precision. In other words, for the applications considered herein, the
discretisation errors dominate errors due to lack of precision.

Example 1 (2D Shock-Bubble Interaction). In this example we consider the in-
teraction of a planar 2.95 Mach shock in air with a circular region of low density.
The gas is initially at rest and has unit density and pressure. Inside a circle of
radius 0.2 centred at (0.4, 0.5) the density is 0.1. The incoming shock-wave starts
at x = 0 and has a post-shock pressure p = 10.0. Figure 2 shows the evolution
of the bubble in terms of emulated Schlieren images (density gradients depicted
using a nonlinear graymap) as described by the 2D Euler equations, i.e., (1) with
g = w ≡ 0.

Table 1 reports a comparison of average runtime per time step for GPU versus
CPU implementations of the high-resolution scheme using either the bilinear re-
construction in (5) and (6), or the third-order CWENO reconstruction [4]. The
corresponding schemes thus have second-order accuracy in time and second and
third order accuracy in space, respectively. For the bilinear reconstruction, the
resulting speedup factors of order 20 and 15 for the GeForce 6800 and 7800,
respectively, are quite amazing since we did not try to optimise the GPU imple-
mentation apart from the obvious use of vector operations whenever appropriate.

The CWENO reconstruction is quite complicated, and we have observed on
various Intel CPUs that icc gives significantly faster code than gcc. We therefore
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Fig. 3. The Rayleigh–Taylor instability at times t = 0.5, 0.6, and 0.7

Table 2. Runtime per time step in seconds and speedup factor for CPU versus GPU
for the 3D Rayleigh–Taylor instability run on a grid with N × N × N cells

N AMD 7800 speedup

49 5.23e-1 4.16e-2 12.6
64 1.14e-0 8.20e-2 13.9
81 1.98e-0 1.72e-1 11.5

expect the CWENO code to be suboptimal on the AMD CPU. Moreover, due to
the large number of temporary registers required in the CWENO reconstruction,
we had to split the computation of edge fluxes in two passes on the GPU: one
for the F -fluxes and one for the G-fluxes. This introduces extra computations
compared with the CPU code and also extra render target switches and texture
fetches. This reduces the theoretical speedup by factor between 25 and 50%, as
can be seen in the lower half of Table 1, comparing the 6800 card and the Intel
CPU with the icc compiler.

Example 2 (3D Rayleigh–Taylor Instability). In the next example we simulate a
Rayleigh–Taylor instability, which arises when a layer of heavier fluid is placed
on top of a lighter fluid and the heavier fluid is accelerated downwards by gravity.
Similar phenomena occur more generally when a light fluid is accelerated towards
a heavy fluid. In the simulation, we consider the domain [−1/6, 1/6]2× [0.2, 0.8]
with gravitational acceleration g = 0.1 in the z-direction. The lower fluid has
unit density and the upper fluid density ρ = 2.0. Initially the two fluids are at
rest, in hydrostatic balance, and separated by an interface located at z = 1/2 +
0.01 cos(6πmin(

√
x2 + y2, 1/6)). Reflective boundary conditions are assumed on

all exterior boundaries. Figure 3 shows the evolution of the instability.
Table 2 reports a comparison of average runtime per time step for a GPU

versus a CPU implementation for the high-resolution scheme with the trilinear
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reconstruction in (5) and (6). Compared with the 2D simulation, the speedup
is reduced. There are two factors contributing the the reduced speedup: (i)
cache misses on the GPU due to lookup in the unfolded 3D texture, and (ii)
use of only three out of four vector components in all basic arithmetic oper-
ations. For the 2D solver, all texture fetches are to neighbouring texel loca-
tions, whereas the access in the z-direction introduces non-local texture fetches.
Similarly, the 2D solver uses a single four-component texture to represent the
conserved quantities, whereas the 3D solver needs to use two three-component
textures: (ρ, ρu, ρv, ρw,E), plus a passive tracer to distinguish the gases.

5 Concluding Remarks

In this paper we have demonstrated the application of GPUs as high-performance
computational engines for compressible gas dynamics simulations in 2D and
3D. Unlike many other fluid dynamics algorithms, the current high-resolution
schemes do not involve any linear system solvers, which may be a performance
bottleneck in many GPU/parallel implementations. Instead, the schemes are
based upon explicit temporal discretisation, for which each cell can be updated
independent of the others. This makes the schemes perfect candidates for parallel
implementation. Moreover, a high number of arithmetic operations per memory
fetch makes these algorithms ideal for high performance data-stream based com-
puter architectures and results in fairly amazing speedup numbers.

The possibility of using a simple domain-decomposition algorithm to handle
large simulation models makes it attractive to explore future use of clusters of
CPU–GPU nodes for this type of simulations. The communication need between
different nodes is low compared with the computations performed on each GPU,
and communication bandwidth is therefore not expected to be a major issue.
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Abstract. Large scale particle-based fluid simulation is important to both the
scientific and computer graphics communities. In this paper, we explore the ef-
fectiveness of implementing smoothed particle hydrodynamics on the streaming
architecture of a GPU. A dynamic quadtree structure is proposed to accelerate
the computation of inter-particle forces. Our method readily extends to higher di-
mensions without undue increase in memory or computation costs. We show that
a GPU implementation runs nearly an order of magnitude faster than our CPU
version for large problem sizes.

1 Introduction

In computer graphics, particles are a popular primitive for the simulation and rendering
of numerous effects including cloth, water, steam, smoke, and fire [1, 2, 3]. Produc-
ing high quality liquid animations can require hundreds of thousands of particles and
take several minutes to compute a single frame [4]. This requirement to scale to large
problem sizes has led us to investigate the use of graphics hardware to accelerate the
computations. A challenging aspect of this problem is determining all the neighbors
within a radius of a given particle, a common operation during the evaluation of inter-
particle forces. For CPU based implementations, a simple and effective approach is to
place particles in buckets on a uniform grid. Each cell in the grid is the size of the neigh-
borhood radius. To find neighbors for a given particle, only particles within its bucket
and buckets of neighboring grid cells need to be considered. Unfortunately, on current
GPU architectures it is difficult to maintain a dynamic list of particles. In this paper,
we propose an alternative method that uses a hierarchical tree structure to accelerate
these queries. We describe algorithms for constructing, maintaining, and evaluating a
quadtree data structure in graphics hardware. These quadtree data structures are effi-
cient to traverse and recompute as the particle configuration evolves over time.

2 Previous Work

Recent advances in technology have enabled a host of new applications to profit from
the floating point power and bandwidth available in graphics hardware [5]. Several pa-
pers [6, 7] have demonstrated that particle systems can be effectively mapped to GPUs.
Chiara et al. [8] implement a flocking behavior model with much of the computation
being performed on the GPU, the CPU is used to compute neighbor lists for particles.
Rather than finding neighbors explicitly, Kolb and Cuntz [9] implement a particle based
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fluid model model by splatting kernels in image space. This method is less accurate than
our proposed approach since it involves discretizing kernels onto a grid.

The use of tree data structures such as kd-trees, octrees, and hierarchical bound-
ing volume (HBV) trees in graphics hardware is still relatively new and has been em-
ployed for GPU ray-tracing [10, 11], as well as 3D paint [12, 13]. Tree based schemes
in graphics hardware are severely limited due to the lack of recursion and register in-
dexing within fragment programs. For this reason image based algorithms have been
used on the GPU to accelerate collision detection [14, 15, 16]. Tree based algorithms
are a popular means to perform collision detection on the CPU [17, 18]. Existing work
with HBV trees on GPUs has focused on efficient tree evaluation, but has relegated tree
construction and maintenance to the CPU. We have chosen a fixed topology HBV tree
for our implementation. This structure has the nice property that it can be traversed and
maintained on the graphics card. We can extend this structure to handle particle-surface
interaction by adapting the CPU geometry image collision detection approach of [19]
to run entirely in the graphics hardware. Our work is most closely aligned to that of
Simonsen et al. [11] who noted that HBV trees map very well onto graphics hardware.

3 Dynamic Quadtrees on the GPU

In this section we describe our algorithms for building and traversing an HBV quadtree
on the GPU. A key contribution of this paper is the method for constructing and main-
taining the tree in a dynamic simulation. Previous work on GPU acceleration structures
rely on the CPU to perform this construction; only the traversal stage is implemented
on the GPU.

3.1 Quadtree Storage

Particles are arranged in a 2D array with a resolution of N ×N. These particles form
the leaves of a quadtree. One level higher in the tree there are N

2 x N
2 nodes. Each node

has 4 children. The next level is N
4 x N

4 , etc. until the root of the tree is reached. These
levels of the tree form a pyramid. A key observation is that each level of the tree can be
computed as a simple reduction operation using data from a lower level. This operation
finds the smallest sphere that contains the 4 child spheres. Computation of such reduc-
tion pyramids is a common step in graphics algorithms, for example in texture mipmap
construction.

Given a tree with fixed depth we can precompute the order of traversal. At each node,
we store two links. One link descends deeper into the tree if there is a collision, this is
called a “hit” link. The other link is followed if there is no collision, a “miss link”. The
logical link structure is shown in Figure 1. In memory, the links are stored in 2D arrays
that mirror the structure of the tree. There are special links to denote leaf nodes and the
end of traversal.

3.2 Traversal

The precomputed traversal links simplify the algorithm for traversing the tree. Traver-
sal of the tree is performed in a top down manner. Starting from the root of the tree, an
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while(link != 0){
  s' = getSphere(link)

if(spheres_overlap(s,s'))
    link = getHitLink(link)

else
    link = getMissLink(link)

if(isLeaf(link))
    doAppDependentWork(s,s')
    link = getMissLink(link)
}hit miss terminal

Hit Links Miss LinksHBV Tree

Fig. 1. Quadtree sphere bounding volume hierarchy with link traversal(left), hit links stored on the
GPU (middle), and miss links stored on the GPU(right). The algorithm for GPU link hierarchy
traversal is provided(far right).

overlap test is performed between the bounding volume being tested and the bounding
volume of the node. Based on the result of the overlap test, we follow one of two pre-
computed links. If there is overlap the hit link is followed, otherwise the miss link. A
link location can be used to determine whether the traversal has hit a leaf node. When
this occurs, an application dependent processing step is performed. Traversal is per-
formed until a null terminal link is reached, denoting that all overlapping leaf nodes
have been visited. Pseudo code for the traversal loop is given in Figure 1(far right).

3.3 Quadtree Optimization

The HBV quadtree is rebuilt each time particle positions are updated in our algorithm.
This rebuilding process does not change the tree’s topology, however, to construct an ef-
ficient tree we require that the particles are stored in a spatially coherent manner. If this
is not the case, the reduction algorithm computes large bounding volumes resulting in
inefficient traversal. Thus, tree quality only affects performance and not the correctness
of the computation. It is easy to initialize the system such that particles are spatially
coherent, however, particles are constantly moving in a dynamic system. As shown in
Section 5, the degradation in spatial coherency for a particle based liquid simulation is
slow. We take advantage of this fact by lazily reoptimizing every α seconds, where α
is a user tunable parameter. We can do this optimization asynchronously. For example,
particle locations can be read back to the CPU at time t, meanwhile, the GPU continues
the simulation process. Once the CPU has completed the tree optimization at some time
t + ∆ t, the new updated information can be transmitted to the card. In this manner the
tree optimized by the CPU is slightly behind the simulation. Nonetheless, this approach
results in a tight bounding volume tree when ∆ t is small.

A top-down recursive bisection algorithm is used to compute an optimized particle
configuration. We start by choosing a splitting axis along which to partition our particles
into two equal sized sets. A partitioning plane orthogonal to this axis is found such that
half the particles fall on either side of the plane. This partitioning process is applied to
each of these two sets, resulting in four equal sized sets that form the second level of
our quad-tree. By iteratively applying this bisection process, all levels of the tree are
built. The choice of splitting axis plays an important role in the bisection process. Our
CPU implementation uses principal component analysis (PCA) to determine an axis of
greatest variation. Our GPU implementation uses a lower quality approach of choosing
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recursive partitioning (random swap)

initial particle grouping               final grouping

recursive partitioning (bitonic sort)

Fig. 2. GPU algorithm for spatial re-ordering of particles to improve tightness of hierarchical
bounding tree. Image containing unsorted particles (left), is recursively partitioned and either
sorting (bottom) or random swapping(top) is used to place particles into tighter spatial clusters.

axis aligned splitting planes. We alternate between the principal coordinate axes x,y [,z].
Efficiently re-ordering n particles across a chosen splitting plane requires computation
of the ith order statistic which can be done in O(n) time. A less effective choice is to
use sorting. To accomplish this task on the GPU, however, we must resort to parallel
algorithms such as bitonic sort which has been shown to run in O(lg2 n) [20] on graphics
hardware. In practice, however, we can use an approximate method and achieve similar
results. For this we propose a random swapping algorithm.

Our random swapping algorithm also utilizes recursive bisection to form a complete
tree. We start by partitioning our particle image vertically into two rectangular regions.
These two regions are partitioned horizontally, forming four square subregions. The
process of partitioning subregions vertically and then horizontally is recursively ap-
plied until every subregion covers a single particle. Each time we partition a sub-region
in half we select a coordinate value (e.g. x,y[,z]) to compare against. A random off-
set is generated and sent to a fragment shader. This shader uses the offset and modula
arithmetic to swap particles between partitions based on the magnitude of the selected
coordinate value. For example, during the first partitioning we divide the particle im-
age vertically. Particles in the lower partition are compared along the random offset to
their corresponding particle in the upper partition. Particles with greater x values are
swapped to the top partition(Figure 2). This swapping process between partitions can
be iterated a number of times to increase the likelihood that particles are sorted into the
correct partition. In practice we have found that applying lg(w×h) passes of swapping,
where w and h are the width and height of the subregion, produces satisfactory results.
Figure 2 shows a comparison of random swapping versus recursively performing GPU
bitonic sorting. Note that the random swap algorithm produces nearly the same final
particle clustering. By increasing the number of random swaps performed at each level
we approach the quality of the tree provided by the more expensive recursive bitonic
sorting algorithm. In this way, we can trade off the cost of particle reordering against
the quality of the resulting bounding volume tree.

4 Smoothed Particle Hydrodynamics

Smoothed Particle Hydrodynamics (SPH), was developed for use in astrophysics
[21, 22]. Müeller et al. [2] use SPH to simulate liquids in interactive computer graphics
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SPH F C i

Compute Pressure and Velocity

// compute density for particle_i 
// with neighbors particle_j
density_i = 0;
while(link != 0){
  s' = getSphere(link)

if(spheres_overlap(s,s'))
    link = getHitLink(link)

else
    link = getMissLink(link)

if(isLeaf(link))
    particle_j = getParticle(link)
    dist=|particle_i-particle_j|
    density_i += Wpoly6(dist,h)
    link = getMissLink(link)
}
density_i *= ParticleMass

Compute Density

Update HBV quadtree

Integrate Particles

Fig. 3. High level overview of the SPH computation(left) and pseudo code for computing density
utilizing the quadtree(right)

applications. In this section, we describe how we use our quadtree implementation to
accelerate the SPH model of Müeller et al. [2], see Figure 3(left) for an overview of
the process. Scalar quantities and inter-particle forces in this model are computed using
a spatial kernel surrounding each particle with radius h. For example, the equation for
density of a particle at position ri is:

ρ(ri) = ∑
j

m jW (ri − r j,h), Wpoly6(r,h) =
315

64πh9

{
(h2 − r2)3 if 0 ≤ r ≤ h,

0 otherwise

Where m is mass, h is the smoothing radius and W is the symmetric kernel Wpoly6.
A naive implementation of this model has complexity O(N2), however the kernels used
in the model have finite support over radius h. This means that only particles within
a local neighborhood need to be considered. Figure 3(right) contains pseudo code for
an algorithm that uses the quadtree to limit the computation to this region. For each
particle, the entire tree is traversed using a sphere that represents the smoothing kernel
W , e.g. the radius of the sphere is equal to the support of the kernel. This traversal finds
all the neighboring particles and evaluates the kernel for each. Pressure and viscosity
are computed in a similar fashion using the equations given in [2].

In addition to accelerating force computations, we also use the quadtree for particle
to environment collisions. To handle dynamic surfaces using our method, we must store
the mesh such that a quadtree can be easily updated. Geometry images [23] encode
mesh data in an array where each 2×2 block represents two triangles. This layout has
the spatial coherence property required for our reduction method to compute an efficient
quadtree. The construction routine is modified slightly such that the first level is built by
constructing a bounding volume for the two triangles. After this step, the construction
continues in the manner described in Section 3.

To intersect a moving particle with a mesh, we construct a ray from the previous
particle position to the new one. We use the quadtree to accelerate the intersection
test by traversing using a sphere that encapsulates the ray. If the sphere overlaps a
leaf, we perform a ray-triangle intersection with the two triangles bound by the leaf.
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The output of the traversal is the nearest point of intersection, if one occurred, and
the corresponding surface normal at this point. This information is used to update the
position and velocity of particles that collide with the mesh.

5 Results

To evaluate our implementation, we have set up several experiments using the breaking
dam configuration as shown in Figure 4(top)1. Our test machine is a 3.19 GHz Xeon
with 3GB of RAM running a 256MB GeForce FX 7800 GPU. The graph in Figure 4
(bottom right) compares the performance differences as the problem size increases.
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Fig. 4. Images of the breaking dam simulation(top). CPU and GPU solvers using both optimiza-
tion methods for different problem sizes(bottom left). Maximum node traversals on the GPU
required to resolve particle interactions(bottom right).

We compare three solvers: a GPU solver using CPU based PCA tree optimization, a
GPU solver using the GPU random sorting method, and a CPU only solver that uses the
grid based acceleration strategy. Our CPU implementation is optimized using efficient
data structures. Further performance may be achievable by taking advantage of native
CPU SIMD instruction sets such as SSE along with cache friendly memory layout [2].
The performance numbers are given as averages over the total simulation run visual-
ization disabled. As the problem size increases, the GPU solvers outperform the purely
CPU implementation in some cases by a factor of ten.

As mentioned in Section 3.3, the quality of the quadtree becomes less efficient as
the particles move. Since performance is limited by the worst case, a simple measure
of this quality is the number of nodes traversed to find the neighboring particles. A
second experiment was run with 65k particles using each of the different optimization
strategies described in the paper. For each time step, we record the maximum number

1 A movie is available at http://www.cs.sunysb.edu/∼kyhegem/gpgpu06/sph.mov
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of nodes traversed for a particle(Figure 4 bottom left). As can be seen, the quality of
the tree quickly degrades if no optimization is performed, thus the performance of our
simulation steadily decreases over time. To achieve the best performance, we have ex-
perimented with different optimization frequencies. The quality of the tree produced
by the GPU optimization is not as good as the CPU, but is significantly cheaper to run
because there is no transfer of data. Because of the cost associated with transferring
particle positions to the CPU, it is beneficial to overall performance to reduce the fre-
quency. For this example, optimizing the tree on the CPU once a second produces the
best performance.

6 Conclusion and Future Work

In this paper we have presented methods for using a dynamic quadtree structure for ac-
celerating nearest neighbor queries in particle systems. Our method efficiently rebuilds
a quadtree each step of the simulation. Since the quality of the quadtree degrades over
time, we have proposed lazily reoptimizing the tree. As future work, we would like
to extend our GPU random sorting routine to use PCA for choosing a more optimal
splitting axis. Lastly further research is needed to explore our method’s usefulness in
dynamic 3D environments.
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Abstract. Simulating large networks of spiking neurons is a very com-
mon task in the areas of Neuroinformatics and Computational Neuro-
sciences. These simulations are time-consuming but also often intrinsi-
cally parallel. The recent advent of powerful and programmable graphic
cards seems to be a pertinent solution to the problem: they offer a cheap
but efficient possibility to serve as very fast co-processors for the parallel
computing that spiking neural networks need. We describe our implemen-
tation of three different problems on such a card: two image-segmentation
algorithms using spiking neural networks and one multi-purpose spiking
neural-network simulator. Using these examples we show the benefits,
the challenges and the limits of such an implementation.

1 Introduction

1.1 Motivations

Considering the power of recent graphic cards in parallel computation, and the
possibility to program them, it is no wonder that so many people have tried to
divert them from their initial purpose. Simulations of spiking neural networks,
very common in Neuroinformatics, are highly parallel and are therefore one of
the many tasks that could benefit from such cards.

We found few references to artificial neural networks on graphic cards [1].
However perceptrons are very different from spiking neural networks, and do not
serve the same purpose at all. This work is therefore far from what interested
us, which we now describe here.

We will briefly introduce spiking neural networks and how they differ from
artificial neural networks, and then give details on the implementation of three
different problems using such networks: two image-segmentation algorithms and
a general-purpose spiking neural network simulator. We will try to show the
benefits, the challenges and the limits of such a task and give our conclusion on
its pertinence.

1.2 Spiking Neural Networks

Frank Rosenblatt’s perceptron [2] in the late fifties was the first famous attempt
to simulate the brain on a computer. Although able to learn and useful in some

V.N. Alexandrov et al. (Eds.): ICCS 2006, Part IV, LNCS 3994, pp. 236–243, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



Spiking Neurons on GPUs 237

simple classification tasks, it is limited, as Minsky and Papert’s work showed
[3]. More generally, artificial neural networks are too far from a biologically
plausible model to interest scientists in Neuroinformatics and computational
Neurosciences.

Research in those domains is oriented towards spiking neural networks, for
which models also take into account the internal dynamic of each neuron: the
membrane potential, the firing rate, the amount of ions released at the synapses,
etc. Not only do these models reproduce more closely the dynamics observed
in real neural networks, but they also enable to take into account phenomena
forgotten in the simple rate-based model, as for example spiking synchronisation.
A very simple but common and already powerful spiking model is for example
Lapique’s integrate-and-fire neuron [4] which describes the neuron’s membrane
as a leaky condensator. This is the one we are going to use in the three following
implementations.

Spiking neural networks’ dynamics are however harder to describe mathemat-
ically than artificial neural networks’. Simulation is therefore an essential part of
their study, but these are also slower: the pertinent time-scale would be roughly
for example the average duration between spikes, which can be as long as a
hundred cycles of a timestep simulation, a lot more than for an artificial neural
network, whose weights are updated at every cycle. Fortunately, since these net-
works try to mimic the brain’s behaviour, where neurons all work independently
from one another, they are intrinsically parallel.

1.3 Graphics Processing Unit

The primary goal of 3D graphic cards is to replace the CPU in all the calculations
needed to show 3-dimensional objects to the screen: projection of the objects,
texturing, lighting, etc.

One of the tasks that graphic cards accelerate very significantly is the calcu-
lations of the screen’s pixels’ colour. After having projected the different objects
on the screen according to the position of the viewer, a program (the fragment
shader) is run in parallel on all pixels to decide their colour, taking into account
objects’ textures, lighting, fog, etc. This is accelerated by up to 24 pipelines and
is the step that we will divert to serve as a powerful co-processor for our spiking
neural networks’ simulations.

Basically, we will map a neuron to a pixel and replace the fragment program by
one that will calculate the updated state of our neurons’ variables. By repeating
this multiple times, we will have our timestep simulations. A very good guide
on how to efficiently do this can be found on Dominik Göddeke’s page [5].

Our technical choice was to use OpenGl to interface with the graphic card,
the FrameBufferObject class [6] to render to textures and NVidia’s Cg to write
the fragment programs. It seemed to us to be the most flexible and efficient
solution at the time of the experiments. The GPU card used was mostly a Nvidia
6800 Ultra, and at the end the 7800. We worked on a Bi-Xeon 2.8GHz, 1GB
RAM, with Windows. To compare the results, we used all the possible compiling
optimisations for the CPU version.
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2 Implementation of Three Different Algorithms Using
Spiking Neural Networks

2.1 Synchrony and Desynchrony in Integrate-and-Fire Oscillators,
S.R. Campbell, D.L. Wang, and C. Jayaprakash

Quick description of the algorithm. This first algorithm [7] is a segmenta-
tion of a picture based on a locally-excitatory globally-inhibitory spiking neural
network. For each pixel of the picture to segment, there is a spiking neuron
associated to it, verifying a Lapicque-like differential equation:

dV

dt
= −V + I (1)

I is defined at the beginning so that neurons in homogeneous regions spike
spontaneously, i.e. I > θ for them, where θ is the threshold of the neuron.
Every neuron is connected in an excitatory manner to all its local neighbours
(up, down, left and right) if they have a similar colour. If a neuron emits a
spike, the potential of its similar neighbours is increased. Every neuron is also
globally connected to all the others in an inhibitory manner. The result is that
neurons coding a segment of homogeneous colour will excite themselves locally
and after a short time will synchronize their spikes. Neurons of different seg-
ments will inhibit themselves through the global inhibition and stay desyn-
chronized. Segments of homogeneous colour will therefore appear after a short
time by just looking at the spiking times of every neurons: all neurons of a
same segment will spike together while different segments will spike at different
times.

Implementation on the GPU. All arrays like V and I are put into textures.
The evolution of the potential can be implemented as a Euler-timestep, but here
in that simple case, we can also observe that:

V (t) = I(1 − e−t) ⇒ V (t+ dt) = I + e−dt (V (t) − I) (2)

The first challenge appears with the spiking. In a graphic card, we have a
CREW (concurrent reading, exclusive writing) mechanism: we can read in par-
allel anywhere in the textures (a process also called ”gather” [9]), but we can
write only in one place: the destination pixel (”scatter” is not possible). There-
fore we cannot, when a neuron fires, update the connected neuron’s potential,
as we would simply do in sequential mode. To solve this problem we convert the
scatter problem to a gather problem by introducing a new array, E, coding the
excitatory state of a neuron. At every step, every neuron reads the excitatory
state of its connected neurons. If it is equal to 1, we add the appropriate excita-
tion. This method is fast enough for a little number of connections, since reading
in a texture is very fast on graphic cards.

For the global inhibition however, this method would mean that every neu-
ron must read at each pass from every other neuron. This would become very
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Fig. 1. The original picture followed by the different steps of its segmentation by the
algorithm of Campbell, Wang and Jayaprakash

time-consuming. Since the global inhibition here just depends on the number
of neurons having fired at the precedent pass we just need to determine that
number. The first idea we had, was to implement it through a reduction: For a
n× n square, we calculate

E(x, y) = E(x, y)+E(x+2i, y)+E(x, y+2i)+E(x+2i, y+2i), i ∈ [|0, log2(n)|].
(3)

We therefore have after log2(n) cycles E(0, 0) =
∑
E(x, y). The second idea

was to use the hardware acceleration of mipmapping to perform that same re-
duction. For a texture of size n, the mipmap is a pyramid of log2(n) textures
of sides n

2i , i ∈ [|1, log2(n)|], the pixels of which are the average of the source
texture. Therefore the last texture is one pixel large and contains the average
of all points of the source texture, in our case: 1

n2

∑
E(x, y). However this is

not very precise since it is done on 8 bits and is not very flexible. The solu-
tion found was to use a trick specific to graphic cards: there is a counter that
is able to count the number of pixels written in a pass: the Occlusion Query.
We therefore just need to run a pass on the graphic card which writes the pixel
(x, y) only if E(x, y) = 1, else it exits the fragment program with the CG com-
mand discard() and then count the number of pixels written with the occlusion
query.

Results. Thanks to the occlusion query trick we were able to put the whole
algorithm on the GPU and gain a significant increase in speed: it is about 7
times faster on the 6800 Ultra and 10 times faster on the 7800 than on the CPU.
The results are identical. The visualisation is also made easier. In figure 1 we
represent in red the membrane potential, in green the excitement state. Blue is
just there for visualisation reasons: it is set to 1 when the neuron spikes and
then decreases exponentially. Neurons of the same segment, which spiked at the
same time, have therefore the same blue colour.

Finally it is interesting to see that we are able to determine connexity, since
connex neurons are synchronized, a problem that the simple perceptron cannot
solve [7]. More generally the use of spiking-synchrony is only possible in spiking
neural networks and shows their potential.
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2.2 Image Segmentation by Networks of Spiking Neurons,
J.M. Buhmann, T. Lange, and U. Ramacher

Quick description of the algorithm. This second algorithm [8] is a segmen-
tation algorithm based on a histogram clustering method: we divide the picture
in N × N little rectangles for which we calculate the luminosity histogram, for
M grey levels. The segmentation then tries to assign to a same segment blocs of
similar luminosity histogram. For that we use a spiking neural network designed
to roughly minimize the objective function

H =
N×N∑

1

DKL(hi, h̄s(i)) (4)

where DKL is a distance, hi the histogram of block i and h̄s(i) the average
histogram of the segment to which block i belongs. We are therefore looking for
segments where the member blocs are the most homogeneous possible.

The spiking neural network is composed of K × N × N neurons, where K
is the a priori known number of segments: for each bloc (i, j), we will have
K neurons that will compete in a winner-take-all mechanism to choose which
segment the bloc belongs to. The neurons are modeled by the simple differential
equation:

dV

dt
= −V

ρ
(5)

The neuron (i, j, k) receives input spikes with weights ∀m ∈ [|1,M |], wk,m and
with probability hi,j(m): the relative importance of the mth grey level in the
histogram of block (i, j). All K neurons of bloc (i, j) have inhibitory connec-
tions between them to implement the winner-take-all mechanism. There are
also connections between contiguous blocs to smooth the segmentation: neu-
rons coding for the same segment in direct neighbours have excitatory
connections while neurons coding for different segments have inhibitory con-
nections, so that direct neighbours tend to belong to the same segment if similar
enough.

Knowing h̄k, the average histogram of blocs in segment k, the weights are
updated at every cycle with the following rule:

d

dt
wk,m = α

(
exp (wmax − wk,m(t)) h̄k,m − 1

)
(6)

Implementation on GPU. This algorithm is divided in four steps:

– We first update with a pass the weights wk,m.
– We then update in a pass Vi,j,k taking into accounts the input spikes and

the neighbour’s connections.
– We calculate in a third pass s(i, j): the segment to which bloc (i,j) belongs,

defined by the k for which neuron (i,j,k) fires most.
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– Finally we calculate the average histogram of segment k h̄k on the CPU,
since it is unfortunately not possible to do it efficiently on the graphic card.

Of course, implementing this is not as straightforward on the GPU as it would
be on CPU. First of all we need random numbers to implement noise, used to
avoid staying in local minima, and also to send the input spikes with probability
hi,j(m). We did this by filling a giant texture with random numbers, but it is
clearly not an optimal solution since the period of this pseudo-random generator
is equal to the size of the random-filled texture, a number that cannot be much
bigger than the size of our network.

We stored our three-dimensional variable: V (i, j, k) of size (N,N,K), in a
(N×K,N) texture. However we notice that we now need to have N×K ≤ 4096.

To avoid border effects we chose to add a null border to the texture containing
V, which does not imply more calculation since we can tell the card to render
only the inner part.

We are not always able to transform conditional branches into multiplications
by 0 or 1 to avoid slow conditional branching. However we have observed that
there exist conditional arithmetic operators in the assembly language, used if
there is just a simple arithmetic operation inside the conditional branch. This
enables us to make multiple tests without significant speed loss.

The last part of the algorithm is not efficiently parallelisable so we leave it
on the CPU. However the transfer of the data from the GPU to the CPU and
back is a costly operation. We therefore try to do that step only once every 100
steps.

Fig. 2. The original picture followed by the different steps of its segmentation by the
algorithm of Buhmann and Lange

Results. We manage to get once again a significant acceleration: 5 times faster
on the 6800 Ultra and 10 times faster on the 7800 256MB. The convergence
is however a little slower, due surely to the pseudo-random texture which is
clearly not as good as a real pseudo-random generator, and the last part, on
the CPU, not executed at each step. It is interesting to note that this last part
is considered by the authors as the weakness of their algorithm in terms of
biological plausibility. The results are visualised by projecting the outcome of
the third pass: s(i, j), see for example figure 2.
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2.3 Generalisation to an Easily Modifiable Network for Use in
Neuroinformatics

The implementation of the two precedent algorithms on GPU being convincing,
we decided to make a more general simulator, that would be flexible enough to
be adapted to different networks used in Neuroinformatics.

The main new challenge here was to provide an easy and flexible way to
define the connections between neurons. The idea proposed for M connections
per neuron in a N × N network was to store them in a (N

√
M/4, N

√
M/4)

RGBA (4 colour components) texture, with a connection (two coordinates)
in each colour component. This is possible since our coordinates (necessarily
smaller than 4 × 4096 because of textures’ sizes limitations) fit in 16 bits and
Cg provides a function to store two 16 bits variables in a 32 bits component:
pack_2half(half2 (x,y)) Using squares of side

√
M/4 for each neuron’s con-

nections is motivated by the fact that textures’ width and height are both limited
to 4096. Very large or long rectangles are therefore not possible.

At each neuron’s update we will then go through the table of connections with
two nested ’for’ loops. Something which is possible only in the latest generation
cards. There is a limitation here in the 6800 Ultra, that each loop has to be
smaller than 256, but that is not a real problem since we will face another
limitation before: the size of the texture. They are limited to 4096 × 4096, and
that number is still theoretical since in many cards such a texture would fill the
entire memory on its own. But roughly, we could imagine with a 3584 × 3584
neighbours’ texture, for example:

– 896 × 896 = 802816 neurons with 64 neighbours each
– 512 × 512 = 262144 neurons with 196 neighbours each
– 128 × 128 = 16384 neurons with 3136 neighbours each

However, the more connections there are, the more texture lookups are done.
The observation was that for M big, the time needed increased linearly, limiting
the size of M . In our experiments, we tried a 896 × 896 large network with 64
neighbours for each neuron. We had a pass rate of about 22 per second on a 7800
256MB, which was more than 20 times faster than a CPU-only implementation.
One interesting reason for such a gain is that our model also included electrical
synapses, which means that neurons adjust a little to the potential of their
connections at every pass. And this is not cache-friendly, therefore favouring

Fig. 3. Detail of the simulation of an excitatory spiking neural network, with tracking
of some neurons’ spiking times (yellow dots) and a global spiking histogram
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even more the GPU, with its faster memory. In figure 3 you can see this basic
excitatory network with random but constant connections, with the red value
representing V , to which we added the tracking of some neurons’ spikes (the
yellow pixels) and a histogram of the global spiking activity.

3 Conclusion

We have clearly seen a significant speed increase, (between 5 and 20 times faster)
in all the algorithms implemented, thanks to the inherently parallel way of func-
tioning of neural networks. But there are other practical reasons that make
the GPU very interesting: it is cheap compared to clusters, more flexible than a
hardware implementation, has a bright future since GPUs’ speed increases faster
than CPUs’ speed [9] and there is always the possibility to leave parts of the
algorithms on the CPU if this is more efficient.

Different limitations exist, either due to the parallel nature of the calculations
or to the fact that graphic cards are still designed more towards 3-D graphics
rendering than general purpose calculations. The most important ones being:
the impossibility to ”scatter”, therefore imposing neurons to listen for a possi-
ble incoming spike at every pass, slow conditional branching, the absence of a
random-generator function and the limited size of the textures. But we managed
to bypass more or less all these problems in our implementations using differ-
ent tricks. Some of these limitations might even disappear in future generations’
card, making, in our opinion, the future of simulations of spiking neural networks
on GPU very interesting.
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Abstract. Many recent SoCs use one or more busses to provide internal 
communication paths among integrated IP cores. As the number of cores in a 
SoC increases, however, the non-scalable communication bandwidth of bus 
tends to become a bottleneck to achieve high performance. In this paper, we 
present a scalable switch-based on-chip network, called SONA, which can be 
used to provide communication paths among existing AMBA-based IP cores. 
The network interfaces and routers for the on-chip network are modeled in 
register transfer level and simulated to measure the performance in latency. The 
simulation results indicate that the proposed on-chip network can be used to 
provide scalable communication infrastructure for AMBA-based IP cores with a 
reasonable cost. 

1   Introduction 

The recent improvement in semiconductor technology enables various modules with 
different functionality and complexity to be integrated to a single system-on-chip 
(SoC). A SoC often consisting of one or more processors, DSP cores, memories, I/Os 
and internal communication channels is used to build an embedded system such as 
mobile handsets, PDAs, etc. Considering that embedded systems often use battery as 
a power source, it is required that SoCs consume less energy for normal operation 
modes and nevertheless produce reasonable performance.  

Traditionally one or more busses are used inside SoCs to implement 
communication channels among integrated components. It is because that the simple 
structure of this interconnection contributes to the reduction of design cost and effort. 
However, as a bus-based SoC integrates more and more components, the 
insufficiency in communication bandwidth often results in the degradation of the 
entire system. This problem becomes even worse when deep sub-micron technology 
is used for the implementation of SoCs. As the technology evolves, the relative length 
of global wires increases, which may make data transactions take more clock cycles 
and thus increase communication cost. 

There have been many approaches to overcome the limitation in scalability of bus 
systems. One of them is to use a switch- (or router-) based network within a SoC, 
                                                           
* This work has been supported by a grant from Seoul R&BD Program. 
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called on-chip network or network-on-chip (NoC). This network, an on-chip variation 
of high-performance system networks, effectively increases communication 
bandwidth and degree of operation concurrency. The communication links used in 
constituting on-chip networks are relatively short in length and arranged in a regular 
fashion, they often consume less energy for data transaction and overcome many 
electrical problems arisen from the use of deep sub-micron technologies. The 
provision of on-chip networks for SoCs effectively decouples computation from 
communication by the introduction of well-structured communication interfaces, 
which is becoming more important as the SoC density increases.  

However, the change in communication layer inevitably necessitates the 
modification of communication interface of many existing IP (Intellectual Property) 
cores. In fact, the success of AMBA AHB [1] makes IP vendors develop hardware or 
software cores that can run in conjunction with the AMBA protocol. Considering that 
the reuse of IP cores plays a crucial role in reducing design cost and effort as well as 
preventing from taking unnecessary risk from making a new design, it is desirable to 
reuse the bus-based IPs in the implementation of a SoC based on a switch-based 
network.  

This paper proposes an on-chip network, called SONA (Scalable On-chip Network 
for AMBA), as a scalable communication backbone which efficiently interconnects 
AMBA-based IPs. The network implements 2D mesh topology with a bidirectional 
link between a pair of switches. A network interface connects an AMBA IP to a 
SONA switch and converts communication protocols across the two different 
protocol domains. The network is modeled at register transfer level and simulated on 
MaxSim, a hardware/software co-simulator from ARM [2], to measure the 
communication performance.  

2   Related Work 

A variety of busses are used in SoCs to provide communication channels for IP cores 
within a chip. The example includes AMBA AHB from ARM [1], CoreConnect from 
IBM [5], MicroNetwork from Sonics [6], and Wishbone from Silicore [7]. This type 
of communication system provides many features for developers: simple to design 
and easy to develop software. However, as the amount of data to travel over bus 
systems increases, the insufficient bandwidth of the communication media inevitably 
results in long communication delay, which limits the use of bus systems only to 
small systems.  

Switch-based networks have been long used as a communication infrastructure in 
the field of computer networks and parallel system networks. Such networks are 
brought on chip to solve the problem of insufficient communication bandwidth 
provided by traditional on-chip buses. Even though on-chip networks successfully 
inherit many useful features and techniques needed to boost communication 
performance, they still need to have solutions to many other constraints: buffer 
memories are expensive to implement, silicon budget is tight, and energy 
consumption needs to be kept low.  

Recently there have been several attempts to design AMBA-compatible on-chip 
networks. However, the networks proposed in [8][9] employs a set of wide crossbar 
switches to simply forward AMBA signals between end nodes without the notion of 
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packetization, resulting in limited scalability and capability far less than those needed 
to implement high integration in future SoCs. 

3   Network Architecture 

The network performance is often measured in terms of latency (i.e. the time delay for 
delivering information from source to destination) and throughput (i.e. the amount of 
information delivered in a given time window). The goals in designing SONA are to 
achieve high level of scalability as well as to provide high performance. In addition, 
less energy consumption and reduced cost in protocol conversion are also pursued in 
this network architecture. 

3.1   Packet Structure 

In AMBA, a master drives necessary bus signals when it needs to start a new 
transaction. In order to deliver the bus signals over a switch-based on-chip network, a 
network interface at the master side packages the semantics of bus signals into a 
packet, and another at the slave side restores the signals from the packet.  

Figure 1(a) illustrates the packet structure used in SONA. Each packet consists of a 
header and optionally a payload. A variable-sized packet is sliced into multiple flits 
each being 32 bits long. The header contains a target node number, a source node 
number, the packet size in flit, an associated command (or transaction type), and a 32-
bit address. Depending upon its transaction type, the payload may grow up to 512 flits 
which is the case that the burst type (HBURST) is 16 and the size (HSIZE) is 32 
words. 

            (a)                                                            (b) 

Fig. 1. (a) The packet structure and (b) the router architecture used in SONA 

The target and source node number is encoded in 16 bits, which allows up to 65536 
nodes to be integrated in SONA. Because the maximum length of payload is 512 
words, at least 9 bits are needed to record the payload size in the header. For this 
reason, 16 bits are reserved for packet size in the header. The command field is used 
to encapsulate the AMBA control signals: HTRANS (2 bits), HBURST (3 bits), 
HSIZE (3 bits), and HWRITE (1 bit). The address field is used to deliver 32-bit 
HADDR signals and the payload field is used for transmitting 32-bit HWDATA or 
HRDATA.  

A tail flit usually carries checksum information to verify the integrity of the packet 
at the receiver’s side. In SONA, however, no tail flits are used in packets assuming 
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that no bit errors would occur during the transmission over communication links due 
to the short wire length. In order to detect the end of variable-sized packet, the 
receiver decodes the packet size from the header and counts the number of payload 
flits up to this size. 

3.2   Router Architecture 

Figure 1(b) shows a SONA router consisting of a central crossbar, four ports each 
providing a communication channel to its neighboring router, a local port through 
which an IP core accesses the network, and the control logic for implementing flow 
control and routing mechanisms. When a packet arrives at a port, it is buffered in an 
input queue awaiting a routing decision by the controller. Each queue in a port can 
hold up to 8 flits and packets are delivered in wormhole switching. The four inter-
router ports are used to build a network with two-dimensional mesh topology. Each 
link is 32-bit wide so that a flit can move across the link in a clock cycle.  

For simplicity, the on/off mechanism [10] is used for flow control over links. In 
order to implement this mechanism, each communication link provides a pair of 
control signals each for one direction. Flits can be sent over link only when the signal 
is set to ON. No virtual channels are implemented over each physical link. Routing 
deadlocks inside the network are avoid by the use of dimension-order routing [11]. 

3.3   Network Interface Architecture 

The network interface bridging an AMBA core to the SONA network performs 
protocol conversion from AMBA AHB to SONA and vice versa. Depending upon the 
role in transaction, the AMBA core is connected to one of two network interfaces, 
master network interface (MNI) and slave network interface (SNI). For example, a 
RISC core and a memory module are connected to MNI and SNI, respectively.  

Figure 2 shows the two SONA network interfaces, communicating over the 
network. Packets are delivered on 32 bit flit_i/flit_o channels. The presence of 
valid flits on these channels is indicated by accompanying tx_o/rx_i signals. 
Likewise, on_off_i/on_off_o signals are used for flow control. 

Each network interface has two state machines, one for packet transmission 
(named MNI_Request and SNI_Resend) and the other for packet reception (named 
MNI_Response and SNI_Receive). 

Fig. 2. Master and slave network interface for a master and a slave AMBA cores, respectively 
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The write operation by an AMBA bus protocol consists of three phases: arbitration 
phase, address phase, and data phase. During the arbitration phase, the network 
interface checks the buffer status of its neighboring router and reports it to the 
transaction-initiating local core by driving the SHREADY signal. Therefore, if there 
are no buffers available, the local core retries later on the reception of this signal. In 
the address phase, the state machine for packet transmission temporarily holds 
MHTRANS, MHSIZE, MHBURST, and MHWRITE into a packetization buffer and 
encodes them into the packet header. Likewise, when a network interface receives a 
packet from the network, the state machine for packet reception temporarily stores the 
packet into a de-packetization buffer until all the necessary signals are restored from 
the buffer. 

In MNI, the packetization buffer is large enough to hold the AMBA signals from 
the local core necessary for generating a packet header. Note that the AMBA data is 
not stored into the buffer even when a burst write operation takes place. Instead, the 
MNI transmits the header flits from the buffer and payload flits from the HWDATA 
signal on the fly. The buffer in router becomes overflowed by the injection of long 
payload. There are two approaches to deal with this problem. The first is to increase 
the size of packetization buffer up to 512 flits to temporarily hold both the header and 
the data and retry the transmission later. It is not a good solution considering that 
memory resource within a chip is expensive. The second is to drive the SHREADY 
signal to low to indicate that the slave is not ready. In this case, the local core stops 
the generation of signals and retries the transaction later.   

MNI uses a node number to identify packet destinations. It generates a destination 
node number by looking up a memory map which associates a node number with a 
memory address range. The AMBA address, MHADDR, is used for the map lookup.  

SNI is responsible for delivering a request arriving from the network to the local 
core. It runs a de-packetization process to restore AMBA signals to the local core. For 
reads, it decodes a memory address from the header along with other AMBA signals 
such as MHTRANS, MHBURST, MHSIZE, and MHWRITE. Optionally, it generates 
a sequence of memory addresses needed to complete a burst type operation. When 
receiving a response from the core, SNI first checks if the SHREADY signal 
generated by the local core is set to AHB_READY. If this is the case, the data from 
the local memory is stored into the packetization buffer. For writes, SNI decode the 
payload into the MHWDATA signal. Optionally, for each word in a burst write, SNI 
can generate an address to drive the MHADDR signal along with MHWDATA. 

4   Simulation  

We have modeled a SONA network with 2x2 mesh topology network at synthesizable 
register transfer level using SystemC. The network model is used to build a virtual 
platform by adding transaction-level models for local cores including an ARM9 
processor, a memory, an MPEG4 encoder and other cores necessary for mobile 
multimedia applications. The virtual platform is used to develop system/application 
software prior to building a hardware prototype. The MaxSim simulation tool from 
ARM is used for simulation with the traffic generated by the ARM9 transaction-level 
model running an application of an MPEG encoder for the 720x480 YCbCr 420 pixel 
format. 



 SONA: An On-Chip Network 249 

(a) 

(b) 

Fig. 3. The waveform indicating the operating of (a) master network interface and (b) slave 
network interface for a write operation 

In order to evaluate the performance of SONA, we have measured only the 
latency for read and write operations because it is well studied that switch-based 
networks provide higher throughput than busses do. Figure 3(a) illustrates a  
burst write operation with 4 words. The first address generated at cycle 1, 3A0, is 
injected on flit_o at cycle 4, which indicates that it takes three clock cycles  
to inject a packet to its neighboring router at MNI upon the write request from a 
master core. For a burst operation, it takes an extra clock cycle for each pay- 
load flit. 

Figure 3(b) shows the latency when a packet is delivered to SNI and further to the 
local core. The processing of a header takes three clock cycles and the payload 
delivery takes the same amount of delay in SNI. 

Figure 4 illustrates the waveform for the signals of MNI for a read operation. It 
takes three clocks for MNI to inject a read request into the network as in MNI for a 
write (see Figure 4(a)). The transmission latency between MNI and SNI depends on 
the number of router hops that the packet traverses. As shown in Figure 4(b), it takes 
6 clock cycles for SNI to de-packetize and deliver the request to the slave core and 
another 5 clock cycles to receive data from the core.   
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(a) 

 
(b) 

Fig. 4. The waveform indicating the operating of (a) master network interface and (b) slave 
network interface for a read operation 

5   Conclusion 

In this work, we present a scalable on-chip network for interconnecting AMBA-based 
IP cores. The network is modeled in SystemC to build a virtual platform for the 
development of software and to explore architectural space to enhance the 
performance. It is simulated along with other IP cores which are used to build a recent 
multimedia mobile SoC to observe the possibility of replacing a bandwidth-limiting 
on-chip AMBA with a scalable switch-based network. 

Even though the use of switch-based networks brings about the increase in latency 
to complete a transaction, it enables IP cores to utilize increased bandwidth, making 
them experience less latency under high network loads. Considering that recent 
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mobile applications requires increasing bandwidth to provide high quality multimedia 
service, the poor scalability of on-chip bus may become a bottleneck for achieving 
high performance. The increased latency can be compensated by placing the IP cores 
closer which make high volume of traffic. Or the network can be used to bridge 
multiple AMBA buses in a scalable fashion. 
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Abstract. This paper presents a solution for semi-automatic creation of
adapters – missing components between integration platforms or applica-
tion migration frameworks and legacy applications – useful for collabora-
tive environments. It introduces basic problems related to the integration
process, presents a common elements of an integration platform and em-
phasizes a crucial role of creation of the adapter. The proposed solution is
based on expert system approach; it speeds-up the whole process of devel-
opment of an adapter, making the migration cost-effective, performance
tuned and error prone.

1 Motivation

In the last period of time great IT expansion has been observed. Many of new
applications (especially business ones) are created and deployed at enterprise
organizations. But now, these applications have to coexist in a common environ-
ment with older ones – called legacy applications – which have been developed
earlier often on old computer architectures with programming languages cur-
rently not supported.

Many of such legacy systems are critical – they are still running doing their
job properly and efficiently. The main problem is that they often exist separated
from other applications, having its own business logic, data model and data
which often are the same for many of such systems (e.g. customer data).

Typical examples of such domain systems are coexisting billing and loyalty
systems. Each of them has a database with similar client data. The problem
appears when the company has to make a change in a particular client’s data –
the change must be propagated across a large number of domain systems, which
often results in their inconsistency.

In response to such problems the industry has created a concept of the inte-
gration platform. The main role of this kind of software is to introduce a common
data model and provide a common layer of communication between applications
in a manner that enables them to invoke operations on integrated systems in
a standardized way but also allows receiving notification of changes in other
systems and taking suitable action to handle them.
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Integration of an application still requires a creation of a bridge which will
plug the application into the platform. This process needs programming effort to
develop a component which will communicate with an application, providing the
platform with its functionality. This component is called an adapter; the process
of adapters’ development can be made easier by providing intelligent tools for
developers. These tools can make the development of the adapter semi-automatic
by providing an expert system to select an adaptation strategy together with
a knowledge base for storing a description of it. Such a solution can accelerate
adapter creation making the whole process more reliable and error prone and in
the effect – increasing the application ROI. Also, by using the knowledge base
the best adaptation practices can be stored and reused to increase the overall
performance of the final component.

This paper presents a software solution for semi-automatic creation of the
adapter. It describes its basic components and shows how they use each other
to provide adapter logic for communication with the application.

2 State of the Art

A state-of-the-art section is split into two parts – the former, describing the
classical software created especially to help with migration of legacy code to
the Grid platform and the latter, which presents sample commercial integration
solutions.

2.1 Migration of Legacy Applications to the Grid

There are two existing solutions which can support migrating legacy applications
to the Grid environment.

GEMLCA [1, 2] focuses on migration of software, which represents typical
computational problems. The range of its usage is rather limited, because busi-
ness problems in the context of an integration are more related to data and
distributed application API access rather than to performing computations.

The concept presented in LGF [3] is far more universal. Mainly, LGF is dedi-
cated to wrap a legacy system and allow transactional and concurrent invocation
of its methods. But it requires the user to provide an adapter, which is respon-
sible for communication with the legacy system. The effect of the migration
process (presented in Fig. 1) is a Globus Toolkit service, which connects to the

Legacy Application Globus Toolkit
(web service)

Legacy Grid 
Framework

EngineAdapterAPI Container Service

Fig. 1. Scheme of the migration process using LGF
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application by Legacy Grid Framework that uses the adapter to communicate
with the application.

2.2 Integration Platforms

Many commercial software products exist on the market. These are often highly
complicated, sophisticated software packages, which offer complete solutions to
a set of problems in the enterprise. They typically include the following compo-
nents:

– Communication layer – responsible for exchanging messages between appli-
cations (e.g. IBM MQ Series, webMethods Broker, other JMS providers),

– Business process engine – that allows for easy creation of business processes
using services provided by integrated applications (e.g. webMethods Mod-
eller, Tibco StaffWare, JBoss jBPM),

– Integration server – responsible for hosting wrapped functionality of legacy
applications and making it accessible on the platform.

Some products offer only partial integration functionality, for instance Tibco
Rendezvous [4] offers only a middleware for connecting applications, without
other services. All the above mentioned products lack functionality of easy adap-
tation of applications. Of course, adapters for popular products such as databases
and JMS providers exist, but for tailor-made systems there is always necessity
to create a dedicated adapter, that wraps its specific functionality.

3 Main Problems with Legacy Migration

Usually many problems which arise while migrating a legacy application to the
Grid environment are related not only to the architecture of a particular appli-
cation or a technology used, but also to development effort of the adapter, which
will act as a bridge between the Grid and the application.

Specific problems of any particular application are related to its construction.
A particular application can have no interface to which we can easily connect
and exchange data, it is also likely to use domain-specific data structures, which
have to be converted to common data structures called Canonical Data Model
and the modification of the application interface may not be possible because
of specific reasons, some of which had been described in [7]. This part of the
migration process is definitely the most difficult one; it could be simplified by
arranging an expert system, which would assist the user during the process. Such
a system could offer hints, related to the type of the application interface and
also help by providing contact information to a person who has already migrated
a similar system – but this approach still requires a lot of programming effort
while implementing the application specific logic part of the adapter.

The latter problems, related to the development effort, are definitely easier to
solve. A general skeleton of the adapter can be implemented and the missing part
of it, which is application specific logic, can be injected in it while the application



Semi-automatic Creation of Adapters 255

is deployed on the integration platform. Of course, the adapter skeleton has to
be dedicated for every legacy application migration framework, but it is easy to
provide a set of skeletons for every framework because of a low number of them.

4 The Platform

The main responsibility of the platform is to simplify the process of developing
the adapter for a particular application. As mentioned above, universal frame-
works for adapting applications already exist, but they need adapters for per-
forming communication with a particular application. The adapter, can be cre-
ated on the fly, by using a semi-automatic method of creating communication
logic. This can be done by providing a formal application interface description,
a set of adaptation strategies and a selector for them.

4.1 Adapter

The adapter is an element which is responsible for handling communication be-
tween the application and a particular legacy application migration framework.
It can be composed of two elements (cf. Fig 2):

– Logic – which is an application specific element; its responsibility is to han-
dle communication with this particular application, including invocation of
methods and conversion of applications’ data structures to the Canonical
Data Model; logic expose a well-defined interface to a skeleton,

– Skeleton – which is a common element; its responsibility is to provide a
runtime environment for the Logic element.

The Logic is embedded in the Skeleton – it makes methods of the adapted appli-
cation available to the legacy application migration framework. A method call
is invoked on the Skeleton and it is passed to the Logic, which calls the legacy
application method.

Adapter

SKELETON

LOGIC
Legacy Application 

Migration 
Framework

Legacy 
Application

Fig. 2. Adapter block diagram

4.2 Application Adaptation Process

Development of the Adapter can be automated by providing a common Adapter
Skeleton, compatible with a particular legacy application migration framework,
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Data 
preparation

Verification
checkPossibility

Adaptation
doAdaptation

Deployment

Fig. 3. The overall process of adaptation

and a mechanism for semi-automatic creation of the Adapter Logic. The Skele-
ton is delivered with the platform but the Logic must be generated for every
application separately because it is application specific.

Development of the Logic can be made semi-automatic by utilizing an expert
system to select a proper adaptation logic strategy together with a knowledge
base to get description of this application interface. The process of adaptation
consists of the following phases (see Fig. 3):

– data preparation – it consists of steps related to preparation of knowledge
for a given kind of application, i.e., annotating its interfaces and defining the
strategy; if already migrated, there is no need for this step,

– verification of data – the “checkPossibility” step consists of actions related
to checking if there is any available strategy for a given application, if that
application is described properly and if the knowledge base is ready to use,

– adaptation – the “doAdaptation” step describes all actions related to prepa-
ration of the Skeleton class (or classes), also, in this step the knowledge base
is queried for the application description according to the strategy that has
been determined in the previous step; finally the Logic is generated,

– deployment – the final step of adaptation, currently all required classes are
prepared for use with a particular legacy application migration framework,
i.e. they can be deployed as a service representing the adapted application.

4.3 Adapter Creation

The solution for semi-automatic development of the adapters’ logic requires the
following components (see Fig. 4):

– Knowledge Base – a module which role is to hold and manage descriptions of
applications used by the strategy selector and the adaptation logic generator;
it is used in the “Data preparation” step,

– Strategy Selector – a module which selects a strategy for application adap-
tation in the “checkPossibility” step,

– Adaptation Engine – a core part of the implementation which uses knowledge
base and strategy selector to generate the adapter; it performs the mentioned
“doAdaptation” step.

The above components are loosely coupled, so it is allowed to replace a con-
crete implementation of each component by the solution more suitable for the
current needs. For example, if the knowledge base uses an ontology approach to
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Knowledge Base
Strategy selector

expert system

Adaptation Engine

Fig. 4. Adaptation Platform architecture

represent data it can be replaced by another knowledge base implementation,
using ’if-then’ rules to express knowledge. The sufficient condition is that the
replacing element should fulfill the interface contract with other components.

4.4 Knowledge Base

Descriptions of applications and their interfaces are stored in the knowledge
base component of the system. The current implementation uses simple XML
in-memory database approach to store them, but an ontological one seems to
be more robust and efficient. When the application or its interface are described
in this more formal way than a simple structured XML file, it is easier to reuse
gathered knowledge while adapting other similar applications. This description
could be an ontology individual stored in Grid Organizational Memory [5, 6].

4.5 Strategy Selector

The strategy selection process is supported by an integrated expert system. It
contains descriptions of strategies with links to particular entities in the knowl-
edge base. The adaptation strategy is a set of steps which have to be performed
to create the application specific logic element of the adapter.

The current approach to strategy selection makes use of Bayesian Networks
[8]. The overall process of selecting the adaptation strategy relays on the user
feedback. The strategy selector asks the user a couple of questions. By the use
of the Bayesian approach the system can suggest the best answer based on its
percentage probability (e.g., there are more database systems than application
server ones, so the system can suggest the user that it is more probably that he
adapts a database system). The system can have predefined strategies (e.g. for
C-language function adaptation, for Oracle PL/SQL procedure, etc.).

4.6 Adaptation Engine

The engine is a core part of the platform. Its main responsibility is to generate
the Logic for accessing a concrete application and create an adapter by combining
the provided skeleton and that logic. If the user has not provided a configuration
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file for the adaptation he is asked for that information. Then, when the strategy
is known, the Adaptation Engine is trying to get description of the application
from the Knowledge Base. If this step fails, the application is introspected to
develop its description (which can be later stored in the Knowledge Base for
reuse). If introspection fails a user is asked to provide the application description.
Based on gathered data the Logic is generated and then combined with a proper
Skeleton. The adapter is ready to use.

4.7 Application Adaptation Example

Many backend applications have PL/SQL interfaces. Such an interface consists
of a group of database procedures which are similar to the C-language methods,
they have arguments of basic or complex types and there are no return values.
The only difference is that arguments can be input, output or both – input and
output.

The Adaptation Engine (AE) asks the user a set of questions regarding the
application to adapt. The conclusion is that PL/SQL Procedure strategy should
be applied to the adaptation process. Following the selected strategy, AE re-
quires additional information from the user about database connection parame-
ters (hostname, port number, database name, user name and password). Based
on these values it connects to this database by using JDBC [9] and performs
introspection to get a list of existing procedures. The user selects the procedure
to adapt and then AE gets procedures’ attributes and tries to map them to
a particular common data type from the Knowledge Base (KB). For instance,
if the procedure name is add contact, it probably will have attributes like first
name, last name, date of birth, address, etc. KB looks through existing mappings
and finds, that such attributes belong to the ContactModel type. AE creates an
adapter for the procedure add contact, which takes only one attribute of the
ContactModel type, being able to connect to a particular database instance and
invokes that procedure.

5 Conclusions and Future Work

The solutions used to migrate legacy applications to integration platforms (cf.
sections 2.1 and 2.2) require an efficient adaptation layer to communicate with
existing legacy applications. Such a layer can be created from scratch every time
when a new application is integrated for the price of higher time-to-market pe-
riod, lower efficiency, lack of serviceablity and quality. There is a need for a
dynamic adaptation layer, i.e. a set of components, which can help with adap-
tation using semantic description of services and data. Also, there is a place for
an expert system to support their selection in a semi-automatic way.

The main target of presented solution is to make an adaptation process easier
and semi-automatic. Use of the expert system for adaptation strategy selection
together the knowledge base to keep description of application allow the user to
easily extend it with new functionality and scale to fit one’s needs.
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Abstract. Most high-availability (HA) solutions currently used are based on the 
pre-configuration done by human administrators. If the configuration between 
machines participating in the HA cluster can be automated, services clustered 
can be provided more efficiently. For realizing this concept, the server agent 
and service description server (SDS) are designed and implemented in this 
paper. The server agent exchanges several messages with other servers and 
SDS. SDS is the central server that manages information needed for each 
machine to do “self-configuration”. We also implement a web-based 
monitoring tool to watch the status of the overall system. 

1   Introduction 

Most high-availability (HA) solutions depend on human administrators to do “pre-
configuration” [1][2]. For example, in the Novell clustering solution, administrators 
have to assign available secondary servers to a primary server. For this reason, the 
performance of the overall system depends on the expertise of the administrators and 
administrators’ error can reduce overall system reliability. Moreover, in mobile 
network environments, doing “pre-configuration” is very difficult because servers can 
move to another network [3]. Another problem caused by “pre-configuration” is the 
quality of services clustered. The state of the secondary server can be changed during 
the course of service provisioning. However, in the pre-configured cluster, the state of 
the secondary is not reflected in configuration of cluster.  

Considering this point of view, in this paper, we propose the high-availability 
system that is able to self-configure. Each server joins a network looks for machines 
that can act as its secondary server and assigns the optimal machine to its secondary 
server dynamically. And each server must advertise its services to other machines in 
the network so that they can know “who can be my secondary server in this network”. 
                                                           
 * Research based on the EDEN2 project (a collaboration between Institute for Infocomm 

Research, Singapore and Konkuk University, Korea).  
** Corresponding author. 
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For these purpose (service discovery and advertisement), we newly introduce a 
central server called the Service Description Server (SDS) in this paper. 

2   Operational Overview 

Essentially, all participating servers including SDS need to exchange messages for 
self-configuration. First, when server 1 is up, it sends a registration message to SDS. 
Whenever receiving a registration message, SDS has to send a table update message 
to each server on the network. The table update message contains the list of server 
that can back up the primary service of the server 1 and each backup server’s status 
information, “priority”. For deciding “priority” of each server, SDS should receive a 
loadlevel message periodically from each server registered with SDS. After some 
times, server 2 is started, it will send a registration message to SDS and receive a 
table update message from SDS. After server 2 registered, server1 will receive 
another table update message from SDS. It may contain backup server information, if 
server 2 can be a secondary server for server 1’s primary service. After getting the 
table update message, server1 will send an assignment message to server 2, telling 
server 2 to be its secondary server and listen to its keep-alive message. Similarly, 
when server 3 is started, server1 and server 2 will get table update message from SDS 
and assign secondary server for its own primary service. In this case, server 1 should 
choose its secondary server between server 2 and server 3 based on the status of each 
server. Of course, server 2 may assign server3 to its secondary server and send a 
keep-alive message to server 3 continuously.  

In case, server 1 is down, server 2 that is secondary server will not receive a keep-
alive message from server 1. After some times, server 2 will know server 1’s down 
and send a takeover message to SDS informing SDS that it will run the service 
provided by server 1. As receiving a take over message, SDS will update its database 
and send a table update message to each server on the network. After getting the table 
update message form SDS, server 2 will assign another secondary server (server 3 in 
this scenario) for the service taken over and send a keep-alive message to server 3.  
After running for a while, server 1 is restarted and does registration with SDS. When 
server 1 receives a table update message from SDS, it will know who run its primary 
service and send a release service message to server 2 that took over the service from 
server 1 in previous scenario. When server 2 receives the release service message, it 
will stop the service that is the server 1’s primary service and send a remove 
assignment message to server 3 informing server 3 of no need to listen to a keep-alive 
message from server 2.  After getting acknowledgment from server 2, server 1 will 
starts the primary service and send a takeover message to SDS to update its database. 
After receiving the table update, server 1 will repeat the secondary assignment as 
mentioned earlier. 

3   Experimental Results 

For testing our implements, we set up test-bed in a local network as shown in Fig. 1. 
Although we use 5 Linux systems for our test, only 3 application servers such as the 
HTTP, FTP and EMAIL server participate in the self-configuration. 
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Fig. 1. Local test-bed 

The database shown in Fig. 1 is for storing all the server necessary files such as 
configuration file, web page files and etc. Although not mentioned earlier, we also 
need a DNS server in local test-bed. Because most users use the FQDN to reach the 
server, each server has to register its name to the DNS. When the primary service is 
taken over by the secondary server, it should send dynamic update request to the DNS 
to point the service FQDN to the secondary server’s IP address [4].  

 

Fig. 2. (a) All application servers are normally in operation and (b) the HTTP server is down 
and service failover is initiated 

Fig. 2 (a) shows when all application servers are registered and normally in 
operation. In this case, as the priority of the EMAIL server is higher than that of the 
FTP server (lower value is higher priority), the EMAIL server is assigned to be a 
secondary for HTTP service. Next, Fig. 2 (b) shows when the HTTP server is down 
and service failover is initiated. Because the HTTP server is down, the secondary 
server (the EMAIL server) for HTTP service is now providing the service and 
appoints another secondary server (the FTP server) for HTTP service. Finally, when 
the HTTP server recovers from fail and service failback is initiated, the secondary 
server releases the http server and revokes the assignment of another secondary 
server. Also, FTP server will be a secondary for HTTP server as shown in Fig 1 (a). 

For evaluating the performance of the system, we simulated the actions of clusters 
and defined 2 types of models for this simulation, static clustering model and 
dynamic clustering model. The static clustering model is for pre-configured clusters. 
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In this model, one of backup servers is assigned to a secondary server for all service 
time. The dynamic clustering model is for self-configured clusters. In this model, a 
primary server can select an optimal backup server as a secondary server at any time. 

For this simulation, we configure the cluster with one primary server and 2 backup 
servers and run the service for 24 hours (simulation time). During the simulation, the 
primary server dies and recovers randomly according to its load and we calculate the 
response time for client’s requests. From the client’s point of view, the response time 
for service requests is the major metric for evaluating the service availability [5]. 
Fig.3 shows the simulation result. For static clustering model, as server’s load average 
increase, the response time for service requests also increase. But, for dynamic 
clustering model, the response time for service requests doesn’t increase.  

 

Fig. 3. Relation between each server’s load average and response time for service requests 

4   Conclusion 

This paper presents a self-configuration concept for high-availability clustering 
system. Each machine participating in self-configuration can assign the secondary 
server for its primary service dynamically, based on the status of each backup server. 
As a result, when the primary server fails, its service can be automatically failover by 
the optimal backup server and the overall quality of service can be maintained well.  
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Abstract. In this research the high temperature vacuum furnace design 
framework with centralized database system, distributed middleware and 
integrated graphic user interface(GUI), are developed with configuration 
module(CAD), thermal analysis module, optimization modules, and database 
management system. By considering the operation under the distributed 
computing environment, the method of managing the analysis modules and the 
optimization process is proposed and the integration method of database system 
and CAD system under local PC environment is demonstrated by carrying out 
example design problem. 

1   Introduction 

For the product design and development of the most small and medium enterprises, 
the design, analysis and the production department are geographically and business 
wise separated. Various software programs are scattered and need integration for the 
efficient design and development. Therefore, dissimilar and distributed computational 
environment and resources must be integrated seamlessly. Because the high 
temperature vacuum (gas) furnace requires elaborate technology, low production cost, 
and fast design cycle, an integrated design framework must be developed which can 
integrate the database operation, the design automation, and the integrated analysis. 

General process of furnace design may start with user’s requirements, such as 
target temperature, ambient gas and uniform temperature zone size. Materials and 
sizes of heater and insulator are decided based on the user’s requirements. Then, the 
chamber size and type are determined. Thereafter, the vacuum system, the 
temperature control system and the cooling system are consequently determined. 
Finally, a sample-loading type is decided. Figure 1 shows the design process of a 
vacuum furnace.[1] 

* Corresponding author. 
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Fig. 1. Design Process 

Since the design process is empirical and executed one after another, design issues 
that occur in the middle of the design or manufacturing can not be properly 
accounted. If the problems are not resolved within the design stage, whole design 
process must be repeated again. When the problems occur at the production stage, the 
development time and cost may be increased.  

Existing method of design vacuum furnace is a trial and error method, which 
before producing vacuum furnace it is impossible to make an estimation performance. 
And it depends on experience. So when we produce vacuum furnace expense too 
much cost and it is not efficient. Consequently development of the efficient vacuum 
design technique with the optimization is necessary and the design framework which 
provides development environment is necessary. Utilizing design function user can 
judge the result with support data from GUI interface in the related design at the same 
time[2]. 

In this research the high temperature vacuum furnace design framework with 
centralized database system, distributed middleware and integrated graphic user 
interface(GUI), shall be developed with configuration module(CAD), thermal 
analysis module, optimization modules, and database management system.  

2   Integration Architecture of High Temperature Vacuum Furnace 
Design Framework 

To obtain the framework architecture under the distributed computing environment, 
framework’s requirements and commercial framework software’s architecture are to 
be analyzed. Table 1 shows framework requirements[3]. 

The framework development is summarized with two objectives. First, it is a 
design function which can efficiently accomplish MDO (Multidisciplinary Design 
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Optimization) at time and cost. Second, it is an integration design environment that 
the field experts can participate in design at the same time. The framework meaning 
of expandability is a possibility of trying to observe from two viewpoints. First, it is 
the expandability that framework can apply design subject which is possible. Second, 
it is the expandability that framework can add like analysis optimization codes which 
is possible. Because framework aims an independent design environment for design 
subject, link method and data flow of code will not be able to apply with fixed 
pattern. 

Table 1. Framework Requirements

Basic 
Requirements

CAD/CAE tools integration method 
Management of analysis code data flow 
Management of analysis and optimization process 
Grasp the function in GUI 

Essential 
Requirements

Execute under the heterogeneous distributed environment 
Centralized DBMS (Database Management System) 
Detecting wrong data flow and process 
Monitoring variables while process is executing 
Delete, add, modify the design process  
Create design variables for the complex design problem 
Restart at wrong design point 
The object oriented design for an expandability and standard 
development tool and implementation 

Additional 
Requirements

Manage execution with scheduler 
Parallel computing 

The framework which considers expandability in distributed computing 
environment, the design plan is materializing design, analysis resources as 
'component', and locating above the distributed environment system Layer which 
takes charge of a distributed environment. Considering this requirement, the high 
temperature vacuum furnace design framework centralizes distributed 
system(PLinda), integrated graphic user interface, configuration, database, analysis, 
and optimization modules. The figure 2 shows the development concept in high 
temperature furnace design framework. 

2.1   High Temperature Vacuum Furnace Design Framework System 
Architecture

The high temperature vacuum furnace design framework was constructed of 6 
modules. Using distributed middleware for integrating distributed resource, select 
Microsoft Access for managing data, and selecting Visual Basic language are  easy  to 
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Fig. 2. Framework Development Concept[4] 

Fig. 3. System Integration Architecture 
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develop GUI. Selecting the AutoCAD for drawing vacuum furnace configuration, and 
using DOT optimization Code(Gradient Method), thermal analysis code including 
conduction, convection, radiation.  The accuracy of analysis code can be confirmed in 
final report of 'Development of High Temperature Vacuum Furnace Through 
Integrated Design and Optimization Technology'. The figure 3 shows system 
integration architecture [5]. 

2.2   High Temperature Vacuum Furnace System Design Framework 

Integration Plan of Analysis Code 
So far most integration method of analysis code is developed using I/O file. 
Analysis codes which only offers executable program in ultra high temperature 
vacuum furnace system are integrated using the in/output files and mixed language 
is employed when the source file is available. For the integration using analysis 
code’s I/O, standard I/O metadata file and analysis code input file based on the 
parameter defined by the user are created. I/O file is displayed on GUI and is saved 
according to the order of user’s selection and data type. Figure 4 is the structure of 
code integration using file I/O. 
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Fig. 4. Analysis Code Integration Architecture 

Because the integration of analysis code is realized through file’s I/O in ultra high 
temperature vacuum furnace system program, if analysis code’s I/O is not changed, it 
required that a new version of analysis code is modified even if it is changed.  

Integration of Optimization Code 
When formulating the vacuum furnace system optimization problem, we read existing 
database are drawn and carried out for the integration. In many cases the optimization 
codes are written by Fortran[6]. As the Fortran language can not directly access the 
database, C++ and Fortran are used together. Figure 5 shows the integration concept 
of the optimization code and the analysis modules. 
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Fig. 5. Optimal Code Integration Architecture 

Integration of Database 
There were two kinds of methods in this system for integrating database system. First 
method uses file’s I/O. Though analysis code is same with the integration method, 
input file is realized in query and data values. When user needs data for executing 
analysis code or optimal data, after create query and connect database, user can draw 
out any data which user wants. Second method doesn’t directly pass middleware from 
user interface GUI and input data or read data about vacuum furnace system products 
through connecting database. Figure 3 shows the integration structure of database. 

Integration of CAD 
AutoCAD[7] cannot go through the distributed middleware for designing system 
image, but realized GUI and integration directly. Figure 6 is the integration structure 
of CAD and GUI. Standard vacuum furnace system design map was used and image 
data was drawn out in AutoCAD. When vacuum furnace design using database 
reaches optimal design, the fixed map make full use of AutoCAD Block function to 
express detailed CAD image completely using seven design parameters. 

Fig. 6. AutoCAD Integration Architecture 

3   Experiments 

High temperature vacuum furnace design framework was developed on November 
2004, which is now being used for actually furnace design and manufacturing. The 
following figures are the optimized result extracted by the iFuD(intelligent Furnace 
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Designer) system[4]. The first figure is the data representation by visualization tool-
Formula One. The data is represented by the form of graph, contour and data grid. 
The fourth figure shows the final configuration of furnace represented by AutoCAD 
program. 

Fig. 7. Plot and Display -Graph Fig. 8. Plot and Display -Contour 

Fig. 9. Plot and Display –Data Grid Fig. 10. Configuration for Manufacturing 

4   Conclusions 

From the research of high temperature design framework development, following 
conclusions are made. 

First, by utilizing the centralized database management system to manage and 
integrate design data, and by using the distributive middle ware, each design analysis 
module is integrated through the object oriented concept. Then, high temperature 
design framework is developed by considering the expandability and easy 
modification  

Second, the analysis codes are integrated using the in/output files and mixed 
language is employed when the source file is available. 

Third, by considering the operation under the distributed computing environment, 
the method of managing the analysis modules and the optimization process is 
proposed and the integration method of database system and CAD system under local 
PC environment is demonstrated by carrying out example design problem. 
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Abstract. The fast development of grid computing environments makes it pos-
sible to access geographically distributed remote instruments, experimental 
equipments, databases, human resources with respect to real-time in grid com-
puting environments.  With conventional programming method, it is very diffi-
cult to implement real-time models in uncontrolled distributed environments 
and to support well-defined interfaces from real-time systems to external sys-
tems. We propose an easy-to-use TMO-based tele-operation model with less 
strict real-time constraints in grid environments. Using the proposed model, we 
design and develop a TMO-based tele-operation system for real industrial ap-
plications used for tsunami-detecting instruments. 

1   Introduction 

Today we access geographically distributed remote instruments, experimental 
equipments, databases, human resources, high-performance computers, etc, as if 
accessing local resources from a long distance away. But it brings us another side: 
How are these instruments, devices and data well-synchronized in distributed  
real-time systems? With conventional programming methods it is very difficult to 
design and implement well-defined real-time models in uncontrolled distributed 
environments. 

We propose a TMO-based distributed real-time tele-operation model with less 
strict real-time constraints in grid environments. The proposed model can be used to 
control tsunami-detecting instruments. For example, a remote meteorologist can con-
trol and monitor tsunami-detecting instruments and conference with local meteorolo-
gists from a long distance away using the proposed model in grid computing envi-
ronments. 

In the next section, we discuss related works such as TMO, Distributed Object-
oriented Freeway Simulator (DOFS), Real-time CORBA. Then, we propose a TMO-
based tele-operation model and mention design and implementation issues in section 
3. Section 4 concludes. 
                                                           
* This paper was supported by Konkuk University in 2006. 

∗∗ Corresponding author.  
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2   Related Works 

The Time-Triggered Message-Triggered Object (TMO) was established in early 
1990’s with a concrete syntactic structure and execution semantics for economical 
reliable design and implementation of RT systems [1, 2, 4, 5]. TMO is a high-level 
real-time computing object. It is built in standard C++ and APIs called TMO Support 
Library (TMOSL).  

TMO contains two types of methods, time-triggered methods (SpM), which are 
clearly separated from the conventional service methods (SvM). The SpM executions 
are triggered upon reaching of the RT clock at specific values determined at the de-
sign time whereas the SvM executions are triggered by service request messages from 
clients. Moreover, actions to be taken at real times which can be determined at the 
design time can appear only in SpM’s. Real-time Multicast and Memory Replication 
Channel (RMMC) is an alternative to the remote method invocation for facilitating 
interactions among TMOs. Use of RMMCs tends to lead to better efficiency than the 
use of traditional remote method invocations does in the area of distributed multime-
dia applications that involve frequent delivery of the same data to more than two 
participants distributed among multiple nodes. 

Distributed Object-oriented Freeway Simulator (DOFS) [3] is a freeway automo-
bile traffic simulator conducting with the goal of validating the potential of the TMO 
structuring scheme supported by the recently implemented TMOSM. DOFS is in-
tended to support serious studies of advanced freeway management systems by pro-
viding high-resolution high-accuracy easily expandable freeway simulation. The sys-
tem can help the Driver avoiding the traffic road and supply real-time traffic informa-
tion. The TMO scheme brings major improvement in the RT system design and im-
plementation efficiency. 

The Real-time CORBA (RT-CORBA) [6] is an optional set of extensions to 
CORBA to be used as a component of a real-time system. It is designed for applica-
tions with hard real-time requirements, such as avionics mission computing, as  
well as those stringent soft real-time requirements, such as telecommunication call 
processing. Moreover, to allow applications to control the underlying communica-
tion protocols and end-system resources, the Real-time CORBA specification  
defines standard interfaces that can be used to select and configure certain protocol 
properties. 

3   The Proposed TMO-Based Tele-operation Model 

3.1   Architecture 

Due to the fast development of the Internet and grid computing environments, it is 
possible for engineers and researchers to access remote instruments and computing 
resources from a long distance away. However, we need to support real-time controls 
and the timing characteristics on these geographically distributed, grid-enabled, and 
real-time applications without pain during the development. 
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Fig. 1. The Architecture of TMO-Based Tele-Operation Model 

Figure 1 depicts the architecture of the proposed TMO-based tele-operation model. 
One of the main issues for the proposed model is to apply the easy-to-use TMO to 
real-time applications that are usually hard to design and implement with conven-
tional programming methods. The proposed model is divided to 3 domains: remote 
domain, message-handling-service domain, user interface domain. 

The remote domain (RD) is to collect remote data and to monitor remote instru-
ments. RD consists of the Time TMO and working TMOs. The Time TMO gives the 
timing characteristics to other working TMOs (e.g. WebCam_TMO and Sen-
sor_TMO) via the Real-time Multicast and Memory Replication Channel (RMMC). 
The video, audio, and sensor data with the timing characteristics are transferred via 
the socket channel to the message-handling-service domain The time characteristics 
supplied by the Time TMO are more suitable to the proposed model than those sup-
plied by the Internet or GPS time services since the Time TMO is closely located to 
other working TMOs and this locality avoids the network latency that makes it hard to 
synchronize real-time applications. 

The message-handling-service domain (MHSD) is to manage message-handling 
servers in order to help data communication between UID and RD. MHSD provides 
the grid-enabled environments based on the TCP/IP-based client/server model and 
grid applications to handle control-messages between UID and RD to be safely and 
precisely transferred. MHSD should keep waking up, be started prior to other do-
mains, and wait for control-messages. Servers in MHSD can storage a large amount 
of data from the remote domain and can provide the secure management of data from 
the remote domain to the interfaces. 

Finally, the user interface domain (UID) is to provide user interfaces to check the 
status of the whole system, to manage incoming and outgoing control-messages be-
tween the client and remote instruments, and to handle real-time information needed 
for the tele-operation application for the client. This domain is implemented in MFC. 



 A Distributed Real-Time Tele-operation System Based on the TMO Modeling 275 

3.2   Implementation 

In this section we mention several implementation issues for the remote domain in 
detail. Figure 2 represents the basic structure of the remote domain, called TMO-
based real-time agent framework for the proposed TMO-based tele-operation system. 
The real-time agent framework is implemented using TMO toolkit [1]. It consists of 
the Time TMO and working TMOs (e.g. WebCam_TMO and Sensor_TMO). More-
over, it is basically divided into three services: control-message waiting and process-
ing service, time service, and real-time data processing service. 
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Fig. 2. The Remote Domain: TMO-Based Real-Time Agent framework 

The control-message waiting and processing service waits for and processes con-
trol-messages from UID according to message types using the Pseudo-TMO-Thread. 
The Pseudo-TMO-Thread is located in the Time TMO and gives the timing character-
istics to the main threads for initialing all working TMOs in the remote domain. But 
The Pseudo-TMO-Thread keeps waking up unlike SpM of TMO periodically wakes 
up. Major initialization steps for the agent framework are as follows: 

1. The Pseudo-TMO-Thread is invoked and checks up the header information of 
control-messages from MHSD. 

2. Each message is classified such as WebCamMessage, and is sent to its desig-
nated TMO. 

3. Each TMO extracts the timing characteristics from its control-message, initial-
izes its time, and builds up the socket channel among other TMOs. 
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4. The TMO middleware is activated. 
5. The TMO-based real-time agent framework is activated. 

The Pseudo-TMO-Thread keeps waking up and getting control-messages from 
UID. If a control-message is a normal command to control remote instruments, then 
the Pseudo-TMO-Thread does normal real-time data processing in this service. But if 
a control-message is a command to scale up or down the whole system in the time 
dimension, then the Pseudo-TMO-Thread extracts data out of the message, stops the 
designated SpM for a while, changes the period of the designated SpM, and restarts 
the designated SpM. When a working TMO needs to process video data, sometimes, 
the data processing time exceeds the period of SpM for the TMO. It happens because 
of the network latency or the size of the video data. In this case, the period of SpM 
should be extended more than the data processing time. 

For example, when the network becomes delayed, the data transfer from web cam-
eras becomes delayed as well. To avoid the latency of the whole system because of 
the latency of the video transfer, the Pseudo-TMO-Thread gets a control-message 
from UID to change the period of SpM for web cameras from 1 second to 3 seconds. 
After the network becomes normal, the Pseudo-TMO-Thread gets another control-
message from UID to change the period back. This functionality makes the TMO-
based real-time agent framework flexible for real-time monitoring. 

The time service is served by the Time TMO that is closely located to other work-
ing TMOs. The time service synchronizes the timing characteristics of each SpM in 
working TMOs. The real-time data processing service manages data processing ac-
cording to the timing characteristics of each SpM and attaches the timing characteris-
tics on video and sensor data. The time service and the real-time data processing ser-
vice use RMMC that is a real-time communication channel among working TMOs to 
broadcast common information such as the timing characteristics and memory for 
working TMOs. RMMC is a good alternative to the Internet or GPS time services 
since it avoids the network latency that makes it hard to synchronize real-time appli-
cations. SpM of the Time TMO periodically (e.g. 200 micro-seconds) updates the 
timing characteristics of RMMC using its own timing characteristics. Then each SpM 
reads the timing characteristics of RMMC, attaches it on video, audio, and sensor 
data, and transfer data to MHSD. 

Figure 3, 4, and 5 represents a distributed, real-time tele-operation system to de-
tect tsunami based on our proposed model. The TMO-based tele-operation system is 
a real-time, tele-operation, and tele-monitoring system. Using the tsunami detecting 
system, a meteorologist can monitor the ocean, control the instruments, and confer-
ence with local engineers from a long distance away. In detail, first, a remote mete-
orologist monitors the current status of a designated point of the ocean on his/her 
computer from a long distance away. Second, the video, audio, and sensor data 
from the point are collected and synchronized by the TMO-based real-time agent 
framework and transferred via MHSD to the remote engineer. Third, the data are 
updated and displayed on his/her computer. Finally, the remote meteorologist  
can control remote instruments by controllers on his/her computer, send control- 
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messages such as scaling up or down the whole system in the time dimension, and in 
advance warn local meteorologists to prepare the natural disaster. Using the system, 
moreover, the remote meteorologist can chat and talk with local meteorologists. 
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Fig. 3. Historical Data of Tsunami Detecting Tele-Operation System 
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Fig. 4. Historical Data of Tsunami Detecting Tele-Operation System 
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Fig. 5. Sensor GPS Data of Tsunami Detecting Tele-Operation System 

3.3   Advantages and Restrictions of the Proposed Model 

We experienced several advantages of adapting TMO on the proposed model during 
implementing a TMO-based tele-operation system. 

Developers can highly predict the timing performance using TMO during design-
ing and developing the proposed TMO-based model. Execution of time consuming 
unpredictable I/O operations such as video outputs, keyboard inputs, etc, can be han-
dled by the Pseudo-TMO-Thread. Each TMO thread designated to instruments are not 
burdened with these suffering tasks. 

Moreover, it is easy to implement and debug TMO nodes. Implementing and de-
bugging of real-time controls and the timing characteristics cause pain during the 
development of distributed real-time applications with conventional real-time meth-
ods. But all we need to do is to use communication APIs, thread initializing, manag-
ing, and terminating APIs, supported by the TMO tool kit. 

It is easy to modify and expand the proposed TMO-based model. We often need to 
scale up or down the whole system in the time dimension. Many modifications could 
be needed with conventional real-time methods. But all we need to do is to change the 
scale of the real-time clock of TMO for the proposed TMO-based model. 

We experienced some restrictions that TMO-based real-time applications are not 
suitable to real-time systems handling huge amount of data in a relatively short SpM 
wakeup period. For example, wind channel experiments in aerospace researches gen-
erally need video capturing instruments taking approximately 1,000 photos per second 
and the size of each photo is approximately 1M bytes. In this case, we can easily scale 
down the period of SpM (e.g. 10 micro-seconds). But it is impossible to process this 
amount of video data in time with contemporary hardware and network environments. 
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Thus, we urge TMO-based real-time applications are suitable to systems with less 
strict real-time constraints such as tsunami-detecting instruments, etc, since those 
instruments product relatively small amount of data in the period of SpM and are not 
a time-critical decision model. 

4   Conclusion 

We proposed an easy-to-use TMO-based tele-operation model with less strict real-
time constraints in grid environments. Using the proposed model, we designed and 
developed a TMO-based tele-operation system for real industrial applications able to 
be used to control and monitor tsunami-detecting instruments. 

The TMO-based tele-operation model, proposed in this paper, is promising since it 
provides a sound TMO-based real-time agent framework, cost-effectively resolving 
the problems caused by conventional programming methods during the development. 
However, the experimental research and development with the proposed model is at 
an early stage. Moreover, much more research efforts are needed to develop more 
stable TMO-based real-time agent framework. 

We will adapt the proposed model to develop a tsunami detecting system in the  
future research. 
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Abstract. Devices and systems used in distributed environments, such as on 
trains or in power plants, should be able to respond to external changes in real-
time. Real-time middleware such as one based on the TMO (Time-Triggered 
Message-Triggered Object) model is considered recently as a choice to adapt 
real-time properties to distributed systems. TMO middleware guarantees that 
systems in distributed environments operate in a reliable manner. This 
middleware does not have an adequate monitoring infrastructure or supporting 
tools used in distributed environments, however. As such, this paper proposes 
TSDS (TMO-based Sharing and Delivery Scheme) as a part of the monitoring 
infrastructure. This is configured within the TMO middleware to share and 
deliver monitoring data among TMO-based real-time systems. The results of 
experiments show that the TSDS instrumentation overhead is less than 1ms. 
This means that TSDS has little effect on the operation of the middleware. 

1   Introduction 

A real-time system aims to ensure a specific service is provided within a given period 
of time [1]. The performance of a real-time system depends on how accurately timing 
constraints are met through the use of real-time monitoring. Monitoring is essential 
for maintaining real-time systems in a stable manner, and many monitoring tools are 
being developed to support real-time systems. As well, tools that monitor the TMO 
(Time-Triggered Message-Triggered Object)-based real-time systems (hereinafter 
referred to as “TMO system”) were developed [2, 8, 9]. However, existing tools that 
focus on single system-based monitoring cannot enable the sharing and delivery of 
data among systems, which is required to monitor distributed TMO systems. In 
addition, all or part of the monitoring function is executed at the application layer, 
requiring developer intervention, and eventually causing difficulty in automating 
monitoring. 

In order to address such problems, this paper presents a TMO-based Sharing and 
Delivery Scheme (TSDS), which is a scheme for sharing and delivering monitoring 
data among TMO systems. This configures an infrastructure for monitoring within the 
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TMO middleware, an essential part of the TMO system, thereby allowing for the 
sharing and delivery of monitoring data. 

The paper is structured as follows. Chapter 2 describes the TMO model and the 
problems in existing monitoring architectures. Chapter 3 provides a detailed 
description of the proposed TSDS. The results of the experiments on the TSDS 
instrumentation overhead are shown in Chapter 4. Finally, chapter 5 presents the 
direction for future research. 

2   Backgrounds 

2.1   TMO Model 

The proposed scheme in this paper is modeled in such a way as to utilize the proven 
functions provided by the TMO model. The TMO structuring scheme was 
established in the early 1990’s with a concrete syntactic structure and execution 
semantics for economical and reliable design along with an implementation of real-
time systems [6, 7]. TMO is a syntactically minor and semantically powerful 
extension of the conventional object(s). As depicted in Fig. 1, the basic TMO 
structure consists of four parts. 

 

 

Fig. 1. The Basic Structure of TMO 

• Spontaneous Method (SpM): A new type of method. A SpM is triggered when the 
real-time clock reaches specific values determined at design time. The SpM has an 
AAC (Autonomous Activation Condition), which is a specification of the time-
windows for execution of the SpM. 

• Service Method (SvM): A conventional service method. A SvM is triggered by service 
request messages from clients.  

• Object Data Store (ODS): The basic units of storage which can be exclusively 
accessed by a certain TMO method at any given time or shared among TMO 
methods (SpMs or SvMs). 

• Environment Access Capability (EAC): The list of entry points to remote object 
methods, logical communication channels, and I/O device interfaces. 
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2.2   Existing Monitoring Architecture 

Some studies related to monitoring TMO systems have used architecture at the 
application layer to implement monitoring functions as shown in Fig. 1(a) [1, 8, 9]. A 
monitoring sensor positioned within a TMO application, an essential part of the 
monitor, gathers data on the corresponding object in the TMO application, and keeps 
them in a data store. This architecture has no direct effect on the operation of the 
middleware because monitoring TMO systems is conducted at the application layer. 
The drawback of this architecture is that a developer has to make monitoring elements 
such as a data store, sensors and a communication link for the sharing and delivery of 
monitoring data. 

The other architecture used to implement monitoring functions is depicted in Fig. 
2(b) [2]. A dedicated monitoring thread is added in the middleware and called up 
according to the middleware scheduling. While this architecture reduces developer 
intervention to make a store data and a sensor, the data stored in the data store can be 
accessed only by TMO objects in a single TMO system because the data store in this 
architecture is dependent on the middleware. 

 

Fig. 2. The Monitoring Architecture by Layer 

In summary, the existing architectures for monitoring TMO systems do not have 
supported the sharing and delivery of monitoring data in distributed environments. 
Given that the TMO middleware supports distributed environments, it is difficult for 
both monitoring architectures, which are considering a stand-alone system 
environment, to be used for monitoring several TMO systems in distributed 
environments. Thus, a structure which supports data sharing and data delivery in 
distributed environments should be designed for monitoring TMO systems.  

3   TMO-Based Sharing and Delivery Scheme (TSDS) 

3.1   Revised TMO Model for Monitoring 

The various types of middleware to realize the TMO model have been implemented 
in distributed environments [3, 4, 6, 10]. Each middleware has referred to the TMO 
model in Fig. 1 as a functional architecture. The TMO model does not include 
essential functions in distributed environments such as real-time monitoring, 
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dynamic analysis, and fault-tolerance, however. As such, this paper has considered 
a monitoring concept from the outset of modeling in order to allow monitoring 
functions to be included as an infrastructure within the TMO-based middleware. 
Fig. 3 shows the proposed TMO model that supports monitoring functions. Some 
elements are added to this model in order for the monitoring concept to be applied 
to the TMO model. 

 

Fig. 3. The Structure of the TMO Model that Supports Monitoring Functions 

• Monitoring ODS (MODS): Refers to the storage for sharing the results of monitoring 
TMO objects. It is the extended type of ODS that is assigned to each TMO object by 
a unit of MODS Segment (MODSS). 

• Monitoring Dedicated Method (MDM): Refers to the dedicated SpM method for 
monitoring that is activated periodically in the same manner as general SpMs and 
transfers monitoring data in the data store.  

• Monitoring Dedicated Channel (MDC): Refers to the dedicated channel used for the 
transfer of monitoring data among TMO systems. 

• Control Dedicated Channel (CDC): Refers to the dedicated channel used for receiving 
control and feedback data from external systems or applications. 

 
Our focus in this paper is the MODS, MDC, and CDC among abovementioned 

elements and the detailed elements in the middleware related to sharing and 
delivering the monitoring data. These elements are based on Linux TMO System 
(LTMOS) out of various types of the middleware as the basic platform for designing 
and implementing the sharing and delivery scheme. For more details of LTMOS, refer 
to [4, 10]. 

3.2   Monitoring Object Data Store (MODS) 

The existing ODS was proposed as a storage to share data among TMO objects [6, 
7]. On the other hand, the proposed MODS is designed to store monitoring data. 
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Fig. 4 shows the monitoring architecture proposed in this paper. Compared with 
ODS, MODS as a data store is positioned between the middleware and the 
application layer. This means that all the work related to defining and generating 
MODS is managed by the middleware. Thus, developers do not have to do MODS 
related work. This is caused by the type of data stored in the data stores. MODS 
keeps the formalized data such as execution time while ODS stores the various 
types of data that developers need. Therefore, it doesn’t need additional information 
from the developers to define MODS. 

MODS can support data sharing because it is designed to face the application layer. 
MODS is the hybrid of the two data stores used in the legacy monitoring schemes. In 
other words, MODS is designed in such a way as to be defined and created by the 
middleware, thereby preventing developer intervention and supporting automated 
monitoring. The data stored in MODS can be accessed by all the applications because 
it is designed to be independent of the middleware. Therefore, MODS is a data store 
that can overcome the drawbacks of the existing data stores and is suitable for 
distributed real-time monitoring. 

 

 

Fig. 4. The Revised Monitoring Architecture 

3.3   Delivery Structure for Monitoring Data 

Existing monitoring tools do not provide a special way to transfer monitoring data 
among TMO systems. Given that TMO systems operate in distributed environments, 
tools should be able to basically monitor each TMO system and deliver the gathered 
data to the server for analysis or other systems. As such, this paper presents a TMO-
based delivery structure, which is a structure for delivery of monitoring data among 
TMO systems. 

This structure is designed to have two separate layers that make functions of the 
data manipulation and data delivery independent of each other. This functional 
independency allows that a function for data manipulation can be used in all the TMO 
systems with different communication environments. The layer for data manipulation 
contains functions related to gathering, storing, and analyzing monitoring data. 
EMCB (Extended Method Control Block) as an internal data store, sensors which 
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gather monitoring data, and MODS, which supports data sharing, are monitoring 
elements for data manipulation. This paper focuses only on MODS out of these 
monitoring elements. The layer for data delivery consists of logical and physical links 
that support data delivery among TMO systems. TCP/IP or Serial for physical data 
delivery will be selected depending on the implemented communication 
environments. Also, a general channel or RMMC (Real-time Multicast Memory 
replication Channel) as a logical link, which establishes connection among TMO 
systems and manages communication sessions, can be used [5]. 

 

Fig. 5. A Delivery Structure for Monitoring Data 

In this paper, the MDC and CDC are used as a logical link. The TMO model 
basically provides a logical communication link--channel--for connection among 
methods. Each channel is assigned a channel number, and data can be transferred via 
a channel that is opened with the same number. The MDC and CDC presented in this 
paper are designed based on such TMO model channels. Unlike RMMC and a general 
channel, the MDC and CDC are generated and managed by the middleware, which 
prevents the need for developer intervention for the delivery of monitoring data and 
allows automating monitoring. 

(a) Monitoring Dedicated Channel (MDC): Refers to the dedicated channel for 
delivery of monitoring data. The middleware delivers monitoring data stored in 
MODS to other systems through MDC. To prevent collision with common channels, 
the MDC uses a specific reserved channel number. 

(b) Control Dedicated Channel (CDC): Refers to the feedback channel that is 
designed to receive control and feedback information from external systems. Like 
MDC, it uses a specific reserved channel number. 

4   Experiments 

4.1   Purpose and Method 

For the purpose of our experiment, the legacy middleware (hereinafter referred to as 
“Pure Middleware”) and the middleware in which TSDS is applied (hereinafter 
referred to as “Monitoring Middleware”) are experimented with under the same 
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condition. Basically, the Monitoring Middleware is configured to share monitoring 
data with the other system in a periodic manner. Then, actual activation intervals were 
measured for OMMT (Outgoing Message Management Thread) and IMMT 
(Incoming Message Management Thread) which are middleware threads related to the 
sharing and delivery of monitoring data and should be activated at every 10ms. By 
conducting a comprehensive comparison between these intervals by the thread, the 
magnitude of loads generated by monitoring using TSDS was identified. 

4.2   Experimental Results 

Figs. 6(a) and 6(b) show the activation intervals of the IMMT thread in the Pure 
Middleware and Monitoring Middleware. As illustrated in the two figures, activation 
intervals increase on a regular basis. This is because the amount of time needed to 
occupy the IMMT thread to process data input by channels has increased. For IMMT 
thread, the activation interval increases every 1000ms. This corresponds to the 
interval at which the TMO method used in this experiment transfers data. Fig. 6(b) 
shows the interval at which the IMMT thread is activated in the Monitoring 
Middleware. The activation interval pattern is similar to that seen in the Pure 
Middleware. With the exception of the initial phase where monitoring functions are 
set, the activation interval varies at s levels. In short, TSDS has little effect on 
IMMT thread, which operates within the millisecond time frame. 

 

(a) Pure Middleware (b) Monitoring Middleware  

Fig. 6. A Comparison of Activation Intervals of IMMT 

Figs. 7(a) and 7(b) show the interval at which the OMMT thread is activated in the 
Pure Middleware and Monitoring Middleware. As in IMMT, the amount of time 
needed to occupy the OMMT thread to process data has increases. In the case of the 
Monitoring Middleware, as shown in Fig. 7(b), the activation interval pattern is 
similar to that seen in the Pure Middleware. The OMMT thread in the Monitoring 
Middleware varies at s levels within 1ms. In short, TSDS has little effect on OMMT 
which operates within the millisecond time frame. 
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(a) Pure Middleware (b) Monitoring Middleware  

Fig. 7. A Comparison of Activation Intervals of OMMT 

Table 1. Results of t-test by Thread 

t-test 
An average confidence interval of 9

9% 
Thread 

t 
significance 
probability (

Both) Lower Limits Upper Limits 

IMMT -.048 .962 -.00006 .00006 

OMMT .048 .962 -.00006 .00006 

 

Finally, under the hypothesis that “the Pure Middleware and Monitoring 
Middleware have similarity in activation intervals,” the t-test with the significance 
level =.01 was conducted to identify the statistical similarity in activation interval 
among different threads. Table 1 shows the results of analyzing different threads. The 
significance probability of the IMMT and OMMT is .962. Since .962 > =.01, 
hypothesis cannot be rejected, as well. This shows that the activation interval of the 
IMMT and OMMT threads within the two sets of middleware is statistically identical. 
Overall, the proposed TSDS shows little or no effect on the middleware. 

5   Conclusions and Future Work 

In this paper, TSDS, including both the MODS as a data store for sharing monitoring 
data among TMO systems and a delivery structure for monitoring data, was proposed. 
TSDS form a monitoring infrastructure within the middleware, supporting the sharing 
and delivery of monitoring data for TMO systems. This prevents developer 
intervention, allowing for automated monitoring functions. The overhead generated 
by TSDS during experiments are less than 1ms, having little or no effect on the 
execution of the middleware. In short, TSDS serves as an infrastructure for providing 
monitoring functions such as data sharing and data delivery to the middleware, 
making it ideally suited for monitoring TMO systems. 
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Research is currently being conducted to mount TSDS to desktops, embedded 
systems, and other hardware devices, and is being considered for various system 
environments in industrial areas such as shipbuilding and power plants. 
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Abstract. The data grid may consist of huge number of documents and
the number of documents which contain the keywords in the query may
be very large. Therefore, we need some method to measure the relevance
of the documents to the query. In this paper we propose algorithms for
computing k-keyword proximity score [3] in more realistic environments.
Furthermore, we show that they can be used to find longest repetitive
substring with constraints in a set of strings.

1 Introduction

The data grid may consist of huge number of documents and the number of
documents which contain the keywords in the query may be very large. All these
documents may not be relevant to what the user wants: some may contain them
in different contexts. Therefore, we need a method to measure the relevance of the
documents to the query. Here we focus on the proximity of the keywords which
means how close they appear together in the document. If they are appearing
close (good proximity), it is likely that they have stronger combined meaning.

The offset of a word in a document is the distance (number of the words) from
the start of the document. A range [a, b] in a document represents the contiguous
part of the document from a-th word to b-th word in the document. The size of
the range [a, b] is b− a.

In the data grid, we assume that documents are stored in inverted file struc-
ture. Each keyword has a list of IDs of documents which contain the keyword
and a sorted list of offsets in the document. Using inverted file structure, we can
easily obtain the set of documents which contain the keywords.

Kim et al. [3] defined the generalized proximity score and proposed O(n log k)
time algorithm where k is the number of keywords and n is the number of
occurrences of the keywords in the document.
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Definition 1. Given k keywords w1, w2,. . ., wk, a set of lists K={K1,K2, . . .Kk

where each keyword wi has a sorted list of offsets Ki = {oi1, oi2, . . . , oiji(1 ≤
i ≤ k), and k positive integers R1, R2, . . . , Rk, and another integer k′(≤ k),
the generalized k-keyword proximity problem is finding the smallest range that
contains k′ distinct keywords where each wi of these keywords appears at least
Ri times.

We briefly explain Kim et al.’s algorithm. A more detailed account can be found
in [3]. We need to define two terms.

Definition 2. A candidate range is a range which contains at least k′ distinct
keywords where each keyword wi appears at least Ri times in the range.

Definition 3. A critical range is a candidate range which does not contain an-
other candidate range.

We can easily show that the solution is the smallest critical range. Hence we need
to find critical ranges and report the smallest one. First, we merge the sorted
lists of offsets of k keywords into one list. This step runs in O(n log k) time. For
simplicity we assume that each offsets are mapped to a number in range [1..n].
We store the keyword ID into a list L[1..n].

The outline of the algorithm is that we first find a candidate range (expanding
sub-step) and find a critical range from that candidate range (shrinking sub-step).

We maintain a range [a, b]. Initially a = 1 and b = 0. We also maintain k
counters c1, c2, . . . , ck. Initially c1 = c2 = · · · = ck = 0. And we maintain a
counter h which counts the number of ci’s (1 ≤ i ≤ k) that are ≥ Ri. Initially
h = 0.

In the expanding sub-step, the range is expanded from [a, b] to [a, b+ 1]. We
check L[b] and set cL[b] = c[L[b] + 1. We also check whether cL[b] = Ri. If so, we
update h = h + 1. We repeat this loop until h = k′. Then [a, b] is a candidate
range and go to the shrinking sub-step.

In the shrinking sub-step, the range is reduced from [a, b] to [a+1, b]. We also
set cL[a] = cL[a] − 1 and check whether cL[a] ≤ RL[a]. If so, h = h − 1. And if
h < k′, we report a critical range [a−1, b]. We go back to the expanding sub-step
with the range [a, b]. These steps run in O(n) time and the total time complexity
is O(n log k).

2 Our Improvements

Here we can consider the following variations. First, the original problem does
not specify the keyword which should be included. Some keywords may be more
important than others.

Problem 1. In k-keyword proximity problem, one special keywordwi in the query
should appear in the range.

Without loss of generality, assume the keyword that must appear in the critical
range is w1. The original algorithm may report no critical range with w1 even
though the document contains w1!
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We first find a candidate for the problem and make the range narrow as much
as possible. In the expanding sub-step, we move to the shrinking sub-step only
after the current range [a, b] contains w1 at least R1 times. We guarantee that
the input to the shrinking sub-step meets the constraints of Problem 1. In the
shrinking sub-step, we add one more check. If, by shrinking from [a, b] to [a+1, b],
c1 becomes smaller than R1, we report [a, b] as a critical range (without checking
the condition h < k′).

Now we consider another problem when keywords in the query must be in
some order (for example, “Paris Hilton” and “Hilton Paris”).

Problem 2. A keyword wi must appear before another keyword wj .

Without loss of generality, assume that w2 must follow w1. It means that w2 can
appear only after w1 appears at least R1 times. In the expanding sub-step, we
move to the shrinking sub-step only after the current range [a, b] contains w1 at
least R1 times before w2 appears. We may encounter w2 before R1 w1’s. Then
we discard the current range [a, b]. We restart the expanding sub-step with the
range [b+ 1, b+ 1] and initialize all the variables. In the shrinking sub-step, we
do the same as we did in Problem 1.

Finally, we can consider the case where two keywords have a Boolean relation.

Problem 3. If a keyword wi appears in the document, then also another keyword
wj must/must not appear in the document (AND/XOR relation).

Without loss of generality, assume that w1 and w2 forms these relations. First
we consider the AND relation. In the expanding sub-step, we maintain a flag
f . Initially f = 0. When we meet a w1, we set f = 1. When we move to the
shrinking sub-step in the original algorithm, we check whether the flag f is ON.
If so, we postpone until we meet an occurrence of w2. In the shrinking sub-step,
we use the flag again. If f = 0, there is no modification at all. But if f = 1, each
time we shrink the range we check whether it removes the occurrence of w1. If
so, we report the range [a, b] as the critical range.

The procedure is almost the same when we handle the XOR relation. We use
the flag again. When we meet an occurrence of w1, we set f = 1. If we meet an
occurrence of w2 and f = 1, then we discard the current range [a, b] and restart
with [b+ 1, b+ 1]. The shrinking sub-step is the same as the original algorithm.

All these modification does not change the time complexity.

Theorem 1. All the problems in Section 2 can be solved in O(n log k) time.

3 Repetitive Longest Substring in a Set of Strings

Now we consider finding the longest substring in a set of strings.

Problem 4. Given a set of strings U = {T1, T2, . . . , Tk}, a set of positive integers
D = {d1, d2, . . . , dk}, and a positive integer k′(≤ k), find the longest sting w
which satisfies two conditions: (a) there is a subset U ′ of U such that w appears
at least di times in each string Ti in U ′ , and (b) |U ′| = k′.
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We use the suffix array. The suffix array of a text T is a sorted array suf [1..|T |]
and lcp[1..|T |]. suf [k] = i if and only if T [i..|T |] is the k-th suffix of T . lcp[k] is the
length of the longest common prefix between each substring in the suffix array
and its predecessor and lcp(a, b) = min

a≤i≤b
lcp[i] with the following properties.

Fact 1. lcp(a, b) ≤ lcp(a′, b′) if a ≤ a′ and b ≥ b′.

Fact 2. The length of the longest common prefix of T [suf [a]..|T |], T [suf [a +
1]..|T |],. . ., T [suf [b]..|T |] is lcp(a+ 1, b).

To build the suffix array for U = {T1, T2, . . . , Tk}, we create a new string
T ′ = T1%T2% · · ·Tk where % is a special symbol and is smaller than any other
character in Σ. sufand lcparrays can be computed in O(|T ′|) time by [2, 1] with
one modification: % does not match itself. We use another array ids. ids [j] = i if
T ′[j]T ′[j + 1] · · ·% was originally a suffix of Ti (we mean the first % after T ′[j]).
This computation also takes O(|T ′|) time.

We briefly explain the outline of [4]. Fact 1 tells that the smaller a range
becomes, the longer the common prefix is. Hence, we consider IDs of strings as
IDs of keywords as we did in Section 2. What we need is the smallest range that
yields the longest common prefix of the suffixes (the longest common substring).
We use the same algorithm in Section 2, without the merging step. Hence the
time complexity is O(n).

The problems in Section 2 can be transformed into these following problems
except Problem 2 because we do not consider order in U .

Problem 5. The same as Problem 4, but U ′ must contain Ti.

Problem 6. The same as Problem 4, but if U ′ contains a string Ti, it must/must
not contain another string Tj (AND/XOR relation).

All these problems can be solved in O(n) time with equivalent algorithm in
Section 2.

References

1. T. Kasai, G. Lee, H. Arimura, S. Arikawa, and K. Park. Linear-time longest-
common-prefix computation in suffix arrays and its applications. In CPM 2001,
pages 181–192, 2001.

2. D. K. Kim, J. S. Sim, H. Park, and K. Park. Linear-time construction of suffix
arrays. In CPM 2003, pages 186–199, 2003.

3. S.-R. Kim, I. Lee, and K. Park. A fast algorithm for the generalised k-keyword
proximity problem given keyword offsets. Information Processing Letters, 91(3):115–
120, 2004.
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Abstract. Recently new techniques to efficiently manage biological informa-
tion of biology have played an important role in the area of information tech-
nology. The flavonoids are members of a class of natural compounds that re-
cently has been the subject of considerable scientific and therapeutic interest. 
This paper presents a Grid-based flavonoids web portal system. We designed 
relational schema, XML schema for flavonoids information and their user inter-
faces and proposed interoperable web service components for an efficient im-
plementation of flavonoids web portal. 

1   Introduction 

The need for efficient management of biological information of biology on complex 
and various data is rapidly increasing in the area of information technology. Flavon-
oids are a class of plant pigments and found in a wide range of foods. Recent interests 
by the biochemical community in flavonoids information are dramatically increased 
[1, 2, 3]. These include antioxidative, antiallergic, anticarcinogenic effects etc. To 
address these needs a database and user-friendly application of the flavonoids infor-
mation (i.e. flavonoid name, mass, structure, NMR, activity, related literature etc.) 
was developed. Today flavonoids information system deals with many different data 
types. But legacy database systems can’t properly manage (i.e. modeling, storing, and 
querying) flavonoids information that has been recognized as a key component of 
today’s flavonoids research. 

Grid web portals make it possible to provide seamless access to heterogeneous in-
formation via a browser-based user interface. It provides a complete set of open, pro-
ductive, and self-service tools for publishing information, building applications, and 
deploying and administering enterprise portal environments. These portals are typi-
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cally built around several services including data management and user session man-
agement. These services may be built on top of Grid technologies such as Globus [4]. 
However, developing applications utilizing the Grid technologies remains very diffi-
cult due to the lack of high-level tools to support developers. Web service applica-
tions have recently been popularized through various domains. The development of 
web services protocols such as the Simple Object Access (SOAP), Web Services 
Description Language (WSDL) and the Universal Description, Discovery and Integra-
tion (UDDI) protocol has simplified the integration and the interaction the between 
other organizations [5, 6, 7]. However, existing web services protocols have not been 
designed for the use in science experimental domain or knowledge intensive infra-
structures. The representative databases for flavonoids are the United States Depart-
ment of Agriculture’s (USDA) flavonoids database that provides the information of 
the flavonoids composition in food, and the part of the Kyoto Encyclopedia of Genes 
and Genomes (KEGG) pathway database that provides the information of some fla-
vonoids related to flavonoids biosynthesis [8, 9, 10, 11]. However, any well-defined 
flavonoids database systems for managing of research results and related knowledge 
(e.g. flavonoids information, literatures etc.) are not systematically well-developed 
yet.  An important shortcoming of existing databases is their lack of interoperability 
and reusability. 

In this paper, we propose a data model for storing and retrieving of the flavonoids 
information, and design and develop a Grid-based flavonoids web portal system. We 
also propose web service components for efficient implementation of the portal.  The 
main goal of the flavonoids web portal is to collaboratively work with flavonoids 
researchers, to provide reusable services, to provide hybrid data model for flavonoids 
information, and to show how effectively flavonoids information is shared and re-
trieved in a Grid web portal environment using web services. By adopting grid web 
portal technology into flavonoids research domain, we can overcome the difficulties 
caused by a large amount of distributed and shared flavonoids information. Moreover, 
compared to legacy querying models, the web portal can more effectively support 
complex queries and incomplete data (i.e. NMR spectroscopy data) by combing ER-
model and XML-model. 

2   Related Works 

The flavonoids are members of a class of natural compounds that recently has been 
the subject of considerable scientific and therapeutic interest. These include antioxida-
tive, antimicrobial, anticarcinogenic, and cardioprotective effects [12]. To represent 
these effects, flavonoids database systems started to develope. But each system only 
works for specific queries and data. So far only a few databases have developed. The 
flavonoids database developed by USDA provides the contents of flavonoids. KEGG 
pathway database provides the information of biosynthesis for flavonoids. KEGG 
mainly deals with the ligand of an enzyme involved in biosynthesis, whereas the 
physiological properties and chemicophysical characteristics were neglected. But 
these databases are inadequate for the fields of natural and medical science. Con-
sumption of flavonoids, biologically active polyphenolic compounds found in plants, 
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has been associated with decreased risk for some age-related and chronic diseases in 
humans. KEGG consists of three databases: PATHWAY for representation of higher 
order functions in terms of the network of interaction molecules, GENES for the col-
lection of gene catalogs for all the completely sequenced genomes and some partial 
genomes, and LIGAND for the collection of chemical compounds in the cell enzyme 
molecules and enzymatic reactions. To the further investigation of flavonoids intake 
and health, the USDA published the database for the flavonoids content of selected 
foods in 2003. 

3   The Proposed Flavonoids Grid Web Portal Model 

3.1   Data Model 

The proposed flavonoids data model is a hybrid model based on Entity Relationship 
model (i.e. ER-model) and XML-model. We have used ER-model for flavonoids 
information and XML-model for chemical shift table of NMR spectroscopy. This 
hybrid data model supports complex query and new types of flavonoids information 
such as NMR for flavonoids information. Flavonoids information and NMR spectros-
copy are two major data types in hybrid data model. Flavonoids information repre-
sents a single flavonoids compound such as name, formula, mass, structure, related 
reaction, related enzyme, NMR, MS, references, etc. NMR spectroscopy, described 
by XML syntax, represents chemical shift table information for determining the con-
tent of a flavonoids as well as its molecular structure. 

 

Fig. 1. E-R diagram for flavonoids information 

Figure 1 represents the E-R diagram for the complete flavonoids data model.  In E-
R diagram, the NMR field is a pdf (i.e. portable document format) file name of the 
NMR structure, the MS field a pdf file name of the MassSpectroscopy structure, the 
Coordinate field a text file for the model in the PDB site format, and the Figure field a 
structure image file name, the PubID field the paperID of the PubMed site. 
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a. Tree structure                                       b. Textual version 

Fig. 2. An example of a XML Schema of NMR spectroscopy  

We have designed a XML schema for NMR chemical shift data. The XML model 
provides the extensibility for representing incomplete information. Figure 2 shows a 
textual version and a tree representation of this XML schema. The NMR_XML ele-
ment is the root element of the XML schema that consists of zero or more NMR_Row 
elements. The NMR_Row element represents rows with zero or more NMR_Column 
elements. The NMR_Column element represents columns with zero or more Position, 
ProtonShift, and CarbonShift elements. The Position element, the ProtonShift ele-
ment, and the CarbonShift element represent a position value, a protonshift value, and 
a carbonshift value, respectively, in the chemical shift table. 

3.2   The Architecture of Flavonoids Grid Web Portal 

The architecture of flavonoids Grid web portal mainly consists of grid middleware, 
portal, web services and database. Figure 4 shows the architecture of flavonoids Grid 
web portal. The information service provides metadata of flavonoids. The information 
service of the proposed web portal consists of three databases: Literature database, 
Flavonoids content database, and NMR XML database. Literature database stores 
related journal articles, commercially published books, other references, etc. The 
proposed literature database provides links of the existing literature databases via the 
Internet. Flavonoids content database stores KEGG information as well as new infor-
mation such as NMR, MS, activity of flavonoids, 3D structure, etc. NMR XML data-
base is an XML database for storing of the NML chemical shift table information. 

The computational service provides a web-based grid computing environment for 
molecular simulation. Flavonoids researchers require high-performance computing 
resources via secure grid web portal interfaces. We have adopted a molecular simula-
tion computational Grid System called MGrid into these computational services. 
MGrid (the Molecular simulation Grid system) is a very promising research technique 
for biochemical research areas that inevitably need high-performance environments. 
For example, simulations for bio-conjugates of protein, DNA, lipid, and carbohy-
drates definitely need HPC environments. Computational power can’t solve the whole 
problem. It is very difficult to know appropriate simulation settings in advance. 
Moreover, simulation outcomes of those molecules with three-dimensional structures 
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are difficult to validate without real experiments. These two critical problems, the 
requirements of computational power and the validation of simulation outcomes, have 
decreased the popularity of the molecular simulations. The MGrid system is designed 
to address these two issues and based on distributed molecular simulation architec-
ture. Currently, the MGrid system is being ported to the test bed (http:// 
www.mgrid.or.kr).  
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Fig. 4. Overall System Architecture 

Generally, a portal is consisted of three components: portal, portlet, and portal con-
tainer. The GridSphere portal framework [13] is installed and executed on the top of 
the Apache Tomcat that is a servlet container. The GridSphere is a standard portlet 
framework to build web portals. It is based on advanced web technology, web secu-
rity and meta-computing technology such as PKI and Globus to provide secure and 
interactive services. 

4   Implementation of Flavonoids Grid Web Portal Using Web 
Services 

We developed flavonoids web services supporting flavonoids insertion and retrieval 
web services that are a threshold to the GridSphere portlet container. Each web ser-
vice has only one interface in WSDL, so any flavonoids research groups and develop-
ers who want to use the web services can directly implement their own interface  
in WSDL. 

The workflow of the web services is divided into 7 steps as shown in Figure 5. 
Step 1 uses a Java2WSDL compiler transforming a Java remote interface into a 
WSDL document. Step 2 uses a WSDL2Java compiler generating tie-based skeletons 
(i.e. you can extend a tie class and add code to your subclass that sets the target for 
delegation to be your implementation class). Step 3 and 4 execute insertion or re-
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trieval portlet services through the web browser. Then, at next steps, the GridSphere 
portlet container will manage those portlet applications and call specific web services. 
Finally, data will be inserted into one of databases or retrieved from it. 
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Fig. 5. Workflow of Web Services for Flavonoids 

4.1   Web Services for Insertion and Retrieval of Flavonoids Information 

We implemented flavonoids web services for storing and retrieving flavonoids infor-
mation. The services consist of a flavonoids service, an enzyme service, a reaction 
service, a literature service, and a NMR data insertion web service. The web services 
for the insertion of flavonoids and enzyme information deal with fundamental infor-
mation of flavonoids and enzyme such as mass, molecular formula, molecular name,  
etc. The reaction service inserts interaction information between flavonoids and 
ligands into ER-database. The literature service inserts related literature information 
into ER-database. Through the literature service, flavonoids researchers share flavon-
oids information. 

Moreover, the flavonoids web services can more effectively support complex que-
ries and incomplete data (i.e. NMR spectroscopy data) by combing ER-model and 
XML-model. For example, a user can search flavonoids information with respect to 
name, formula, and range of molecular weight. Also a user can send XPath query to 
search the NMR spectroscopy data and get a result that is presented as XSL style 
sheets using the NMR Retrieval web service. 

4.2   User Interfaces for Grid-Based Flavonoids Web Portal 

A user can easily insert or retrieve flavonoids information through the user-friendly 
flavonoids web portal. Figure 6 shows screen shots of the flavonoids web portal. The 
inserted data consists of flavonoids contents and NMR XML instances. Items of the 
flavonoids information are entry number, name, formula, mass, structure, reaction, 
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enzyme, NMR(PDF format), MS(PDF format), etc. When a user clicks the 3D Struc-
ture link on the structure item (refer to c on Figure 6), the system shows the 3D struc-
ture of current flavonoids using Jmol API [14]. When a user clicks the PUBID link on 
the application item (refer to c on Figure 6), the system shows retrieved papers from 
PubMed site [15]. 
 

    
a. Insertion of flavonoids information                  b. Retrieval using keyword and NMR values 
 

     
c. Results of flavonoids information retrieval     d. Results of NMR XML retrieval 

Fig. 6. Insertion and Retrieval Examples 

4.3   Advantages 

The proposed Grid based flavonoids web portal contributes to solve the problems of 
current flavonoids databases by easy-implementing the flavonoids web portal and 
sharing flavonoids information through the web portal. It is easy for users to custom-
ize search preferences and display environments. Moreover, the GridSphere portal 
framework makes it easy to build and deploy portals without any modifications. 

5   Conclusion 

In this paper, we proposed a Grid based flavonoids web portal to easily share flavon-
oids information through the portal. We analyzed existing flavonoids databases such 
as USDA and KEGG, and designed relational schema, XML schema for flavonoids 
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information, and their user interfaces. We explained Flavonoinformatics and showed 
the proposed architecture for efficient implementation of the flavonoids web portal. 
We implemented the web portal based on the proposed web service components. 

There should be further researches on automatic collecting and processing of re-
lated literatures from other literature systems (e.g. PubMed etc.). Also, the proposed 
web service components should be extended to include other functions, such as up-
date and deletion. 
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Abstract. In the paper we propose a purely computational new method
of construction of a quasi–optimal portfolio for stochastic models of a fi-
nancial market with jumps. Here we present the method in the framework
of a Black–Scholes–Merton model of an incomplete market (see, eg. [5],
[7]), considering a well known optimal investment and consumption prob-
lem with the HARA type optimization functional. Our method is based
on the idea to maximize this functional, taking into account only some
subsets of possible portfolio and consumption processes. We show how to
reduce the main problem to the construction of a portfolio maximizing a
deterministic function of a few real valued parameters but under purely
stochastic constraints. It is enough to solve several times an indicated
system of stochastic differential equations (SDEs) with properly chosen
parametrs. This is a generalization of an approach presented in [4] in
connection with a well known classical Black–Scholes model.

Results of computer experiments presented here were obtained with
the use of the SDE–Solver software package. This is our own professional
C++ application to Windows system, designed as a scientific computing
tool based on Monte Carlo simulations and serving for numerical and
statistical construction of solutions to a wide class of systems of SDEs,
including a broad class of diffusions with jumps driven by non-Gaussian
random measures (consult [1], [4], [6], [9]).

The approach to construction of approximate optimal portfolio pre-
sented here should be useful in a stock market analysis, eg. for evolution
based computer methods.

1 Optimal Investment and Consumption Problem for
Stochastic Models with Jumps of Financial Markets

Let us recall that the Black–Scholes–Merton model of a financial market can be
understood as a spacial case of the following system of N + 1 SDEs

S0(t) = S0(0) +
∫ t

0
r(s)S0(s)ds,

Sn(t) = Sn(0) +
∫ t

0
µn(s)Sn(s)ds+

N∑
k=1

∫ t

0
σn,k(s)Sn(s)dBk(s)
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+
∫ t

0
ρn(s)Sn(s)dÑλ(s),

for n = 1, . . . , N and t ∈ (0, T ], and where we have the money market with a
price S0(t) and N stocks with prices-per-share S1(t), . . . , SN (t), for t ∈ [0, T ].

We assume that processes r = r(t), and µn = µn(t), for 1 ≤ n ≤ N , are L1(Ω×
[0, T ])–integrable, and processes σn,k = σn,k(t) and ρn = ρn(t) are L2(Ω×[0, T ])–
integrable on the probability space (Ω,F , {Ft},P) with a filtration {Ft}, which
is generated by N–dimensional Brownian motion process (B1(t), . . . , BN (t)) and
a compensated Poisson process Ñλ(t).

Let the stochastic processes η0 = η0(t) and ηn = ηn(t), for n = 1, 2, ..., N ,
denote the number of shares of a bond and stocks, respectively. So, the value of
the investor’s holdings at time t is represented by the wealth process, which can
be represented by

X(t) df=
N∑

n=0

ηn(t)Sn(t) =
N∑

n=0

πn(t), (1)

where
πn(t) df= ηn(t)Sn(t), n = 0, 1, . . . , N.

Let π(t) = (π1(t), . . . , πN (t)). We say that the process

(π0, π) = {(π0(t), π(t)) : t ∈ [0, T ]}
is the portfolio process or simply portfolio of an investor.

We define the gains process {G(t) : t ∈ [0, T ]} as a process which satisfies the
following equation,

dG(t) =
N∑

n=0

ηn(t)dSn(t) +
N∑

n=1

Sn(t)δn(t)dt, (2)

where δn = δn(t) is the so called divident rate payment process of the nth stock,
for all 0 < n ≤ N . By the consumption process we understand here any non-
negative, regular enough stochastic process c = {c(t) : t ∈ [0, T ]}. Let x > 0
denote the initial wealth (or endowment, i.e. an amount of money an ivestor
has to his disposal at time t = 0), what means that we have X(0) = x. Let
Γ (t) df= x− ∫ t

0 c(s)dt. We say that the portfolio (π0, π) is Γ–financed, when

N∑
n=0

πn(t) = Γ (t) +G(t), (3)

with G(0) = 0, Γ (0) = x.
Applying the general semimartingale version of Itô formula one can check that

if conditions (2) and (3) are satisfied, then the wealth process

X ≡ Xx,c,π = {Xx,c,π(t) : t ∈ [0, T ]},
defined by (1), can be obtained as a solution to the following SDE
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dX(t) = (rX(t) − c(t))dt +
N∑

n=1

(µn(t) + δn(t) − r)πn(t)dt+

+
N∑

n=1

πn(t)

(
N∑

m=1

σn,m(t)dBm(t) + ρn(t)dÑλ(t)

)
, (4)

with an initial condition of the form X(0) = x =
∑N

n=0 ηn(0)Sn(0).
From (2) and (3), after application of the classical Itô formula, it follows that

the following – very important in our approach – equation must be satisfied

N∑
n=0

Sn(t)dηn(t) =
N∑

n=1

Sn(t)δn(t)dt− c(t)dt. (5)

In optimization problems utility functions can be chosen in many different
ways, however the typical choice for scientific investigations is the HARA model,
what means that we chose utility function given by

U (p)(x) df= xp/p, x > 0, (6)

for p ∈ (−∞, 0) or p ∈ (0, 1).
The risk aversion coefficient is then defined by the formula

R
df= − x

d2

dx2U
(p)(x)

/
d

dx
U (p)(x) = 1 − p. (7)

Here we are interested in the following optimization problem.
For a given utility function U (p) = U (p)(c) and initial wealth x > 0, we look

for an optimal portfolio π̂(t) = {π̂1(t), . . . , π̂N (t)} and an optimal consumption
process ĉ = ĉ(t), such that for the value function of the form

Vc,π(x) df= E
[∫ T

0
U (p)(c(t))e−

∫ t
0 β(s)dsdt

]
(8)

the following condition is satisfied

Vĉ,π̂(x) = sup
(c,π)∈A(x)

Vc,π(x). (9)

Here the condition (c, π) ∈ A(x) means, that the processes c = c(t) and π = π(t)
are subject to the stochastic constraints, what means that c = c(t) is positive
on [0, T ] and the corresponding wealth process satisfing SDE (4) is such that

Xx,c,π(t) ≥ 0 a.s. for t ∈ [0, T ]. (10)

2 An Example of a Quasi–optimal Portfolio

An attempt to answer the question how to apply computational methods to solve
directly and effectively optimizations problem (9) through analytical methods,
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e.g. making use of the Malliavin calculus (see [3], [8]) or trying to get a hedging
strategy by constructing a relevant replicating portfolio (see eg. [5], etc.) is not
an obvious task in our framework (see eg. [7]).

So, our aim is to describe a method of computer construction of a quasi–
optimal portfolio solving approximate problem related to (9).

The method is based on the idea to maximize functional (8), taking into
account only some subsets of possible portfolio processes derived from equations
(4) and (5), and chosing the class of admissible positive consumption processes
arbitrally, in a convenient reasonable way.

We show how to reduce the main problem to the construction of a portfolio
maximizing a deterministic function of a few real valued parameters but under
purely stochastic constraints.

In order to make the further exposition easier, we restrict ourselves to the one
dimensional (N = 1) Black–Scholes–Merton model, which can be described in
the following form

S0(t) = S0(0) + r

∫ t

0
S0(s)ds (11)

S1(t) = S1(0) + µ

∫ t

0
S1(s)ds+ σ

∫ t

0
S1(s)dB(s) + ρ

∫ t

0
Sn(s−)dÑλ(s), (12)

for t ∈ [0, T ], and initial conditions such that S0(0) > 0, S1(0) > 0.
In the model (11)–(12) all paremeters, i.e. S0(0), S1(0), r, µ, σ, and ρ are

given positive real numbers. So, the processes S0, S1 can be described in the
explicit closed form:

S0(t) = S0(0) ert, (13)

S1(t) = S1(0) e{(µ−σ2/2)t+σB(t)+log(1+ρ)Nλ(t)}. (14)

Our quasi–optimal portfolio is now given by π = (π0, π1), where

π0(t) = η0(t)S0(t), π1(t) = η1(t)S1(t), t ∈ [0, T ]. (15)

In the example we have chosen for computer experiments presented here we
reduced the class of admissible portolio process to those which are of the following
form

η1(t) = p1S1(t), t ∈ [0, T ]. (16)
We also restric ourselves to the class of consumption processes defined by

c(t) = c0S0(t) + c1S1(t), t ∈ [0, T ], (17)

In (16) and (17) parameters p1, c0, c1 are deterministic (real) variables, subject
to some stochastic constraints, and which should be determined in an optimal
way.

It is not difficult to notice that in such circumstances the wealth process
X(t) = Xc0,c1,p1(t), defined by (4), solves the following Itô SDE

dX(t) =
(
rX(t) + (µ+ δ − r)η(t)S1(t) −

(
c0S0(t) + c1S1(t)

))
dt (18)

+ση1(t)S1(t)dB(t) + ρ ∗ η1(t)S1(t−)dÑλ(t), t ∈ (0, T ], X(0) = x.
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Making use of the equation (5), it is also possible to check that the first
component of the portfolio, i.e. the proces η0 = η0(t) solves the following SDE

dη0(t) =
(
(−µ+ δ)p1S

2
1(t) − (

c0S0(t) + c1S1(t)
))
/S0(t)dt−

−p1σS
2
1(t)/S0(t)dB(t) − p1σS

2
1 (t)/S0(t)dÑλ(t), t ∈ (0, T ], (19)

η(0) = (x− p1S
2
1(0))/S0(0).

In this way we arrive at the following problem.
For a given utility function U (p) = U (p)(c) and initial wealth x > 0, we look

for optimal values of parameters ĉ0, ĉ1, p̂1, such that for the value function of
the form

Vc0,c1,p1(x)
df= E

[∫ T

0
U (p)(c0S0(t) + c1S1(t))e−βtdt

]
(20)

the following condition is satisfied

Vĉ0,ĉ1p̂1(x) = sup
(c0,c1,p1)∈A(x)

Vc0,c1,p1(x). (21)

Now the condition (c0, c1, p1) ∈ A(x) means, that the consumption and wealth
processes, defined by (17) and (18), are such that we have

Xc0,c1,p1(t) ≥ 0 a.s., c0S0(t) + c1S1(t) ≥ 0 a.s. for t ∈ [0, T ]. (22)

We see that, having to our disposal stochastic processes solving SDEs (11),
(12), and (18), we are able to solve the problem (20)–(22). In order to get values
of the value function (20) using the SDE–Solver software it is enough to solve
the system of two equations

dY (t) =
(
c0rS0(t) + c1µS1(t)

)
dt+ c1σ1S1(t) dB(t), (23)

dZ(t) = U (p)(Y (t))eβtdt, (24)

for t ∈ (0, T ], and with initial conditions Y (0) = c0S0(0) + c1S1(0), Y (0) = 0,
and finally to compute

Vc0,c1,p1(x) = E Z(T ). (25)

Then, making use of formulae (19), (16), (15), and (17), one can easily con-
struct quasi optimal portfolio and quasi optimal consumption processes.

3 Results of Computer Experiments

We solved the optimization problem desribed by formulae (11)–(22), with the
following fixed values of constant parameters: T = 1, r = 0.2, µ = 0.15,
δ = 0.05, σ = 0.35, ρ = 0.35, β = 0, and also with β ∈ {0, 0.1, 0.2, 0.4, 0.8},
x = 50, S00 = 50, S10 = 50.

The optimal solution for β = 0.0 is of the following form:

ĉ0 = 1.0, ĉ1 = 0.00, p̂1 = 0.0, Vĉ0,ĉ1,ĉp1
= 16.3.
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From a large amount of data obtained in our experiments we present here
only the optimal solution for β = 0.

In Table 1 below some values of function Vc0,c1,p1 are presented with corre-
sponding values of parameters c0, c1, p1.

Table 1. Values of Vc0,c1,p1 from (20)

Vc0,c1,p1(x) c0 c1 p1 β

16.3 1.00 0.00 0.00 0.00
12.6 0.30 0.30 0.00 0.00
13.8 0.80 −0.10 0.01 0.00
12.6 0.30 0.30 0.01 0.00
12.4 0.30 0.30 0.02 0.00

14.6 1.00 0.00 0.00 0.20
12.9 0.40 0.40 0.01 0.20

12.4 0.80 −0.10 0.01 0.20
11.3 0.30 0.30 0.02 0.20

13.3 1.00 0.00 0.00 0.40
11.8 0.80 −0.05 0.01 0.40
10.3 0.30 0.30 0.02 0.40

11.1 1.00 0.00 0.00 0.80
8.6 0.30 0.30 0.02 0.80

In all runs of the system of equations (11), (12), (18), (23), (24) leading to
computation of values of the expression in (25) with the SDE–Solver, we had
1000 trajectories of the solution, which were constructed on the grid given by
1000 subintervals of lenght 0.001 of the interval [0, 1]. Numerical and statistical
approximation methods involved are described in [1], [2], [4], [6].

Another example (simplier one, with value function depending only on two
parameters) of a quasi optimal portfolio and quasi optimal consumption pro-
cesses that can be generalized in the same way as in our example presented
here is discussed in [1]. Instead of (16), (17), and (20), the following conditions
describe the optimization problem:

η0(t) = p0S0(t), c(t) = c2X(t),

Vc2,p0(x)
df= E

[∫ T

0
U (p)(c2X(t))e−βtdt

]
.

Graphical representations, visualizing trajectories and some statistical prop-
erties of quasi optimal processes η0 = η0(t), η1 = η1(t), X = X(t), and c = c(t),
are included there.
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4 Conclusions

We strongly insist that even such rough approximations of the optimal invest-
ment and consumption problem as presented here are of important practical
interest. One can get quite useful ideas about properties of stochastic processes
solving the problem, how they depend on parameters of the stochastic model of
financial market, investor preferences, etc. Of course, much more work on im-
provement of suggested method of construction of quasi optimal portfolio has to
be done. It is also quite obvious that the method can be easily extended onto
much more sofisticated stochastic models of financial market. There are various
questions of mathematical nature, that should be answered in the future, e.g.
on the correctness and convergence of the proposed approximate method, when
more and more parameters enlargig properly the sets of admissible portfolio and
consumption processes, are included.

Our computer experiments indicate to some extent the direction of further
development of computational methods and computer software useful in practi-
cal solution of such complicated problems as construction of optimal strategies
for investors, when stochastic model of the financial market is investigated in
the framework of a system of SDEs of Itô or another, more general, type. For
example, our approach can be in a very simple and natural way implemented
for parallel computing systems.
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Abstract. We propose a new computational method of input selection for stock 
market forecasting with neural networks. The method results from synthetically 
considering the special feature of input variables of neural networks and the 
special feature of stock market time series. We conduct the experiments to 
compare the prediction performance of the neural networks based on the differ-
ent input variables by using the different input selection methods for forecasting 
S&P 500 and NIKKEI 225. The experiment results show that our method per-
forms best in selecting the appropriate input variables of neural networks.  

1   Introduction 

The time series forecasting in stock market is characterized by data intensity, noise, 
non-stationary, unstructured nature, high degree of uncertainty, and hidden relation-
ships[1]. Neural networks (NN) are particularly well suited to finding accurate solu-
tions in an environment characterized by complex, noisy, irrelevant or partial infor-
mation[2]. Some researchers have conducted work on the stock market time series 
forecasting by using past value or transformations of them as input variables of neural 
networks[3]. Neeraj et al studied the efficacy of neural networks in modeling the 
Bombay Stock Exchange SENSEX weekly closing values. They develop the two 
neural networks, which are denoted as NN1 and NN2. NN1 takes as its inputs the 
weekly closing value, 52-week Moving Average of the weekly closing SENSEX 
values, 5-week Moving Average of the same, and the 10-week Oscillator for the past 
200 weeks. NN2 takes as its inputs the weekly closing value, 52-week Moving Aver-
age of the weekly closing SENSEX values, 5-week Moving Average of the same, and 
the 5-week volatility for the past 200 weeks[4]. Yim predicted Brazilian daily index 
returns. He mapped lagged returns to current returns by using the following three 
neural networks with backpropagation algorithm. The first neural network has nine 
lagged returns in the input layer (lags 1 to 9). The second one has only four neurons in 
the input layer (lags 1, 2, 5 and 9). The third one consists of two neurons (lags 1 and 
9) in the input layer. The third neural network produced the best overall results[5]. Yu 
used the six input which use past prices or transformations of them. The inputs to the 
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neural networks are as follows: (1) the basis lagged six periods, (2) the RSI differen-
tial of the futures price and the index, (3) the MACD differential of the futures price 
and the index, (4) the change of the basis, (5) the RSI of the basis, (6) the MACD of 
the basis. His results for out of sample show that the neural network forecast perform-
ance is better than that of the ARIMA model[6]. Qi and Zhang use Akaike Informa-
tion Criterion (AIC) and Bayesian Information Criterion (BIC) as well as several 
extensions to select input of neural networks for S&P 500 index. The results indicate 
that the information-based in-sample model selection criteria are not able to provide a 
reliable guide to out-of-sample performance and there is no apparent connection be-
tween in-sample model fit and out-of-sample forecasting performance[7]. Chaos 
analysis is a good method to analyze nonlinear dynamics in the time series. Nonlinear 
dynamics and chaos theory can provide information about the lag structures for the 
design of forecasting models using neural networks. Chaos analysis criterion (CAC) 
was applied to determine the lag structure for the input of neural networks based on 
the embedding dimensions of stock index[8, 9]. However, CAC neglect the special 
feature of input variables of neural networks that the input variables should not be 
much correlated.  

Our contribution of the paper is to propose a new computational method of select-
ing input variables for stock market forecasting with neural networks. The computa-
tional method results from the synthetically considering the special feature of input 
variables of neural networks and the special feature of stock market time series. The 
remainder of this paper is organized as follows. Section 2 describes the new computa-
tional method. In Section 3, we conduct the experiments to compare the prediction 
performance of the neural networks based on the different input variables by using the 
different input selection methods. Finally, conclusions are given in Section 4.     

2   Our Input Selection Method 

In fact, neural networks for time series forecasting is a kind of nonlinear autoregres-
sive (AR) model as follows: 

nty +ˆ = F (
1sty − ,

2sty − , …, 
isty − ) (1) 

where nty +ˆ  is the output of the neural network, namely the predicted value when we 

make a prediction of n  periods ahead from the present period t ; 
1sty − ,

2sty − , …, 

isty −  are the inputs of the neural network, namely the actual value at the correspond-

ing period; is  is the lag period from the present period t ; )(•F   is a nonlinear func-

tion determined by the neural networks. The problem is to select the appropriate input 
variables (

1sty − ,
2sty − , …,

isty − ) of neural networks.  

Usually, the rule of input variable selection is that the input variables should be as 
predictive as possible. As is well known, autocorrelation coefficient is a popular indi-
cator to measure the correlation of time series. The autocorrelation coefficient of a 
series }{ ty  at lag k  is estimated in the following way: 
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where y  is the sample mean of }{ ty . Table 1 shows the autocorrelation coefficients 

of daily observations of S&P 500 and NIKKEI 225. It indicates that the absolute 
value of autocorrelation coefficients of stock index prices become smaller when the 
lag period becomes longer.  

 

Table 1. The absolute value of autocorrelation coefficients of daily observations of S&P 500 
and NIKKEI 225 

k  kr  of S&P 500 kr  of NIKKEI 225 

1 0.935 0.943 
2 0.877 0.872 
3 0.835 0.812 
4 0.790 0.764 
5 0.753 0.719 
6 0.702 0.660 
7 0.649 0.603 
8 0.598 0.535 
9 0.542 0.478 

10 0.487 0.433 
11 0.434 0.389 
12 0.368 0.345 
13 0.306 0.298 
14 0.229 0.265 
15 0.150 0.235 

 

The special feature of input variables of neural networks is that the input variables 
should not be much correlated, because the correlated input variables may degrade the 
prediction performance by interacting with each other as well as other elements and 
producing a biased effect[10]. Actually, the correlated input variables contribute the 
similar information for the output variable of neural networks. Therefore, the neural 
networks get confused and do not know to use which one. In other words, the neural 
networks may alternate back and forth, and over-fit.  

There is a dilemma to select the input variables of neural networks. In order to let 
the input variables correlated to the output variable, we should choose the input vari-
able with less lags like { ty , 1−ty , 2−ty , 3−ty , …}. However, the above input variables 
are too correlated to each other. In order to get a trade-off of the two conflicted re-
quirements of input variables selection, we propose a new computational method of 
input selection for stock market forecasting with neural networks (see Figure 1). It is a  
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Set the initial parameters as follows: 
(1) Set the maximum lag period .N
(2) Set the forecasting period ahead .n
(3) Let i =1, 1s =0.

Search the next lag period 1is  in the following way: 

1is =
i

k
sj

nj
Njs

k

i

r

r
Max

1

arg

Let i = i +1

Is is  less than 1N ?

No

Yes

Exit.  
The input variables are {

1sty ,
2sty , …, 

isty }.
 

Fig. 1. Our method of input selection for stock market forecasting with neural networks 

process of selecting the lagged variable which is more correlated to the predicted 
variable and less correlated to the already selected input variables. 

3   Experiments Analysis 

In order to demonstrate our method, we conduct the experiments to compare the pre-
diction performance of the neural networks based on the different input variables by 
using the different input selection methods. 

3.1   Neural Network Models 

In order to reduce the degrees of freedom in the developed neural network models and 
to maintain consistency with previous research efforts, we focus on the following two 
popular feedforward neural network models: (1)3-layers back-propagation networks 
with adaptive learning rate and momentum(BPN); (2)radial basis function net-
works(RBFN). 
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3.2   Naïve Prediction Hypothesis 

The naïve prediction hypothesis asserts today's stock price as the best estimate of 
tomorrow's price. It can expressed as follows: 

1ˆ +ty = ty  (3) 

where 1ˆ +ty  is the predicted value of the next period; ty  is the actual values of current 

period.  

3.3   Performance Measure 

Normalized mean squared error (NMSE) is used to evaluate the prediction perform-
ance of neural networks. Given a set P  comprising pairs of the actual value kx  and 

predicted value kx̂ , the NMSE can be defined as follows: 

NMSE =
−
−

∈

∈

Pk kk

Pk kk

xx

xx
2

2

)(

)ˆ(
  (4) 

where kx is the mean of actual values. 

3.4   Data Preparation 

We obtain the daily observation of two stock indices, S&P500 and NIKKEI225, from 
the finance section of Yahoo. The entire data set covers the period from January 2001 
to November 2005. The data sets are divided into two periods: the first period covers 
from January 2001 to December 2004 while the second period is from January 2005 
to November 2005. The first period is used to estimate the models parameters. We 
select the appropriate size of training set by using the method in[11]. The second 
period is reserved for out-of-sample evaluation and comparison. 

3.5   Results  

Table 2 shows the prediction performances of the naïve prediction, which are used as 
benchmarks of prediction performance of S&P500 and NIKKEI225. In order to inves-
tigate the effects of the maximum lag period size on the prediction performance of 
neural networks, we let the maximum lag period 12,10,8=N respectively for one 
forecasting period ahead, namely .1=n  Table 3 shows the input variables of the 
neural networks for forecasting S&P 500 and NIKKEI 225 by using our method, 
Akaike Information Criterion (AIC), Bayesian Information Criterion (BIC) and Chaos 
analysis criterion (CAC).  

Table 2. The prediction performance of the naïve prediction 

NMSE for  S&P 500 NMSE for NIKKEI 225 
0.2168 0.2743 
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Table 3. The input variables of the neural networks for forecasting S&P 500 and NIKKEI 225 
by using the different input selection methods 

Input selection 
method 

Inputs variables  
for  S&P 500 

Inputs variables 
 for NIKKEI 225 

Ours ( 8=N ) { ty , 3−ty , 7−ty } { ty , 4−ty , 6−ty , 8−ty } 

Ours ( 10=N ) { ty , 3−ty , 7−ty , 9−ty } { ty , 4−ty , 6−ty , 9−ty } 

Ours ( 12=N ) { ty , 3−ty , 7−ty , 9−ty , 11−ty } { ty , 4−ty , 6−ty , 9−ty , 11−ty } 

AIC { ty , 2−ty , 5−ty , 8−ty } { ty , 1−ty , 6−ty , 8−ty } 

BIC { ty , 3−ty } { ty , 3−ty } 

CAC { ty , 1−ty , 2−ty , 3−ty , 4−ty } { ty , 1−ty , 2−ty , 3−ty , 4−ty } 

 

Table 4 shows the prediction performance of 3-layers back-propagation networks 
with adaptive learning rate and momentum(BPN) with the different input variables 
determined by using the different input selection methods. Table 5 shows the predic-
tion performance of radial basis function networks(RBFN) with the different input 
variables determined by using the different input selection methods. The value of 
NMSE by using our method is the smallest among the different input selection meth-
ods, when the initial parameter maximum lag period 12,10,8=N respectively. It 
shows that our method performs best in selecting the appropriate input variable of the 
neural networks for forecasting S&P 500 and NIKKEI 225. Because our method bal-
ance the two conflicted need of input variables of neural networks: (1) the input vari-
ables should be more correlated to the output variable; (2) the input variables should 
be less correlated to each other. The chaos analysis criterion (CAC) performs worst in 
selecting the appropriate input variable of the neural networks for forecasting S&P 
500 and NIKKEI 225. Compared with the naïve prediction, the neural networks per-
form better except when using the input variable determined by the chaos analysis 
criterion (CAC). Because CAC doesn’t consider the special feature of input variable 
of neural networks, and the selected input variables are too correlated to each other. 
Our method doesn’t require any assumptions, completely independent of particular 
class of model. The method makes full uses of information among sample observa-
tions even if the underlying relationships are unknown or hard to describe. Therefore, 
it is a very practical way to select the input variable of the neural networks when the 
financial time series is hard to model.  

Table 4. The prediction performance of BPN for S&P 500 and NIKKEI 225 forecasting by 
using the different input selection methods 

Input selection method NMSE for  S&P 500 NMSE for NIKKEI 225 
Ours ( 8=N ) 0.0907 0.0915 
Ours ( 10=N ) 0.0912 0.0923 
Ours ( 12=N ) 0.0962 0.0983 

AIC 0.1254 0.1357 
BIC 0.0974 0.0992 
CAC 0.3256 0.3863 
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Table 5. The prediction performance of RBFN for S&P 500 and NIKKEI 225 forecasting by 
using the different input selection methods 

Input selection method NMSE for  S&P 500 NMSE for NIKKEI 225 
Ours ( 8=N ) 0.0921 0.0929 
Ours ( 10=N ) 0.0932 0.0946 
Ours ( 12=N ) 0.0978 0.0998 

AIC 0.1288 0.1396 
BIC 0.1106 0.1197 
CAC 0.4352 0.4879 

4   Conclusions  

In this paper, we propose a new computational method of input selection for stock 
market forecasting with neural networks. The method results from synthetically con-
sidering the special feature of input variables of neural networks and the special fea-
ture of stock market time series. The advantage of our method is data-driven in that 
there is no prior assumption about the time series under study. The experiment results 
show that our method outperforms the others in the prediction performance for stock 
market time series forecasting with neural networks.   
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Abstract. The article studies the short-term investment risk in currency market. 
We present the econometric model for measuring the market risk using Value at 
Risk (VaR) and conditional VaR (CVaR). Our main goals are to examine the 
risk of hourly time intervals and propose to use seasonal decomposition for cal-
culation of the corresponding VaR and CVaR values. The suggested method is 
tested using empirical data with long position EUR/USD exchange hourly rate.  

1   Introduction 

Trading in the stock and currency markets has many common features, yet these mar-
kets have major differences as well. Currency market has higher volatility, which 
causes higher risks of trade. There are many reasons which cause substantial volatility 
of the currency market.  

• The transactions, related to the pairs of currencies exchanged, have much more 
trading partners, comparing to the stock trading. 

• Currency exchange attracts much more instant, even unqualified traders, while 
stocks’ trading requires at least basic minimal financial knowledge. 

• The rearrangement of stock portfolio is related to quite big taxes, comparing to 
relatively liberate tax policy in currency trading. 

The traditional way of risk estimation in the stock markets is based on periodic risk 
evaluations on daily basis or even by taking longer periods. This practice is in most 
cases based on empirical experience and is convenient for application in trading 
stocks. Yet even most simple analysis of currency markets indicates, that this kind of 
risk evaluation could be not sufficient, as during the period of 24 hours it changes 
several times: for particular hours it can differ even up to four times, as it is further 
shown in this article.  

The paper aims at the estimation of the market risk for the short-term investments 
in currency market by suggesting the modified RiskMetrics model, based on risk 
evaluation according to hourly profit alterations of the financial instrument.The sec-
ond part of the article describes and evaluates the theoretical settings for risk analysis 
in the currency markets by applying traditional models. The econometric description 
and substantiation of the suggested model is presented in part 3. The fourth part pre-
sents experimental verification of the method using FOREX historical data of 
EUR/USD hourly exchange rate fluctuations. 
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2   Theoretical Assumptions and Notations 

One of the most widely used factors for market risk measurement is Value at Risk 
(VaR), which is extensively discussed in scientific literature starting already from the 
1990. Historically, the concept of the Value-at-Risk is related to the covariance calcu-
lation method that was first adopted by the J.P.Morgan Bank as a branch standard, 
called RiskMetrics model [15]. The VaR measure means the biggest loss of invest-
ment R during the time interval, at the fixed rate of probability p of unfavorable 
event:  

pVaRRP ≤> )(  , (1) 

where p in most cases is selected as 0.01 or 0.05 (or  1% or 5%). The loss of invest-
ment R  is understood as negative difference of the buying price 0P  and the selling 

price 1P : )( 01 PPR −−= . In the article profitability is denoted as 01 PP − .  

The VaR measurement is very popular for its relative simplicity of interpretation, 
as risk can be evaluated by single value- the loss rate at the occurrence of the unfa-
vorable low-probability event. This brought the VaR measure acceptance almost as 
standard value, recognized by many researchers.  Together with these advantages, ap-
plication of VaR has disadvantages as well. One of the main drawbacks is absence of 
subadditivity feature: the sum of VaR measurements of two portfolios can be less, 
than the risk of value change of the joint portfolio. VaR measurements are also limited 
to estimating of the marginal loss and do not indicate to other occurrences of possible 
loss. For eliminating this drawback, Artzner [1] suggested the alternative measure-
ment for market risk evaluation, which meets the subadditivity requirement. They in-
troduced the conditional VaR (CVaR), called the expected shortfall or the expected 
tail loss, which indicates the most expected loss of investment, larger than indicated 
by VaR, denoted by conditional expectation: 

)|( VaRRRECVaR ≥=  (2) 

The estimation of both measures of risk evaluation is based on finding adequate 
quantiles, according to the price distribution data of the analysed financial instrument. 
The calculated values of VaR and CVaR are more precise, if we have more confident 
information of the price distribution. Main methods of risk evaluation are based on 
assumption of normality of return on investment distribution. But empirical research 
does not confirm the normality of the real data distribution. The shape of profitability 
distribution has fatter tails, differences in skewness and kurtosis. The fatter tails indi-
cate more often occurrence of extreme unpredictable values, than predicted by the as-
sumption of normality ([3,4,6-9]). The profitability distribution is taller and narrower, 
than normal distribution. These empirical data indicate that by calculating VaR and 
CVaR with the assumption of normal distributions, we underestimate real risk value. 
There are several ways suggested in the research literature to reduce these deviations: 
substituting normal distribution with the distribution with fatter tails or to use the 
safety coefficient to compensate inadequacies. The theoretical background of calcu-
lating Var and CVaR risk measures on hourly basis are suggested in the next part. 
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3   Econometric Model for the VaR and CVaR Estimation 

The presented model is based on the mathematical notation, as defined in the Risk-
Metrics Technical Document [15], and is applied for risk estimation for single type of 
financial instrument. The input data for suggested model is collected on hourly basis, 
by registering the opening and closing prices of financial-instrument. Let otP   be the 

opening price of a given financial instrument at the starting point of hour t, and ctP  - 

the closing price for the same financial instrument at the end of hour t. Then the return 

tr of one hour period is defined as: 

        
)ln()ln()ln( otct

ot

ct
t PP

P

P
r −==

 

 

The model could be defined as adequate, if it could estimate changes of values 
over time and describe the distribution of return at any point of time. As stated in 
[11,15], the standard RiskMetrics econometric model meets this requirement only for 
the estimation of the investment risk for one-day returns analysis, and may give in-
adequate results while extending or shortening the time period. The market risk at an 
intraday time horizon has been quantified by Giot P. in [5]. This paper suggests alter-
native model, where the analysis of returns, based on continuous periods of time, is 
replaced by the discreet hourly-based return analysis. As the dynamics of the price of 
a financial instrument is best revealed by the white noise process, the modified model 
could be based on the following expression: 

tttr εσµ ⋅+=  (3) 

Here µ  is average alteration of return during the given period of time; tσ  - standard 

deviation of return, and tε  are the independent random values, with the standard 

normal distribution. Consequently, the return tr  has conditional (time-dependent) 

normal distribution, and the equation (3) can be modified to: 

tt
ot

ct
t P

P
r εσµ ⋅+== )ln(

 

 

According to standard RiskMetrics model 0=µ , equation (3) can be simplified to: 

.tttr εσ ⋅=  
 

Return estimations, based on the RiskMetrics model, which assumes normal distri-
bution, slightly differ from those, observed in reality: the tails are fatter, the peak 
value of the return distribution is higher, and the distribution curve itself is narrower.  

In most cases the inadequacies to return distribution are compensated by calculat-
ing safety factor or substituting the normal distribution by Student, Laplace, Weibul 
or distribution mixes [2,11-14]. In the suggested model the risk evaluation will be 
based on safety factor estimation from the experimental data. 
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By using definition (1) it is possible to calculate VaR as the return tr quantile.While 

tr  is normal distributed with mean tµ  and standard deviation tσ , the value 

t

tt
t

r
z

σ
µ−

=  will have standard normal distribution. The value of the 5% quantile is 

calculated as  –1.645, and the 1% quantile is 2.326. Hence: 

05.0)645.1()645.1( =⋅−<=−< ttt rPzP σ
01.0)326.2()326.2( =⋅−<=−< ttt rPzP σ  

 

Thus, the 5% VaR makes VaR5%=-1.645 tσ , and the 1% VaR makes VaR1%=-

2.326 tσ . For the estimation of the VaR, 2

tσ  must be found out.  
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According to Phillipe Jorion [10], the first summand of the equation exceeds the 
impact of the second summand approximately for about 700 times. Therefore: 

)( 22
tt rE=σ .  

As the standard RiskMetrics model offers, the 2
tσ is calculated by employing the 

method of exponential smoothing based on the past data: 
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where 10 << λ . The CVaR is estimated according to the definition (2). As the dis-

tribution of tr  is standard normal, for each reliability p we can apply: 
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(4) 

From the formula (4) we can calculate the values of tCVaR σ⋅−= 063,2%5 , and 

tCVaR σ⋅−= 665,2%1 . In case the return distribution is normal, the evaluations of 

VaR and CVaR differ only by value of constant: %5%5 254,1 VaRCVaR ⋅=  and 

%1%1 146,1 VaRCVaR ⋅= . 
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4   Experimental Verification of the Econometric Model 

For the experimental verification of the suitability of the VaR model we will calcu-
late 5% VaR and CVaR values for all 24 hours of the day.  The long EUR/USD po-
sition data was taken from the FOREX (Foreign Exchange Market) currency market 
reports. The EUR/USD hourly records (total of 6782 records) of opening, closing, 
min and max prices have been collected during the period since 30 January 2003, 9 
p.m. to 2 March 2004 9 p.m. After sorting data of selected time interval, 219 re-
cords were used for the calculation of the VaR values and the identification of the 
accuracy of estimation.  

The experiment was made in the following steps: 

• Verification of the hourly return data fit, under the premise of normal distribution.  
• Calculation of the volatility of the trading data, collected under hourly basis. 
• VaR and CVaR estimation and analysis. 

To verify the data normality, the cumulative function of the observed data distribu-
tion was plotted against the theoretical cumulative distribution. The diagrams of P-P 
plots were slightly higher and narrower than the normal distribution and confirmed 
the inadequacy of standard model to return distribution, as discussed in the part 2. The 
calculation of hourly data volatility showed, that the trade risk increases, when the 
data volatility is higher. The standard deviations and the data range (max minus min 
value) of the observed data at the corresponding hours are shown in figure 1. 
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Fig. 1. Standard hourly deviations and range for 24 hours 

The experimental calculations pointed out, that the highest volatility of return oc-
cured between 2 p.m. and 6 p.m., and the lowest between 10 p.m. and 8 a.m. The big-
gest observed difference between the highest and the lowest volatility has reached up 
to 400%. The difference in the volatility allows assuming, that the differences in trad-
ing risk could be similar. For calculating VaR using econometric model, presented in 
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the Part 2, the standard return deviation has to be estimated by using exponential 
smoothing method. All calculations were made with the help of STATISTICA soft-
ware, Time Series/Forecasting models. The obtained results are presented in Table 1, 
where VaR5% and CVaR5%  values are estimated for each hour of the day. 

Table 1. The VaR and CVaR values for 24 hours 

Hours VaR5% CVaR5% Hours VaR5% CVaR5% 

00−01 −0,0014493 -0,001817422 12−13 −0,0020678 -0,002593021 
01−02 −0,0016142 -0,002024207 13−14 −0,0023456 -0,002941382 
02−03 −0,0016479 -0,002066467 14−15 −0,0032362 -0,004058195 
03−04 −0,0015137 -0,001898180 15−16 −0,0032367 -0,004058822 
04−05 −0,0014080 -0,001765632 16−17 −0,0034310 -0,004302474 
05−06 −0,0011133 -0,001396078 17−18 −0,0035208 -0,004415083 
06−07 −0,0014317 -0,001795352 18−19 −0,0027895 -0,003498033 
07−08 −0,0012031 -0,001508687 19−20 −0,0019280 -0,002417712 
08−09 −0,0020402 -0,002558411 20−21 −0,0019596 -0,002457338 
09−10 −0,0028494 -0,003573148 21−22 −0,0018185 -0,002280399 
10−11 −0,0027626 -0,003464300 22−23 −0,0012586 -0,001578284 
11−12 −0,0023128 -0,002900251 23−24 −0,0011825 -0,001482855 

Comparing the obtained VaR5% with the characteristics of the hourly data volatility, 
revealed, that both factors of the market risk estimation possessed a very similar 
hourly structure, as presented in figure 2: 
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Fig. 2. Plots show the VaR5% estimations and the standard deviation of hourly data 

The accuracy of the given econometric model is further defined by finding out, 
what percent of hourly cycles exceed the estimated VaR. In case the achieved results 
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do not considerably differ from 5%, it could be reasonable to rely on the potential re-
sults forecasted by the described econometric model. The theoretical and experimen-
tal values for the whole hourly cycle are presented in Table 2.   

Table 2. Conformity VaR5% of the theoretical to experimental values  

Hours Percent Hours Percent Hours Percent 
00−01 5.47950 08−09 6.84930 16−17 5.93610 
01−02 4.56621 09−10 6.39270 17−18 8.21920 
02−03 7.76260 10−11 7.30590 18−19 6.39270 
03−04 7.30590 11−12 7.30590 19−20 7.30590 
04−05 4.56620 12−13 7.76260 20−21 7.30590 
05−06 3.65300 13−14 6.84930 21−22 6.39270 
06−07 5.93610 14−15 5.47950 22−23 8.21920 
07−08 5.93610 15−16 2.28310 23−24 6.39270 

The given percent values only slightly exceeded the anticipated 5% level (the aver-
age makes 6.31). The conformity of the model was increased by calculating the safety 
factor (its estimated value for the experimental data was 1.43), which was used to ad-
just the values of  VaR and CVaR  in order to fit the  5% level:  

       
tt CVaRVaR σσ ⋅⋅−=⋅⋅−= 063.243.1;645.143.1 %5%5

 (5) 

According to the estimated hourly values of VaR or CVaR, the suggested model 
can help to set more flexible stop-loss rates. The current trading practice with the 
fixed stop-loss value can lead to substantial loss, where high stop-loss value increases 
risk to loose big part of investment, and too small value prevents from bigger gains. 

The experimental verification of model let us to assume, that together with increas-
ing risk volatility the stop-loss values have to be increased as well. The stop-loss level 
was evaluated by spread (difference between sell and buy prices), presented in points 
(1/10 000 change of base currency). By using formulas (5) and the data in Table 1 we 
can calculate stop-loss boundary values in points. The VaR or CVaR values are multi-
plied by 10,000, the estimated safety factor 1,43. 

Table 3. Calculated spread for all hours 

Spread Spread Spread 
Hours VaR5% CVaR5% Hours VaR5% CVaR5% Hours VaR5% CVaR5% 
00−01 21 26 08−09 29 37 16−17 49 62 
01−02 23 29 09−10 41 51 17−18 50 63 
02−03 24 30 10−11 40 50 18−19 40 50 
03−04 22 27 11−12 33 41 19−20 28 35 
04−05 20 25 12−13 30 37 20−21 28 35 
05−06 16 20 13−14 34 42 21−22 26 33 
06−07 20 26 14−15 46 58 22−23 18 23 
07−08 17 22 15−16 46 58 23−24 17 21 
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In the Table 3 two levels of loss boundary values are presented: for more reserved 
trading (VaR5% case) and for the player more tended to risk (CVaR5% case). It can be 
stressed, that these coefficients are applied only for EUR/USD position in FOREX. 

5   Conclusions 

This paper suggests the modified RiskMetrics model of risk evaluation for the short-
term investments in currency market. The method is based on calculating VaR and 
CVaR on hourly basis, using seasonal decomposition. The conformity of the model was 
increased by calculating the safety factor, which was used to adjust the values of VaR 
and CVaR. The experimental verification of model showed that together with increasing 
risk volatility the stop-loss values have to be increased as well. The main results pre-
sented in the article provide basis for further research by applying the suggested econo-
metric model for risk evaluation of short-time investment in the currency market. 
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Abstract. Excluding the assumption of normality in return distributions, a gen-
eral reward-risk ratio suitable to compare portfolio returns with respect to a
benchmark must includes asymmetrical information on both “good” volatility
(above the benchmark) and “bad” volatility (below the benchmark), with dif-
ferent sensitivities. Including the Farinelli-Tibiletti ratio and few other indexes
recently proposed by the literature, the class of one-sided variability measures
achieves the goal. We investigate the forecasting ability of eleven alternatives
ratios in portfolio optimization problems. We employ data from security mar-
kets to quantify the portfolio’s overperformance with respect to a given
benchmark.

1 Introduction

Investment performance evaluation requires appropriate tools for ranking different risky
projects. Nowadays most practitioners employ reward-risk indexes developed by acad-
emics. Nevertheless, only with normality assumption the uncertainty of future wealth is
fully captured by the first two moments of the excess return’s distribution. In presence
of kurtosis and skewness, two-sided reward and risk measures, i.e. the average excess
return and a dispersion measure considering both positive and negative deviations from
the mean, do not separate information about overperformance and underperformance,
causing an anomaly since investors typically distinguish between upside and down-
side risk. In recent years several alternatives to the Sharpe ratio has been proposed to
avoid sub-optimal choices in portfolio selection problems. Some of these redefine the
risk measure in the denominator, such as the Gini ratio [13], [16], the mean absolute
deviation (MAD) ratio [8], the stable ratio [1], [7], the mini-max ratio [17], the Sortino-
Satchell ratio [14], [15], [12], the VaR and STARR ratios, [6], [9]. The first three refer
to modified versions of the dispersion (risk) measure. The Sortino-Satchell, VaR and
STARR ratios have a denominator that accounts for downside risk (the mini-max ra-
tio is a special case of STARR). Performance indexes based on one-sided variability
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measures such as the Farinelli-Tibiletti ratio [3], [4], [5] and Rachev’s ratios [1], [2]
use instead an upper partial moment (deviations above the benchmark, for the reward),
and a lower partial moment (deviations belove the benchmark, for the risk) of different
orders. The higher the order, the higher the agent’s inclination towards or dislike of the
extreme events.1

The performance measures mentioned above lead to different optimal allocation.
Moreover, since the joint distribution of future total returns are not known but can be
only estimated, an empirical analysis is needed to exploit the ranking of alternative
performance indexes. We will illustrate results from portfolio optimization problems
considering five time series of total return indexes from 3 countries and employing 11
performance indexes. Historical data show high volatility affecting the joint empirical
distribution of returns which is fat-tailed.

The paper is organized as follows. Section 2 reviews one-sided variability measures.
Section 3 formulates the optimal portfolio problem, and contains the numerical exam-
ples and the back tests. Section 4 contains some concluding remarks.

2 One-Sided Variability Measures

Let R be a p-integrable random variable representing the total return over a fixed hori-
zon related to a certain investment. A general performance index is given by the ratio
Φ(R) := r(R)/ρ(R), for the investment opportunity having reward r(R) and risk ρ(R).
The higher Φ(R), the more preferable the risky trade R.

Given a benchmark2 b, the excess portfolio return writes X = R − b. One-sided
variability measures are to be used if we want to separate information about the likeli-
hood of a positive performance above the minimum acceptable return, X > 0, and the
likelihood of underperforming the target return,X < 0. Recently, Farinelli and Tibiletti
(see [3], [4], and [5]) have introduced a new reward-risk index based on the right-sided
moment of p-th order3 E[(X+)p]1/p (used to value reward r(X)) and the left-sided
moment of q-th order E[(X−)q]1/q (used to value risk ρ(X)). The choice of p and q
reflects different agent’s feelings about the consequences of either overperformance or
underperformance. A small value for the left order, q < 1, is appropriate if the agent
is willing to fail the target without particular regard to the amount. When large devia-
tions below b harm more than the small ones, then one can chooses q > 1. A similar
reasoning applies to selecting the proper right order.

The idea behind Rachev’s ratios is similar, but instead of looking at the positive or
negative dispersion around the expectation, the focus is on the left and right tail of
the excess portfolio return’s distribution. In the Rachev’s Generalized Ratio one has
r(X) := E

[
(X+)γ |X ≥ −V aR1−α

]
and ρ(X) := E

[
(X−)δ |X ≤ −V aRβ

]
, where

1 This conceptual line is similar to that of a pension fund manager’s view. He synthesizes be-
tween the portfolio manager’s aim (to beat the chosen benchmark, controlling upside risk) and
the risk manager’s aim (to control downside risk).

2 The portfolio under consideration consists in a long position of the effective managed portfolio
and a short position of the benchmark, such as a life/non-life insurance liability, a market index
and a money market instrument.

3 Here x− denotes − min{x, 0} and x+ denotes max{0, x}.
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α, β ∈ (0, 1), the parameters γ, δ > 0 behave similarly to p and q, while the Value-at-
Risk is defined as V aRc := − inf{x | P(X ≤ x) > c}.

3 Back Test of Performance Indexes

Investors wish to maximize a performance measure finding an optimal risky portfolio
regarded as the “market portfolio” in which to invest their wealth. In finite dimensional
setting, let r = (r1, . . . , rN )′ be a random vector representing the total returns of N
assets over a fixed horizon.4 The optimal risky portfolio w = (w1, . . . , wN )′ solves the
static stochastic optimization problem (SSO)

max
w∈W

Φ(r′w) (1)

s.t. W :=
{
w ∈ RN | e′w = 0, lB ≤ w ≤ uB

}
where e is a vector of ones, lB and uB are the vectors of lower bounds and upper
bounds for portfolio weights.5 With problem (1) in mind, we do an empirical compari-
son among the performance indexes in order to verify their forecasting ability when the
reward measures and the risk measures used admit different definitions with respect to
the traditional Sharpe ratio, particularly those ratios based on one-sided variability mea-
sures. Considering several time steps, we chose the unit time step equal to 1 month and
model the re-allocation decision with a sequence of one-period SSOs.6 In the following,
we refer to (rti)t=−T,...,0,1....,h as the time series of stock index i, where T denotes the
size of sample data, and h is the time lag.

3.1 Numerical Examples

To analyze the behavior of the 11 performance indexes mentioned in this paper, we
propose an application to stock portfolio optimization. The primary issue being opti-
mization, we employ the Exponential Weighted Moving Average model (EWMA) for
forecasting the future total returns. One expects some of the optimized portfolio will
generate an overperformance.7

– Asset universe. Five stock indexes with reinvested dividend (total return indexes)
from 3 countries: S&P500 (i = 1), DowJones (i = 2), NASDAQ (i = 3), FTSE
(i = 4), and NIKKEI (i = 5). Benchmark: T-bill as a proxy for the risk-free rate
(i = 6). Number of assets: N = 6.

4 Assume the discrete compounding convention.
5 Given the total return R = r′wp, the benchmark can be represented as b = r′wb. Hence, the

total excess return can be represented as X = r′w, where the difference w = wp − wb is
termed as excess weights. Note that wp = (0, w2, . . . , wN)′ and wb = (1, 0, . . . , 0)′, hence
the benchmark’s return is a component of r.

6 This choice guarantees stochastic independence over time, since the historical returns we will
use are weakly stationary. Otherwise, a stochastic dynamic programming approach were more
adequate, though the pseudo-dynamic optimization approach we will use is a good starting
point to estimate the solution of the former.

7 If that is true, it is admissible to say that a performance ratio has a forecasting power.
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– Historical data. A data set comprising monthly total returns and T-bill rates from
April 2, 1984, to October 3, 2005, for a total of 258 × 6 observations.8 Note that
t = 0 corresponds to February 1, 2005 and t = h = 8 to October 3, 2005. The
initial data set contains T = 250 observations and it is used for estimation and
forecasting purposes.

– Investment inequality restrictions. Two cases considered, to test the model by
imposing a set of “weak” lower and upper bounds and then “stronger” ones.
(a) lB = (0.1, 0.1, 0.1, 0.1, 0.1, 0)′, uB = (0.3, 0.3, 0.3, 0.3, 0.3, 1)′.
(b) lB = (0.1, 0.02, 0.02, 0.1, 0.02, 0)′, uB = (0.5, 0.1, 0.1, 0.5, 0.1, 1)′.

Assume the investors have an initial wealthW0 = 1 and invest it to purchase the market
portfolio r′w. On t = 0, the investment is rolled-forward monthly. The final value of
wealth is computed recursively by the following algorithm (A1):9

start February 1, 2005
for k = 1 to 9
with each Φ(.) do

solution w∗
k of problem (1)

sample path of cumulative wealth Wk = Wk−1(1 + r′kw∗
k)

next k
stop October 3, 2005
return allocation rule: ‘‘rank the indexes and choose always that
has performed the best during the 9 months’’

The optimal decay factor λ∗ for the returns is computed by the following algorithm
(A2):10

for i = 1 to 5
with time series (rti) do

solution of min λi

[
250−1∑

1≤t≤250(r
2
ti − σ̂2(λi))2

]1/2

return weighted decay factor λ∗ =
∑

1≤j≤5 giλ
∗
i for returns

next i

Algorithm (A1) iterates algorithm (A2).11 Results in table 1 show the best forecast
of investment performance being with stable ratio, during the last 9 months. With the
Farinelli-Tibiletti ratio the investment performance is ranked either 9th or 10th based
on agent’s feelings towards overperformance above the risk-free rate. If the invest-

8 In this study period all the stock indexes are very volatile, have a positive correlation, and weak
stochastic dependence over time.

9 The optimization problem (1) gives raise to the optimal excess weights w∗ := wb + wp
∗.

Clearly, we have implemented this problem by imposing wb = 0 (no cash position).
10 The weights are given by gi = θ−1

i / 1≤i≤5 θ−1
i , where θi = λ∗

i / 1≤i≤5 λ∗
i .

11 The authors have developed an algorithm coded in MATLAB c©. Moreover, to estimate the
alpha index of return stability they used the Stable software by John P. Nolan [11]. A forth-
coming version of the software will embed the quantile estimation algorithm coded by J. H.
McCulloch [10]. All the values are rounded to the first fourteen decimals.
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Table 1. Values of final wealth W9

Sharpe 1.06694629842668
Minimax 1.06811617301054
MAD 1.05841393259069
Gini 1.05125992095915
Sortino-Satchell 1.01840417326684
VaR 1.07558191178067
STARR 1.07415420051962
Rachev 1.06304804004463
Generalized Rachev 1.04271604120210
Farinelli-Tibiletti 1.04342155326597 (1.03617932688779)
Stable 1.08034901565430
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Fig. 1. Comparison among different values of final wealth computed with Sharpe ratio (dashed
line), with Farinelli-Tibiletti ratio (solid line), and with Generalized Rachev ratio (dotted line)

ment management provides information about the history of stock prices, the investors
can modify their preferences requiring alternative portfolio restrictions according to the
empirical features of past returns. Case (b) corresponds to claim a greater investment
in S&P500 and FSTE than in the remaining stock indexes, since these two assets have
showed “better” skewness and kurtosis features during the past 258 months than the
other assets as it can be seen in table 2. The values of final wealth with those new port-
folio constrains considered in (A 1) are listed in table 3. We note the Farinelli-Tibiletti
ratio with left order p = 2 and right order q = 0.5 having a superior forecasting power
than the Sharpe ratio, since this parameter setting better fits the agent’s willingness to a
performance over the benchmark, but a lower risk.

The Sharpe ratio has a low forecasting ability, while the Sortino-Satchell ratio pro-
vides a more robust performance evaluation. Nevertheless, indexes based on one-sided
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Table 2. Summary statistics

Coef. of skewness Coef. of kurtosis

S&P500 -1.0452 7.0024
Dow Jones -1.2717 9.1074
NASDAQ -1.1771 8.1169
FTSE -0.9259 5.5730
NIKKEI -0.3526 3.6497

Table 3. Values of final wealth W9

Sharpe 1.02012809289746
Minimax 1.03261850863065
MAD 1.02731027560518
Gini 1.01821753891104
Sortino-Satchell 1.00079846908146
VaR 1.02847451885572
STARR 1.03561700766895
Rachev 1.00479358219820
Generalized Rachev 1.00844935672914
Farinelli-Tibiletti 1.02158214310971 (1.02018870912263)
Stable 1.02914075668800

Table 4. Values of periodic (9 months) wealth, p = 2, q = 0.5. Different results in parentheses
(rows 15th and 16th, p = 0.5, q = 2)

Generalized Rachev 1.10292296179689
Generalized Rachev 0.98606688783133
Gini 1.13870280665459
MAD 1.27064360179623
Sortino-Satchell 1.16576029275820
Rachev 1 1.22929409983253
Rachev 1 1.24671887971556
Sortino-Satchell 1.14971024283881
Rachev 2 1.16075620538274
Sortino-Satchell 1.35023369205268
Generalized Rachev 0.90595224732194
Stable 1.02587651156297
Generalized Rachev 0.70932459615394
Sortino-Satchell 1.27960286499482
Rachev 2 1.19949421938987 (Farinelli-Tibiletti: 1.20454081121982)
Farinelli-Tibiletti 1.08879861877932 (Sortino-Satchell: 1.08537313315757)
Farinelli-Tibiletti 1.02346807285117

variability measures such as the Generalized Rachev ratio and the Farinelli-Tibiletti
ratio have a degree of flexibility in the measurement of portfolio overperformance.
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Fig. 2. Comparison among different values of periodic wealth computed with Sharpe ratio
(dashed line), with Farinelli-Tibiletti ratio (solid line), and with Generalized Rachev ratio (dotted
line)

Evaluating the portfolio’s performance with respect to a benchmark additionally re-
quires an out-of-sample analysis. We employ two moving windows: within the first
(length 1 month) the final values of wealth (for each indexes) are calculated; within the
second (length 9 months) the robustness of investment ranking for all the ratios involved
in the optimization procedure is tested. The robustness check algorithm follows:

start December 1, 1992
for k = 1 to 17
with a sample of 100 data points do

(A 1)
next k

stop October 3, 2005
return allocation rule: ‘‘rank the indexes and choose always that
has performed the best during each period of length 9 months’’

Results from robustness check algorithm are shown in table 4 in the case (b).12

4 Conclusion

In this paper we solve a portfolio optimization problem comparing eleven performance
indexes recently proposed by the literature, studying their behavior on wealth invest-
ment. Indexes based on one-sided variability measures are a flexible tool for modelling
the agent’s beliefs about either underperformance or overperformance a given bench-
mark. Further empirical tests will be the subject of future research. Particularly, we need

12 We employ different parameter setting for the Rachev ratio: α = β = 0.05 (Rachev 2);
α = 0.01 and β = 0.5 (Rachev 3).
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to investigate the influence of the forecasting model for the expected returns, since from
the mean-variance framework it is well known that optimal allocation depend in a very
sensitive way on the expected returns.
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Abstract. The contribution of this paper lies in a novel application of formal-
ized technical analysis and ranking technique by development of efficient stock 
trading system. The proposed system is implemented using two steps: on the 
first step system analyses historical data from large number of stocks and de-
fines a quality function of each stock to specific technical trade pattern; on the 
second step system grades all the stocks according to the value of the defined 
quality function and makes suggestions to include the highest ranked stocks into 
the traders’ portfolio. These stocks are being hold for fixed time interval in 
traders’ portfolio, then sold and replaced with the new stocks that got the high-
est rank. The proposed trading system was tested using historical data records 
from the USA stock market (1991-2003). The trading system had given signifi-
cantly higher returns when compared to the benchmark. 

1   Introduction 

The continuing progress of computing methods and information technologies makes 
significant influence on financial markets. An effective information processing is 
more and more important in order to succeed in the stock markets. The strategists of 
the investments funds use historical data and real-time information to forecast the 
trends of stocks’ price changes and also apply these results to the decision making and 
formation of investment portfolios. However wide known Efficient Market Hypothe-
sis (EMH) states that prices of stocks are just a reflection of all known information 
about the company. This means that having the information, no prediction of future 
price changes can be made. EMH also states that new information immediately forms 
new prices of companies’ shares. If we agree with this hypothesis, we have to realize 
that analysis of historical information is not important for an investor as this informa-
tion is already reflected in the stock price. People are not able to forecast the flow of 
new, important information and this information appears randomly. Therefore accord-
ing to the Efficient Market Hypothesis it is impossible to get better returns in the 
stock market than the market benchmarks (e.g. S&P500 index) for a longer time pe-
riod using the available historical information about the market. There are numerous 
well known research papers [1], [2], that partly confirm this hypothesis. However 
some published reports show [3], [4], that the efficient market hypothesis is far from 
the correct one. There are some papers claiming that the application of technical 
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analysis or  nonlinear models, such as neural networks and genetic algorithms, can 
supply information for intelligent decision support systems, and traders using these 
techniques are able to beat the market for a long period of time [5], [6], [7], [8]. In 
this paper we reinforce these statements. The contribution of this paper lies in novel 
application and combination of formalized technical analysis and ranking technique 
for development of efficient stock trading system. The proposed system is quite sim-
ple in implementation and could attract an attention of individual stock traders and 
modest mutual funds. The proposed stock trading system was tested using historical 
data from USA stock market. The obtained results clearly contradict the statements of 
Efficient Market Hypothesis. The trading system based on the proposed approach has 
given significantly higher returns relative to the benchmark (S&P500) for a long pe-
riod of time. In order to use the system in real markets it is necessary to solve prob-
lems with the risk management of trader’s portfolio and to carry out additional ex-
perimental tests with the stock markets of different countries and different time peri-
ods. The paper is organized as follows: Section 2 provides the theoretical basis of the 
proposed system; Sections 3 is devoted for experimental investigations and evaluation 
of the proposed system. The main conclusions of the work are presented in Section 4. 

2   Development of the Stock Trading System 

The proposed stock trading system is based on formalized technical analysis and is 
suited for medium and short term stock traders. Over the years numerous technical 
indicators and patterns have been developed to describe stock performance, as well as to 
predict future price movements. Technical analysts and traders believe that certain stock 
chart patterns and shapes (e.g. moving average crosses, head and shoulder formation, 
range breakout, triple top/bottom formation, cup-with-a-handle formation) are signals 
for profitable trading opportunities [9], [10]. Many professional traders claim that they 
consistently make trading profits by following those signals. Short term stock traders 
analyze historical stock data records (price and volume) for 5-7 trading days and make 
decisions for buying stocks based on typical trading patterns. Normally they hold stocks 
for 2÷5 days. In this paper we introduce a new technical pattern, called “precursor of 
reverse” pattern. This pattern can be characterized as follows: after a long price decline 
(5-6 days) with strong trading volume, the stock price and trading volume stabilize and 
price prepares for rebound. The Figure 1 illustrates a typical example of the “precursor 
of reverse” pattern. Our extensive and rigorous historical tests have shown that this 
pattern has a good rebound potential. The stock trading strategy is to buy the stock as 
the price and volumes stabilize and hold it for 2-5 days.  

2.1   Formalization of the Trading System  

Classical technical analysis compares stock’s price and volume history to typical chart 
patterns (in our case “precursor of reverse” pattern) and predicts future price behavior 
based on the degree of match. This technique can be formalized through trading rule of 
the following form: If the technical pattern X is identified in the previous N trading 
days, then buy the stock and sell it on the H-th day after purchasing. The difficult part in 
application of this technique is reliability of identification of the technical pattern X.  
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Fig. 1. A typical “precursor of reverse” pattern 

The new technique that we propose here is based on the formalization of “precursor 
of reverse” pattern using normalized historical stock prices and trading volume data. 
The idea of this technique is to analyze N-days moving window for a big pool of 
stocks with normalized closing price and volume records and identify the technical 
pattern when it appears. For formalization of the “precursor of reverse” pattern we use 
three variables: normalized stock price PnN , normalized trading volume VnN at the last 
day of observation and normalized price change during the last day DnN. During the 
N-days moving window the normalized stock prices Pni , normalized trading volume 
Vni and normalized price changes Dni are obtained using the following equations : 
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where Pi and Vi are stocks’ closing prices and trading volumes on i-day. This equation 
is estimated every day for all stocks in pool. We assume that a “precursor of reverse” 
pattern is formed when the stock price drops approximately 10% during the seven 
trading days, the last day’s price drops about 2% and the trading volume on last day 
of observation begins to decrease. In traditional technical analysis the quality of the 
formed pattern is evaluated using various graphical methods. Testing and application 
of such methods are complicated because different traders often evaluate the same 
trading pattern in different ways. In this paper we propose a formal equation for 
evaluation of quality of trading pattern Qp. This equation is derived based on exten-
sive interviews with experienced stock trading experts and has a following form: 
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As it can be recognized from the structure of the equation, the quality of the “precur-
sor of reverse” pattern’ Qp  is more precise when stock’s price drops significantly 
during the observed time interval and stock’s price also decrease at the last day of 
observation, but with decreasing trading volume. The values of parameters KN, KD, KV 

in Equation 2 were defined using the recommendation of trading experts and are 
given in experimental part of this work. Having stock data records for defined moving 
time interval now it is straightforward to estimate the three variables of proposed 
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pattern for every trading day and define the quality of the pattern, QP. This informa-
tion is the backbone of the proposed trading system. 

2.2   Ranking Technique 

Experimental investigations of the “precursor of reverse” patterns had shown that 
high quality patterns are very rare. Still further, approximately only the 70% of the 
high quality patterns are profitable. Therefore we need to scan a lot of stocks to find 
potentially profitable trading opportunities. The proposed algorithm for stocks rank-
ing consists of the following steps:  

- in the first step a group of companies, whose trading patterns will be ob-
served is selected, 

- then the trading patterns - “precursor of reverse” are identified, using the 
moving window data, 

- the quality of each trading pattern is estimated (Equation 2), 
- all trading patterns are ranked following the highest pattern quality and the 

highest rank stocks are suggested to the trader.  

2.3   Evaluation of the Trading Strategy 

A portfolio of the stock trader is formed of stocks having highest rank of trading pat-
tern. Number of stocks held in portfolio will be discussed in experimental part of this 
work. The efficiency of the proposed system was evaluated using three parameters: a 
total return on trading RT,  a total capital at the end of trading period CT and Sharpe 
Ratio of the trader’s portfolio S. The total return RT was estimated using equation 
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where T is the number of trading transactions, Pi is stock price, TC  is transaction costs 
and ri  is simple return of i-th transaction. Total capital at the end of the trading period 
was estimated using trader’s start capital and every day returns. The Sharpe Ratio is a 
well known measure of the risk-adjusted return of an investment [11]. Sharpe Ratio of 
the trader’s portfolio was estimated using equation  
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where RD and  D  - average daily returns and standard deviation of the trader’s portfo-
lio over moving 250 days, Ra - annualized return on “risk-free” investment (we as-
sumed it to be 3%). Mutual funds which achieve a Sharpe Ratio of over 1.0 are quali-
fied as good. A Sharpe Ratio of a fund of over 2.0 is considered very good and Sharpe 
Ratios above 3.0 are outstanding. 

3   Experimental Investigation 

The efficiency of the proposed stock trading system was tested using historical stock 
market data. The data set that has been used in this study represents daily stock clos-
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ing prices and trading volumes, and comes from 366 stocks on the USA stock market 
from October 1, 1991 till October 1, 2003. These stocks represent all the SP500 index 
stocks, included in the index for the whole analyzed time period. 

3.1   Experimental Set-Up 

We have used 7-days moving window technique and normalization technique (Eq.1) 
to identify the “precursor of reverse” patterns in data records. The quality of the pat-
terns, QP was evaluated using Equation 2. The values of parameters here were chosen 
empirically using extensive interviews with stock trading experts. The values of pa-
rameters are as follows: KN=10.0, KD=2.0, KV=3.5. Because the values of these pa-
rameters are crucial for the trading system more investigation must be done in the 
future for the optimization and adaptation of them. All trading patterns were ranked; 
the stocks with highest ranks were included in trader’s portfolio and held for a defined 
time interval. The performance of the trading system was evaluated using proposed 
parameters, RT, CT and S. The detailed functioning of the proposed trading system can 
be described as follows:   

- The stocks’ prices and trading volumes were normalized and analyzed con-
sidering every trading day starting from 1991.10.01 to 2003.10.01; 

- Based on 7-days moving window data (normalized price and volume) the 
“precursor of reverse” patterns were identified and quality of these patterns, 
QP, for every stock were estimated; 

- Ranking algorithm for QP was applied and stocks (1-15 stocks) with the best 
ranks were bought and sold after defined time interval (1-5 days). 

In the beginning of the testing period the start capital for trader was 1000 US$. Equal 
parts of this capital were invested in all selected stocks. The transaction costs of 0.5% 
were withdrawn from the returns per contract. This amount of transaction costs is 
typical for e-brokers companies (e.g. Interactive Brokers, USA) and reflects realistic 
losses that are unavoidable when changing the stocks in trader’s portfolio. All income 
got during the stocks’ trading actions were again completely reinvested and the 
changing of the total capital was estimated during the investment period. The struc-
ture of the proposed virtual stock trading system is presented in Figure 2. It is neces-
sary to point out that the proposed scheme gives the possibility to apply the proposed 
system in real stock trading process. In this case the highest ranked stocks calculated 
on 7-days moving window data can be bought using market orders at the last moment 
before the markets are closed. 

US Stock Market
(Historical Data

1991-2003) 

Moving Window
Normalized Price

and
Volume

Trading Patterns
Detection and 

Ranking

 Stocks’ Buying
and

Selling

Estimation of 
Trading’s

Profit/Losses

Trading Days – 1, 2 ,……… T

 

Fig. 2. The structure of the proposed stock trading system 
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3.2   Experimental Results 

The total returns of proposed trading system are presented in Figure 3. The best re-
sults are achieved when trader buys the five best ranked stocks every day and hold 
them for two days. In this case the proposed trading system outperforms the bench-
mark significantly and the total return at the end of the trading period is 742% .The 
total return for the SP500 index during the same period is 112% , and total return 
when investing (buy and hold) in all analyzed stocks (equal part of capital in each 
stock) is 265%. Trading a smaller number of best ranked stocks (e.g. 1 to 4 ) gives 
even better results, but this leads to a big fluctuation in portfolio performance, there-
fore is not interesting for real trading process and will not be discussed here.  
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Fig. 3. The total returns depends on number of obtained stocks and how long the obtained 
stocks are held in trader’s portfolio 
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Fig. 4. The dynamic of total returns during the whole trading period for various portfolios 

Figure 4 presents how the total returns of proposed trading system change during 
the  analyzed  time  interval (obtained stocks are held for two  days). As  one  can  see 
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Fig. 5. The dynamic of total capital when using proposed trading strategy and conservative 
investment (all stocks are held for whole trading period) 
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Fig. 6. Sharpe Ratio estimated for proposed trading system and for conservative investments 

from the graph, the fluctuation in total returns decrease when more different stocks 
are included in the trader’s portfolio. On the other side, the including of more differ-
ent stocks in the trader’s portfolio leads to the declining in total returns. Therefore the 
trader must always make well-balanced decision about possible portfolio fluctuations 
and returns, and choose the adequate number of traded stocks. Figure 5 compares the 
dynamic of trader’s capital when trading the highest ranked five stocks and when 
using conservative investment strategy (start capital is invested in all analyzed 
stocks). The trader’s capital using the proposed trading system increases dramatically 
from 1000 $ to 848610 $. At the same time conservative investment gives the end 
capital equal 13060 $. Figure 6 illustrates the Sharpe Ratio estimation for both: pro-
posed trading system and conservative investments. As it can be recognized from the 
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graph the Sharpe Ratio of the proposed trading system is relative high and is similar 
to the Ratio obtained for conservative investments. Nonetheless, the Sharpe Ratio 
decreases significantly for some periods of time and these periods can be very hard 
challenges for individual traders or mutual funds. 

4   Conclusions 

Preliminary experimental tests have shown that the proposed stock trading system 
gives very promising results and can be attractive for individual traders and modest 
mutual funds. Despite of these results there are two problems that will arise while 
using the proposed system in real stock markets: a) trading results are very sensitive 
to the costs of transactions: when transaction costs are over 0.8% the results of trading 
system’s become worse than investing in benchmark; b) proposed trading system is 
related with high risks and the traders must be prepared for temporal decreasing of 
total capital even to 50 % (Fig. 5). Also more extensive tests with the system must be 
done (different markets, various time periods, tax regulations) to evaluate the domain 
of possible applications of the proposed trading system more precisely. 
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Abstract. The correct modeling of default dependence is essential for
the valuation of portfolio credit derivatives. However, for the pricing of
synthetic CDOs a one-factor Gaussian copula model with constant and
equal pairwise correlations for all assets in the reference portfolio has
become the standard market model. If this model were a reflection of
market opinion there wouldn’t be the implied correlation smile that is
observed in the market. The purpose of this paper is to derive a cor-
relation structure from observed CDO tranche spreads. The correlation
structure is chosen such that all tranche spreads of the traded CDO can
be reproduced. This implied correlation structure can then be used to
price off-market tranches with the same underlying as the traded CDO.
Using this approach we can significantly reduce the risk to misprice off-
market derivatives. Due to the complexity of the optimization problem
we apply Evolutionary Algorithms.

1 Introduction

Although it is still of interest to find empirical sources of correlation data, people
increasingly use the market of synthetic collateralized debt obligations (CDOs)
to derive information about the correlation structure of the underlying of a CDO.
An observed CDO premium can be interpreted as an indicator of asset corre-
lation. Therefore, more and more tranched products are quoted in terms of an
implied correlation parameter instead of the spread or the price of a tranche. The
implied correlation of a tranche is the uniform asset correlation that makes the
tranche spread computed by the standard market model equal to its observed
market spread. The standard market model is a Gaussian copula model that
uses only one single parameter to summarize all correlations among the various
borrowers’ default times. But obviously a flat correlation structure is not able to
reflect the heterogeneity of the underlying asset correlations since the complex
relationship between the default times of different assets can’t be expressed in
one single number. Obviously, the standard market model doesn’t reflect mar-
ket opinion because the implied correlation smile emerges. Typically, mezzanine
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tranches trade at lower implied correlations than equity and senior tranches on
the same portfolio. This phenomenon is called implied correlation smile. Despite
the questionable explanatory power of the implied correlation parameter, the
implied correlation of a CDO tranche is often used to price off-market products
with the same underlying as the traded CDO.

Recently, more and more researchers examine different approaches to explain
and model the correlation smile. Gregory and Laurent [2] and Andersen and
Sidenius [1] introduce dependence between recovery rates and defaults. In a
second extension Andersen and Sidenius introduce random factor loadings to
permit higher correlation in economic depressions. Both approaches are able to
model a smile. Hull and White [4] discuss the effect of uncertain recoveries on
the specification of the smile.

The correlation smile shows clearly that it is not appropriate to use the im-
plied correlation of a traded CDO tranche to value non-standard tranches on the
same collateral pool. To address these shortcomings we take the implied corre-
lation approach one step further and imply a correlation matrix that reproduces
all given tranche spreads of a CDO simultaneously. The dependence structure
is chosen such that the resulting tranche prices are concordant with observed
market prices or, respectively, such that the observed correlation smile is repro-
duced. Hager and Schöbel [3] showed that heterogeneous correlation structures
are able to model a smile. After we derived a suitable asset correlation structure,
we can use this dependency to price off-market products with the same underly-
ing. In this study we use Evolutionary Algorithms (EAs) to derive a dependence
structure from observed CDO tranche spreads. We show systematically why EAs
are suitable for this kind of application. So far, there is only a limited amount
of studies that connect EAs with derivative pricing. To our knowledge we are
the first to apply EAs to the implied correlation problem and we are the first
to derive a correlation matrix that is not necessarily flat from a set of observed
tranche spreads.

2 The Optimization Problem

Suppose for the moment that we know the tranche spreads of an actively traded
CDO. We assume that the CDO consists of an equity tranche, a mezzanine
tranche and a senior tranche. Our goal is to derive a correlation matrix Σ that
replicates the given tranche spreads of the equity, the mezzanine and the senior
tranche simultaneously. Denote these target values as se, sm and ss. It is intu-
itively clear that in general there can be more than one correlation matrix that
leads to the respective tranche spreads se, sm and ss. Hager and Schöbel [3] dis-
cuss this subject. Note that there might also be combinations of tranche spreads
that can’t be reproduced by any correlation matrix. However, there is no way
to derive the correlation matrix Σ in closed form since even the portfolio loss
distribution can’t be computed in closed form for arbitrary correlation matrices.

To measure the quality of an obtained correlation matrix Σ, we first com-
pute the appendant equity, mezzanine and senior tranche spreads se(Σ), sm(Σ)
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and ss(Σ) and compare them with the given target values se, sm and ss. The
goal is to find a correlation matrix such that the corresponding spreads agree.
The optimization problem discussed in this study is rather complex because the
search space is high dimensional and multi-modal and the objective function
is non-linear, non-differentiable and discontinuous. Note that for arbitrary cor-
relation matrices often both se(Σ), sm(Σ), ss(Σ) and se, sm, ss are obtained
via Monte-Carlo simulation. In this case we have to deal with noise. Since our
optimization problem is characterized by these properties the number of applica-
ble optimization techniques is restricted. Therefore, we choose EAs to address
this challenging problem. EAs are stochastic search methods that are inspired
by the Darwinian theory. They model the collective learning process within a
population. The starting population is generally initialized by random. In the
course of the generations the population is supposed to evolve toward succes-
sively better regions of the search space by randomized processes of selection,
recombination and mutation. The generations are searched until a sufficiently
good solution is found or until a termination criterion is met. Similar to other
heuristic search methods, it is not guaranteed that EAs find the global optimum,
but they generally find good solutions in a reasonable amount of time.

Consider the function f(Σ) which measures the sum of the relative deviations
of the obtained tranche spreads from the target spreads:

f(Σ) =
|se(Σ) − se|

se
+

|sm(Σ) − sm|
sm

+
|ss(Σ) − ss|

ss
.

In our optimization problem low values of f(Σ) stand for high quality. In a
population based optimization strategy with λ individuals, we neglect the overall
performance of a certain generation and just consider the best individual in the
respective generation. The objective function registers the quality of the best
individual that has been generated so far. Let h(t) denote the objective function
at time t and let Σk,τ denote the kth individual in generation τ , k ∈ {1, ..., λ},
τ ∈ {1, ..., t}. Consequently, the objective function, that has to be minimized, is

h(t) = min
k∈{1,...,λ}, τ∈{1,...,t}

(f(Σk,τ )) .

3 Pricing of Synthetic CDOs

In this study we always assume that the intensity based approach describes
the default of one obligor and that the Gaussian copula model with an arbitrary
correlation matrix describes the dependency between the obligors’ default times.
In our optimization problem all model parameters are known except for the
pairwise linear correlations.

Following Laurent and Gregory [5] we consider a synthetic CDO, whose un-
derlying consists of n reference assets, and assume that asset j has exposure 1

n
and default time τj . Nj(t) = 1{τj≤t} denotes the default indicator process. The
cumulative portfolio loss at time t is therefore L(t) = 1

n

∑n
j=1Nj(t). A CDO is
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a structured product that can be divided into various tranches. The cumulative
default of tranche (A,B), 0 ≤ A < B ≤ 1 is the non-decreasing function

ω(L(t)) = (L(t) −A)1[A,B](L(t)) + (B −A)1]B,1](L(t)) .

The tranche spread s(A,B) depends on the thresholds A and B. Let B(t) be the
discount factor for maturity t. T stands for the maturity of the CDO and let
t1, ..., tI denote the regular payment dates for the CDO margins.

The default payments can be written as

E

⎡⎣ n∑
j=1

B(τj)Nj(T )(ω(L(τj)) − ω(L(τ−j )))

⎤⎦ . (1)

The margin payments are based on the outstanding nominal of the tranche. Since
defaults often take place between regular payment dates we have to distinguish
between the regular payments

s(A,B)

I∑
i=1

B(ti)E [B −A− ω(L(ti))] (2)

and the accrued payments. Accrued margins are paid for the time from the last
regular payment date before τj (this date is called tk(j)−1) until τj . The accrued
payments can be written as

s(A,B)E

⎡⎣ n∑
j=1

B(τj)Nj(T )(τj − tk(j)−1)(ω(L(τj)) − ω(L(τ−j )))

⎤⎦ . (3)

A synthetic CDO can be compared with a default swap transaction because the
CDO margin payments are exchanged with the default payments on the tranche.
The spread s(A,B) is derived by setting the margin payments in (2) and (3) and
the default payments in (1) equal.

4 Experimental Settings and Results

4.1 Description of the Genotype

Correlation matrices are symmetric positive semi-definite matrices whose matrix
elements are in [−1, 1]. The diagonal of a correlation matrix always consists
of ones. In the following, Σ = (Σij)i,j=1,...,n denotes the correlation matrix.
We use Σ as phenotype and a row vector ρ = (ρi)i=1,...,n ∈ [−1, 1]n as real-
valued genotype. The pairwise linear correlation between asset i and asset j
can be computed as Σij = ρiρj , i 	= j and Σij = 1, i = j. Using this so-
called one-factor approach we can avoid Monte-Carlo simulations and provide
semi-explicit expressions for CDO tranche spreads (see Laurent and Gregory
[5]). Note that there are correlation matrices that can’t be represented by the
one-factor approach.
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The initial population consists of randomly generated vectors ρ ∈ [−1, 1]n.
An arbitrary vector ρ automatically leads to a symmetric, positive semi-definite
matrix with elements Σij = ρiρj , i 	= j and Σij = 1, i = j.

In this study we compare several standard recombination and mutation
schemes. They are carried out according to custom.

Note that recombination and mutation can breed vector elements with |ρi| >
1. To make sure that the pairwise correlations are in [−1, 1], define a censored
vector ρ∗ = (ρ∗i )i=1,...,n with ρ∗i = min(max(ρi,−1), 1) that replaces ρ. We main-
tain this modified representation of the genotype.

We consider two cases of suitable termination conditions. Naturally, reaching
the optimum of the objective function with a certain precision should be used
as stopping condition. Therefore, we stop our algorithm as soon as the objective
function falls below a predefined value. Furthermore, we terminate the EA when
the total number of function evaluations reaches a given limit.

4.2 Setup

To assess the potential of our approach, we work with simulated data. We com-
pare the performance of a Monte-Carlo Search, a Hill-Climber ((1 + 1)-ES),
an Evolution Strategy with 4 parent and 20 offspring individuals ((4, 20)-ES)
and a generational Genetic Algorithm with 40 individuals (GA(40)). We mu-
tate individuals by adding realizations of normally distributed random variables
with expected value 0 and standard deviation 0.05 unless explicitly mentioned
otherwise. We apply global mutation operators, i.e. every vector element is sub-
ject to mutation. In case of the (4, 20)-ES we use elite selection and 1-point
crossover. Our focus is on the application of different mutation operators. We
consider the 1/5-rule, global mutation without a strategy parameter and global
mutation with a strategy parameter that controls the mutation step size. The
mutation probability is 0.95, the crossover probability is 0.50. In case of the
GA(40) we focus on the selection and crossover parameters. We use propor-
tional selection and tournament selection with a tournament group size of 10.
We use 1-point crossover and intermediate crossover and we use global mutation
without a strategy parameter. The crossover probability is 0.95, the mutation
probability is 0.50. In our study we just consider non-negative pairwise linear
correlations and therefore non-negative genotypes for the sake of simplicity. As
soon as the objective function falls below 5% we terminate the algorithm. At
most 2000 function evaluations are carried out.

We consider a CDO that consists of three tranches. The respective attachment
and detachment levels are 0%-5%, 5%-15%, 15%-100%. We assume that the
underlying is a homogeneous pool of 10 names with equal unit nominal. The
default intensity of each obligor is 1%, the recovery rate is 40%. The time to
maturity is 5 years. Our goal is to find a correlation matrix that models an
observed compound correlation smile. The given implied compound correlations
are 0.24 for the equity tranche, 0.05 for the mezzanine tranche and 0.35 for the
senior tranche. At first, we compute the spreads of the equity, the mezzanine
and the senior tranche using the respective implied correlations. We get 802.2
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bps, 204.4 bps and 9.0 bps. Then, we have to find a correlation matrix that
reproduces all three tranche spreads simultaneously.

4.3 Performance

To make sure that we obtain reliable results, we repeat each implementation
25 times. We compute the mean value of the objective functions over the 25
runs, and we also consider the 10% and the 90% quantiles. Our focus is on the
decline of the objective function in the course of the generations. To compare the
performance of the different algorithms consider figure 1. It shows the objective
functions for the different implementations.

At first we compare a Monte-Carlo search and a (1 + 1)-ES to analyze the
search space. Generally, the Monte-Carlo search is rather inefficient especially in
high dimensional search spaces. Whenever the Monte-Carlo search performs as
well as a Hill-Climber or a population-based EA, the search space is probably
very flat or very cragged or non-causal. However, in our case the Hill-Climbing
strategy clearly outperforms the random search. Often, (1 + 1)-strategies are
very efficient in simple unimodal search spaces. But if a Hill-Climber starts up
the wrong hill, it has no chance to know that it has found an inferior optimal
solution. Therefore, Hill-Climbing strategies frequently can’t handle situations
in which there are several local optima.

Then we extend the (1 + 1)-ES to a multistart (1 + 1)-ES. We obtain several
different solution matrices (see figure 2 for two examples). These matrices yield
tranche spreads that are sufficiently close to 802.2 bps, 204.4 bps and 9.0 bps, i.e.
the sum of the percentual deviations is less than 5%. This leads to the conclusion
that the search space is multimodal. A multistart (1 + 1)-ES reduces the risk of
premature convergence.

We now compare different implementations of a (4, 20)-ES and a GA(40). The
performance of the different ES implementations is nearly identic, the confidence
intervals widely overlap. There is only a very small difference, but the global mu-
tation strategy with one strategy parameter outperforms the other approaches.
Then we compare the different GA implementations. The performance of the
different GA implementations differs considerably. The GA with tournament se-
lection combined with 1-point crossover leads to the best result. The GA with
proportional selection and 1-point crossover performs moderately. The GA with
proportional selection and intermediate crossover converges too fast to a dissat-
isfactory solution. This implementation yields the worst result. It is important
to know that by means of recombination the hyperbody formed by the parents
generally can’t be left by the offspring individuals. Especially the intermediate
crossover technique causes volume reduction since it successively narrows the
search space, such that eventually the optimal solution can’t be attained any
more after a few generations.

We finally compare all algorithms on the basis of function evaluations needed
to obtain a sufficiently good result. The (1+1)-ES performs slightly better than
the (4, 20)-ES implementations, there is only a very small difference. However,
the GA implementations cant keep up with the ES implementations.
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Fig. 1. Performance of different algorithms
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Fig. 2. Exemplary correlation matrices

5 Conclusion

In this study we used the concept of Evolutionary Algorithms to derive possible
dependence structures of the underlying of a traded CDO from observed tranche
spreads. These dependence structures can then be used to price off-market prod-
ucts with the same underlying as the CDO. Using this strategy we can reduce
the pricing discrepancy that comes up when the implied correlation approach is
applied. We presented several implementations of Evolutionary Algorithms and
discussed their performance.
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Abstract. It is an observed fact in the market that the implied volatil-
ity of traded options vary from day to day. An alternative and straight-
forward explanation is that the instantaneous volatility of a stock is
a stochastic quantity itself. The assumptions of the Black and Scholes
model no longer hold. This is, therefore, one reason why Black and Sc-
holes prices can differ from market prices of options. Having decided
to make the instantaneous volatility stochastic, it is necessary to de-
cide what sort of process it follows. The article analyzes three stochastic
volatility models and considers how stochastic volatility can be incorpo-
rated into model prices of options. The investigation of stochastic volatil-
ity influence for pricing options traded in the SEB Vilnius Bank is done.

1 Introduction

The pricing of derivative instruments, such as options is a function of the move-
ment in the price of the underlying asset over lifetime of the option. One of the
main problems of financial engineering is to develop a suitable model of financial
assets dynamics. The dynamics is described as a stochastic process, and pricing
models describe the stochastic dynamics of asset price changes, whether this is a
change in share prices, stock indices, interest rates and so on. Louis Bachelier [1]
had claimed that stock prices are actually random in 1900. Comparing trajec-
tories of random walks and stock prices, Bachielier could not find a significant
difference among them. The dynamics of asset prices are reflected by uncertain
movements of their values over time. Some authors [2, 3, 4, 14] state that effi-
cient market Hypothesis (EMH) is one possible reason for the random behavior
of the asset price. The EMH basically states that past history is fully reflected
in present prices and markets respond immediately to new information about
the asset.

The classical approach is to specify a diffusion process for the asset price, that
is, a stochastic integral or stochastic differential equation where the uncertainty
is driven by Wiener process. The wide spread adoption of Wiener process as a
frame work for describing changes in financial asset prices is most like due to its
analytic tractability.

Unfortunately, in recent years more and more attention has been given to
stochastic models of financial markets which differ from traditional models. It
appears that variances and covariances are not constant over time. There is now
a lot of literature on time series modeling of asset prices. The reviewed literature
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[5, 6] has revealed the following empirical properties of asset dynamics: fat tails of
distribution, volatility clustering, large discrete jumps, and parameter instability.

Some classical models of asset dynamics are presented in the article and
stochastic volatility models of EUR/USD exchange rate based on the data of
trading options in SEB Vilnius Bank are analyzed also.

2 The Stochastic Process of Stock Prices

The modeling of the asset price is concerned with the modeling of new infor-
mation arrival, which affects the price. Depending on the appearance of the so
called “normal” and “rare” events, there are two basic blocks in modeling the
continuous time asset price. Neftci [7] states that the main difference between the
“normal” and “rare” behavior concerns the size of the events and their probabil-
ity to occur. Wiener process can be used if markets are dominated by “normal”
events. This is a continuous time stochastic process, where extremes occur only
infrequently according to the probabilities in the tails of normal distribution.
The stochastic process is written in the form of the following stochastic differen-
tial equation for the asset return: dSt = µStdt+σStdWt, where St – the current
price of the underlying asset, µ – the constant trend, σ – the constant volatility,
Wt – the standard Wiener process. Since this process has a continuous time sam-
ple path, it does not allow for discontinuity or jumps in its values when “rare”
events occur. In this case , the Poisson jump process can be useful. In particular,
the time series of asset price can be modeled as the sum of continuous time dif-
fusion process and Poisson jump processes. The stochastic differential equation
for St is:

dSt = µStdt+ σStdWt + bSt

Nt∑
j=1

(Yj − 1)

with the following addition of variables: Yj − 1 - a lognormal distributed ran-
dom variable representing the jump size, Nt - jumps in interval (0, t) governed
by a Poisson process with parameter λt, b – constant. Jump diffusion models
undoubtedly capture a real phenomenon. Yet they are rarely used in practice
due to difficulty in parameter estimation.

3 Stochastic Volatility Models

Most options are priced using the Black and Scholes formula, but it is well known
that the assumptions upon which this formula is based are not justified empiri-
cally [12]. In particular, return distribution may be fat tailed and its volatility is
certainly not constant. It is an observed fact in financial market that the implied
volatilities of traded options vary from day to day. An alternative and straight-
forward explanation is that the instantaneous volatility of a stock is itself a
stochastic quantity. Having decided to make volatility stochastic, it is necessary
to decide what sort of process follows. Take a process of the form [11]:
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dSt = µ(St, νt)dt+ σ(St, νt)dWSt (1)

σ(St, νt) = f(νt) (2)

dνt = σ(St, νt)dt+ β(St, νt)dWνt (3)

where WSt, Wν are correlated Wiener processes with correlation coefficient
ρ , i.e,

dWν = ρdWSt +
√

1 − p2dZt (4)

WSt and Zt are uncorrelated Wiener processes [13].
Three different stochastic volatility models will be considered, such as: Hull-

White, Heston, and logarithmic Ornstein-Uhlenbeck. The Hull-White model [9]
is the particular case of the model described by (1) – (4) equations. Then we
have that

dSt = µStdt+ σtStdWSt, dνt = γνtdt+ ηνtdWνt (5)

where σt =
√
νt, γ < 0, WSt, and Wνt are uncorrelated Wiener processes.

For simplicity, assume that volatility can take only two values. In this case the
price of Call option is equal to Ct = E

[
CBS

(
t, S,K, T,

√
σ2
)∣∣∣νt = ν

]
where

σ2 = 1
T−t

∫ T

t
f
(
νx

)2
dx, νtis the two state Markov process [13] and

σ2 =
{
σ2

1 with probability p
σ2

2 with probability 1 − p

Heston’s option pricing model assumes that St and νtsatisfies the equations [10]:

dSt = µStdt+ σtStdWSt, dνt = κ
(
θ − νt

)
dt+ η

√
νtdWνt (6)

where σt =
√
νt, κ, θ, η, ρ are constants.

The Ornstein-Uhlenbeck’s stochastic volatility model is

dSt = µStdt+ σtStdWSt, dνt = α
(
ν − νt

)
dt+ βdWνt (7)

where σt = exp(νt). The empirical investigation shows that lnσt follows
Ornstein-Uhlenbeck process with parameters lnσ and α > 0. It is usual to as-
sume that µ, α(lnσ − νt) and β are constants. Let ρ = 0.

4 Estimation of Parameters of Stochastic Volatility
Models

Parameters of stochastic volatility models are estimated on observations of assets
and options price dynamics. There are three unknown parameters in the Hull-
White model: σ1, σ2, and p, which are estimated by the method of least
squares :
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min

n∑
i=1

(
Cmarketi − Cmodel

(
σ1, σ2, p,Ki

))2

where n - the number of traded options per day, Cmarketi – the market price
of ith option with strike price Ki, Cmodel

(
σ1, σ2, p,Ki

)
– the price of option

evaluated by Hull-White model.
The parameters of Heston and Ornstein-Uhlenbeck models are estimated ap-

plying two steps procedure [12]. At first parameters µ, κ, θ, η must be valuated.
Say that µ = 0, then the equation (6) in discrete case has the form:

Rt =
√
νtτε1t, νt = κθτ +

(
1 − κτ

)
νt−τ + η

√
νt−τ τε2t

where Rt - the return rate of the asset, ε1t and ε2t - two standard normal
distributed correlated values. It is constructed the auxiliary GARCH(1,1) model:

Rt =
√
htεt, ht = ω + αε2t−1 + βht−1

Where: εt- normally distributed random variable with mean 0 and variance ht. In
this case it is possible to estimate only three parameters

(
κ, θ, η

)
and coefficient

of correlation is equated zero. The theoretical return rate are matching with
empirical data when parameters

(
κ, θ, η

)
and τ are chosen.

Applying GARCH(1,1) model, the set of optimal parameters B̂ =
(
ω, α, β

)
for given data of the asset return rates is obtained. Thus, the set of parameters
Θ =

(
κ, θ, η

)
is known for each modeled time series. The next step is to compute

the vector

m
(
Θ, B̂

)
3∗1

=
1
N

N∑
t=1

δlt

(
Rt

(
Θ
)∣∣Rt−1

(
Θ
)
, B

)
δB

∣∣∣∣
B=B̂

, lt = −lnht − R2
t

2ht

where Rt(Θ) are rates of modeled returns, N – the number of modeling steps. If
m equals zero, then the modeled data obtained by GARCH(1,1) model will have
the same parameters as observed data. The optimal set of parameters is valuated
minimizing the expression minΘ̂ m

T
(
Θ, B̂

)
I−1m

(
Θ, B̂

)
with matrix of weights

I3∗3 = 1
N

∑N
t=1

δlt

(
Rt,B

)
δB

δlt

(
Rt,B

)
δBT

∣∣∣∣
B=B̂

. The matrix I is obtained estimating the

gradient from the observed market data.
Having the estimations (κ̂, θ̂, η̂), the coefficient of correlation ρ is calculated

by the method of least squares. The error between market and model prices is
minimized by the procedure

min
(p)

n∑
i=1

(
Cmarketi − Cmodel

(
ρ,Ki

))2

where n is the number of daily option prices. The procedure is repeated for
option prices of each day. The parameters of Logarithmic Ornstein-Uhlenbeck
model are estimated in a similar way.
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5 Empirical Investigation of the Models

The prices of European call options traded on exchange rate EUR/USD in SEB
Vilnius Bank (Lithuania) will be investigated. The observed data are divided into
several groups according to the profitability (S/K − 1) and life time of options.
Suppose that an option is at the money (ATM) if S = K or profitability belongs
to the interval (–0,5%, 0,5%.). An option is in the money (ITM) if S > K or
profitability belongs to the interval (0.5%, 1%) and out of the money (OTM)
if S < K or the profitability belongs to the interval (-1%, -0,5%). An option is
deep out of the money (DOTM) if profitability is less than -1%. An option is
called short term if the life time of the option is equal to 1 month, intermediate
- 3 months, and long term - 6 months. Daily observations of 82 days (from
2005-01-05 till 2005-04-30, totally 969 observations) were used for investigation.
The values of implied volatility depend on the profitability and are calculated
applying the above described models. The graphs of volatility smile are depicted
in the Fig. 1.

Fig. 1. Volatility smile for options of 1 month period

The implied volatility values of Hull-White model were computed by (5) equa-
tions. Thus

F (I) ≡ CBS(I) − p̂CBS(σ̂1) − (1 − p̂)CBS(σ̂2) = 0

where:CBS – value obtained by Black-Scholes formula [8], I –implied volatility
calculated by the method of Newton – Rapson.

Simulation by the method of Monte Carlo was carried out by the following
algorithm:

1. Obtained paths of asset price and volatility by the Hestono and Ornstein-
Uhlenbeck models.

2. Computed values of options at the end of each day: h(St) = max{0, St−K},
t = 1, T .

3. The price of option is calculated by the formula: Cmodel =e−rBaseTE
(
h(ST )

)
.

4. The values of volatility are derived from the equation CBS(I)−Cmodel = 0.
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Theoretical price of an option is approximate to the market price if the obtained
volatility value is close to the value of implied volatility derived from the Black-
Scholes.

Models of the stochastic volatility overprice DOTM and ITM options and
undervalue OTM options, except Ornstein-Uhlenbeck model which overprices all
options (Table 1). This is obviously seen for short term options. The stochastic
volatility models are more practical for pricing intermediate and short term
options. Errors of options pricing are estimated in two ways: average relative

Table 1. Comparison of implied volatilities for various models

Profit (x = S/K − 1) Model
Lifetime of option

TotalShort Interm. Long

DOTM
(x < – 0.01)

Black-Scholes
Hull-White‘
Heston
Ornstein-Uhlenbeck

0.1425
0.1432
0.1661
0.1616

0.1209
0.1218
0.1269
0.126

0.1125
0.1126
0.1039
0.1197

0.1253
0.1259
0.1323
0.1358

OTM
(–0.01 < x < –0.005)

Black-Scholes
Hull-White
Heston
Ornstein- Uhlen-
beck

0.1266
0.1238
0.1194
0.137

0.1107
0.1106
0.0966
0.1219

0.1052
0.1049
0.0872
0.1186

0.1141
0.1131
0.1011
0.1258

ATM
(–0.005 < x < –
0.005)

Black-Scholes
Hull-White
Heston
Ornstein-Uhlenbeck

0.1103
0.1084
0.0636
0.1214

0.1012
0.1012
0.0636
0.1174

0.0985
0.0982
0.0661
0.1167

0.1033
0.1026
0.063
0.1185

ITM
(0.005 < x < 0.01)

Black-Scholes
Hull-White
Heston
Ornstein-Uhlenbeck

0.0868
0.0945
0.0975
0.1374

0.0901
0.0941
0.0907
0.1208

0.0912
0.0934
0.0603
0.1175

0.0894
0.094
0.0898
0.1252

pricing error (ARPE) and average square error (ASE).

ARPE =
1
n

n∑
i=1

∣∣∣CM
i − Ci

∣∣∣
Ci

, ASE =

√√√√ 1
n

n∑
i=1

(
CM

i − Ci

)2
where n is number of option prices, Ci and CM

i –theoretical and market prices of
options respectively. ARPE and RMSE are calculated with different profitability
and duration of options. All the models overvalue DOTM and ITM options but
the Hull-White model undervalue ITM options of all terms (Table 2). The pricing
errors of ITM, DOTM, and short term options are the largest one. The Hull-
White model is clearly superior comparing with the Black-Scholes and other
stochastic volatility models. Relative options pricing errors of the Hull-White
model are less then Black-Scholes one in 7 cases from 12. Rising duration of
options their pricing errors decline. ARPE and ASE errors coincide.
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Table 2. Relative errors of options pricing

Profit (x = S/K − 1) Model
Lifetime of option

TotalShort Interm. Long

DOTM
(x < – 0.01)

Black-Scholes
Hull-White‘
Heston
Ornstein-Uhlenbeck

0.0381
0.0352
0.6935
0.1828

0.0194
0.0236
0.2018
0.2311

0.0156
0.0152
0.2064
0.1682

0.0244
0.0246
0.3672
0.194

OTM
(–0.01 < x < –0.005)

Black-Scholes
Hull-White
Heston
Ornstein- Uhlen-
beck

0.0473
0.0443
0.3365
0.1971

0.0259
0.0245
0.2309
0.1769

0.0175
0.015
0.2507
0.1192

0.0302
0.0279
0.2726
0.1644

ATM
(–0.005 < x < –
0.005)

Black-Scholes
Hull-White
Heston
Ornstein-Uhlenbeck

0.0397
0.038
0.3426
0.1884

0.0199
0.0231
0.343
0.1248

0.0171
0.0156
0.2795
0.091

0.0256
0.0255
0.3284
0.1347

ITM
(0.005 < x < 0.01)

Black-Scholes
Hull-White
Heston
Ornstein-Uhlenbeck

0.0614
0.0637
0.3405
0.1859

0.0348
0.0394
0.2494
0.0934

0.0238
0.0251
0.2332
0.0918

0.04
0.04
0.3077
0.1236

6 Conclusions

1. Stochastic volatility models are more preferable for intermediate and long
duration options.

2. In respect of profitability a stochastic volatility parameter is greater (less)
then implied volatility parameter for DOTM and ITM (OTM) options.

3. All the volatility models (except Heston model) overvalue DOTM and ITM
options but undervalue ATM options. The Hull – White model gives the
least option pricing error and the most one gives the Heston model.

4. The Ornstein-Uhlenbeck model is suitable for pricing long term options and
the Hull-White – model is relevant for various duration options.
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Abstract. XML is going to be the main language for exchanging fi-
nancial information between businesses over the Internet. As more and
more banks and financial institutions move to electronic information ex-
change and reporting, the financial world is in a flood of information.
With the sheer amount of financial information stored, presented and
exchanged using XML-based standards, the ability to extract interesting
knowledge from the data sources to better understand customer buy-
ing/selling behaviors and upward/downward trends in the stock market
becomes increasingly important and desirable. Hence, there have been
growing demands for efficient methods of discovering valuable informa-
tion from a large collection of XML-based data. One of the most popular
approaches to find the useful information is to mine frequently occurring
tree patterns. In this paper, we propose a novel algorithm, FIXiT,for ef-
ficiently extracting maximal frequent subtrees from a set of XML-based
documents. The main contributions of our algorithm are that: (1) it
classifies the available financial XML standards such as FIXML, FpML,
XBRL, and so forth with respect to their specifications, and (2) there is
no need to perform tree join operations during the phase of generating
maximal frequent subtrees.

1 Introduction

XML, a meta-level data language with great flexibility and power, has emerged
as the format of choice for data exchange across many industries and application
domains. In particular, the financial world has long been a large and demanding
user of information technology and there are a number of areas in which the
finance community is looking to XML to improve business. Most of the emerging
standards in financial data exchange rely on XML as the underlying structural
language. Within companies, XML is being used to (1) integrate legacy systems,
(2) disseminate news and information, and (3) make inroads for general financial

� This work was supported in part by the Ubiquitous Autonomic Computing and
Network Project, 21st Century Frontier R&D Program and by the university IT
Research Center project (ITRC), funded by the Korean Ministry of Information and
Communication.
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transactions. XML establishes all these issues easier because, along with web
services, it can take the data and build it easily accessible and flexible. The
use of the web services to make it easier for systems to exchange and interrogate
data without human intervention has generated the bulk of XML-based financial
data.

With the rapidly increasing volume of the data, it becomes a new challenge
to find useful information from a set of XML-based trees. In order to make
the information valuable, it is important to extract frequent subtrees occurring
as common trees embedded in a large collection of XML-based trees. However,
as observed in previous studies [3, 4], because of the combinatorial explosion,
the number of frequent subtrees usually grows exponentially with the tree size.
Therefore, mining all frequent subtrees becomes infeasible for large tree sizes.
In this paper, we present a novel algorithm, FIXiT, and a specially devised data
structure for efficiently finding maximal frequent subtrees occurring mainly in a
set of XML-based data. The proposed algorithm not only reduces significantly
the number of rounds for tree pruning, but also simplifies greatly each round by
avoiding time-consuming tree join operations. Toward this goal, our algorithm
represents each node label of a XML-based tree as a binary code, stores them in
specially devised data structures, and finds all maximal frequent tree patterns
by expanding frequent sets incrementally.

The rest of this paper is organized as follows. We begin by reviewing some
related works in Section 2. We continue in Section 3 with a description of some
notions and definitions used throughout the paper. Then, we present our new
algorithm FIXiT in Section 4. Finally, in Section 5 we sum up the main contri-
butions made in this paper and discuss some of our future works.

2 Related Works

The various works for mining frequent subtrees are described in [2, 10, 11, 12].
Wang and Liu [11] considered mining of paths in ordered trees by using Apriori
[1] technique. They propose the mining of wider class of substructures which
are subtrees called schemas. Asai et al. [2] proposed FREQT for mining labeled
ordered trees. FREQT uses rightmost expansion notion to generate candidate
trees by attaching new nodes to the rightmost edge of a tree. Zaki [12] proposes
two algorithms, TreeMiner and PatternMatcher, for mining embedded subtrees
from ordered labeled trees. PatternMatcher is a level-wise algorithm similar to
Apriori for mining association rules. TreeMiner performs a depth-first search for
frequent subtrees and uses the scope list for fast support counting. Termier et
al. [10] developed TreeFinder which uses a combination of relational descriptions
for labeled trees and θ-subsumption notion to extract frequent subtrees.

The common problems of the previous approaches are identified as follows;
(1) the number of frequent subtrees usually grows exponentially with the size of
frequent subtrees, and therefore, mining all frequent subtrees becomes infeasible
for large tree sizes. (2) The previous approaches represent each node of a XML
tree as a labeled character string. This causes increasing the number of tree
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pruning operations greatly, thus generating large number of candidate sets dur-
ing the mining phase. Furthermore, each tree pruning round during generating
candidate sets requires to perform expensive join operations. Therefore, as the
number of XML documents increases, the efficiency for extracting frequent sub-
trees deteriorates rapidly since both the cost of join operations and the number
of pruning rounds add up.

3 Preliminaries

In this section, we briefly review some notions of tree model and describe the
basic concepts of mining for XML-based data.

Definition 1 (Labeled Tree). A labeled tree is a tree where each node of the
tree is associated with a label.

Every XML-based data is represented by a labeled tree. For simplicity, in the
remaining sections, unless otherwise specified, all trees are labeled. In addition,
because edge labels can be subsumed without loss of generality by the labels of
corresponding nodes, we ignore all edge labels in this paper.

Definition 2 (Subtree). Let T = (N,E) be a labeled tree where N is a set
of labeled nodes and E is a set of edges. We say that a tree S = (NS , ES) is a
subtree of T , denoted as S � T , iff NS ⊆ N and for all edges (u, v) ∈ ES, u is
an ancestor of v in T .

Intuitively, as a subtree defined in this paper, S must not break the ancestor-
descendant relationship among the nodes of T .

Let D = {T1, T2, . . . , Ti} be a set of trees and |D| be the number of trees in D.

Definition 3 (Support). Given a set of trees D and a tree S, the frequency of
S with respect to D, freqD(S), is defined as ΣTi∈DfreqTi(S) where freqTi(S) is 1
if S is a subtree of Ti and 0 otherwise. The support of S w.r.t D, supD(S), is the
fraction of the trees in D that have S as a subtree. That is, supD(S) = freqD(S)

|D| .

A subtree is called frequent if its support is greater than or equal to a minimum
value of support specified by a user. This user specified minimum value of support
is often called the minimum support (minsup).

The number of all frequent subtrees can grow exponentially with an increas-
ing number of trees in D, and therefore mining all frequent subtrees becomes
infeasible for a large number of trees.

Definition 4 (Maximal Frequent Subtree). Given some minimum support
σ, a subtree S is called maximal frequent w.r.t D iff:

i) the support of S is not less than σ, i.e., supD(S) ≥ σ.
ii) there exists no any other σ-frequent subtree S′ w.r.t. D such that S is a

subtree of S′.
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Informally, a maximal frequent subtree is a frequent subtree none of whose proper
supertrees are frequent. Usually, the number of maximal frequent subtrees is
much smaller than the number of frequent subtrees, and we can obtain all fre-
quent subtrees from the set of maximal frequent subtrees.
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Fig. 1. Maximal frequent subtrees of XML-based dataset

Example 1. An example of a set of XML-based trees D with various financial
tags – we assume the each alphabet represents a unique financial vocabulary – is
shown in Fig. 1(a). At a glance contents of three financial documents are different
from each other and it seems that there is no similarity among them. However,
when a minimum support value is given as 2

3 , the interesting hidden information
is discovered, as illustrated in Fig. 1(b). With a sufficient reliability more than
60%, we can get to know the commonly-occurring financial information. Also
with the same reliability, we find the implicit relations between financial tags;
tag D is obtained always together with tag G.

4 Overview of FIXiT

In this section, we describe main features of FIXiT (implicit Financial
Information extraction by maXimal subTrees) algorithm which extracts a set
of maximal frequent subtrees from a collection of XML-based financial data.
The FIXiT builds on the mining algorithm EXiT-B presented in the recent work
of Paik et al. [8, 9] and extends the EXiT-B algorithm: (1) to classify available
financial XML standards with respect to their specifications, (2) to complement
the weakness of the PairSet structure, and (3) even to mine conceptual semantics
hidden in the XML data for future use. For a general overview of the algorithm
EXiT-B and its PairSet structure, we refer the reader to [8, 9].

The purpose of the algorithm FIXiT is to efficiently find maximal frequent
subtrees from a given set of XML-based data. Fig. 2 shows the outline of algo-
rithm FIXiT and a specially devised data structure for it. As stated in Fig. 2(a),
FIXiT consists of three functions: genBitSeq, compDHTi, and buildMax. The
genBitSeq function classifies every XML-based document according to SpecDi-
rectoty, and encodes each tree as a set of bit sequences by assigning an n-bit
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binary code to each node label and concatenating the codes for all nodes on
the same path. It takes as inputs a set of XML-based trees, and returns a set
of bit sequences. The function compDHTi creates and maintains a specially de-
vised data structure called, DHTi (Directory–Heads–Tree indexes), in order to
classify several XML specifications for the financial data, avoid join operations
entirely during the phase of generating maximal frequent subtrees, and reduce
the number of candidate subtrees from which frequent subtrees are derived. It
uses as inputs the set of bit sequences which were originally XML-based trees
and minimum support which is specified by a user, and produces frequent n-bit
codes to be stored in the special structure DHTi. The buildMax extracts max-
imal frequent subtrees incrementally based on the n-bit binary codes stored in
the DHTi produced by the function compDHTi. We omit the pseudo codes of
three functions due to lack of space.

There are unique features that distinguish FIXiT to other XML mining al-
gorithms: bit sequences representation of XML trees and DHTi data structure
for storing each binary code along with its tree indexes. We look a little more
deeply into those characteristics in the following subsections.

Algorithm FIXiT

Input:
D: set of trees

σ: minimum support

Output:
MFT: set of all maximal frequent subtrees

Method:
// convert each XML-based tree into a set of bit sequences

(1) minsup = |D| × σ

(2) for each tree T ∈ D

(3) BS:= genBitSeq(SD(T ), T )
// collect all sets of bit sequences

(4) SBS:= ∪T∈DBS
// calculate every frequent key and its related tree indexes

(5) FS:= compDHTi(SBS, minsup)
// obtain a set of all maximal frequent subtrees

(6) MFT := buildMax (FS, minsup)
(7) return MFT

(a) FIXiT consisting of three main
functions

0:0101 Tree index … /

0:0111

0:0110

0:0000

…

Tree index Tree index

Tree index … /Tree index Tree index

Head

1:0101 Tree index … /

1:0111

1:0110

…

Tree index Tree index

Tree index … /Tree index Tree index

Head

1

0

SpecDirectory

keyTin

(b) DHTi structure for two XML standards

Fig. 2. Algorithm FIXiT and its data structure

4.1 Representation of Bit Sequences from a XML-Based Tree

Typical methods of representing a tree are an adjacency list [5], adjacency matrix
[6], or character string [2, 7, 12]. Extracting frequent subtrees by using those
methods requires expensive join operations. Thus, to avoid the unnecessary join
expense, we adopt binary coding method for representing the tree.

Let L be a set of labeled nodes in a set of trees D. A function genBitSeq
works as follows; First, it assigns an unique n-bit binary code randomly to each
labeled node. Note that it must assign the same n-bit code to the nodes labels
with the same name. Let |L| be a total number of labeled nodes in L. Then, the
value of n is �log2 |L|. Second, it concatenates sequentially all the n-bit binary
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codes on the same path. We call the concatenated n-bit binary codes for each
path by a bit sequence (bs). Referring Fig. 2(a) again, BS denotes a set of bit
sequences derived from a single tree in D. Similarly, SBS denotes a collection of
BSs derived from D.

4.2 Generation of DHTi

Definition 5 (SpecDirectory). Given D, a SpecDirectory is defined as a
directory structure that contains each index of XML-based financial standards.

Definition 6 (Head). Given a SBS, a Head, Hd, is defined as a collection of
n-bit binary codes assigned on the nodes at each depth d of every tree in D. We
assume that depth of root node is 0. We call each member in Hd by a key.

At this point, note that there may exist some nodes labeled with the same names
in D. Thus, for each key, we need to correctly identify the list of trees to which
the key belongs.

Definition 7 (keyTin). A keyTin is defined as a single pair of (kd, tid) where
kd is a key in Hd and tid is a doubly linked list of tree indexes to which kd

belongs. A [KT ]d is a set of all keyTins for a depth d.

According to some minimum support, a collection of initial [KT ]d is classified
into two sets.

Definition 8 (Frequent keyTin). Given some minimum support σ and a
keyTin (key, tid), the key is called frequent if |tid| ≥ σ × |D|.
Definition 9 (Frequent Set). Given [KT ]d, every keyTin in [KT ]d becomes a
member of frequent set if its key is frequent. Otherwise, it belongs to candidate
set. We denote frequent set and candidate set by [F ]d and [C]d, respectively.

The initial frequent sets correspond to the frequent subtrees with only one node
commonly occurring in D. Thus, we need to further extend these frequent sets
incrementally to find final maximal frequent subtrees. For this purpose, we adopt
the operation cross-reference introduced in [8, 9]. We refer to the reader to
the paper [8] for a detailed explanation of cross-reference.

4.3 Construction of Maximal Frequent Subtrees

To derive maximal frequent subtrees from the final frequent sets, we need to
notice the following two facts: Firstly, some of the final frequent sets may be
empty. An empty frequent set at depth d indicates that there does not exist any
n-bit binary code satisfying the minimum support at depth d. Thus, we do not
need to consider those empty frequent sets for constructing maximal frequent
subtrees. Secondly, although each frequent set has a hierarchical structure, not
every key in the frequent set has connected each other in tree structures. In other
words, some n-bit binary codes in different frequent sets have edges between them
and some have not. It is required to decide whether an edge exists between two
keys being in different frequent sets. A minimum support is used to make an
edge between them.
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5 Conclusion

As a financial community looks for reducing costs and increasing the accessibility
of markets through off-the-shelf technologies and multi-vendor standards, XML
is playing a key role as the technology which suddenly made everyone want to
take part in an industry consortium and work with their competitors. Due to the
the generation of a huge amount of the XML-based financial data, the flood of
information problem has been caused. In this paper, we have introduced the novel
algorithm, FIXiT, for finding valuable information from a collection of financial
data. To this end the FIXiT extracts a set of all maximal frequent subtrees
from the set of heterogeneous XML-based trees. Unlike previous approaches,
the FIXiT classifies each XML-based document with respect to its financial
specification, represents each node of a XML-based tree as a binary code, stores
them in specially devised structures, and finds all maximal frequent subtrees
by expanding frequent sets incrementally. The most important beneficial effect
of the FIXiT is that it not only reduces significantly the number of rounds for
tree pruning, but also simplifies greatly each round by avoiding time consuming
tree join operations. We are currently working to evaluate the performance and
the scalability of our algorithm through extensive experiments based on both
synthetic data and datasets from real applications. Some of experimental results
will be presented in the workshop.
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Abstract. This article analyzes the problems of business bankruptcy, and the 
methods for bankruptcy prediction. This study proposed to join two models, one 
is the multi-discriminate Z-Score created by Altman, and the other is the Self-
organizing maps. We proposed to generate self-organizing maps based on the 
financial data of public companies that are included in the NASDAQ list. These 
maps were used for bankruptcy prediction as well as creating classification of 
financial risk for Lithuanian companies. Comparing the weak results of 
prediction we accelerated by changing of ratios weights of the Altman Z-Score 
model. In this way, it can fit to conditions of the Lithuanian conjuncture. Based 
on the original ratio weights in Altman’s Z-Score the results predicting 
Lithuanian bankruptcy were weak. The weights of Altman’s Z-Score model 
were changed to fit the Lithuanian economic circumstance. 

Keywords: self-organizing maps, Z-Score, bankruptcy, prediction, bankruptcy 
class, multivariate discriminate model, Altman. 

1   Introduction 

The forecasting of bankruptcy has always been a relevant task in the finance 
markets. Available algorithms of statistical and artificial intelligence and the 
combination of these methods provide more accurate and predictable results [8], 
[1], [7], [5]. The early history of research attempts to classify and predict 
bankruptcy is well documented in [4]. The historical development of statistical 
bankruptcy models can be divided into 3 stages: 1) univariate analysis (by Beaver in 
1966); 2) multivariate (or multiple discriminate [MDA]) analysis, and 3) Logit 
analysis (initiated by Ohlson). 

The purpose of this paper is to propose a hybrid artificial-discriminate model to be 
used as a predictive measure of corporate financial health (0-healthy, 1-bankrupt), 
based in an unsupervised artificial neural network and a multivariate discriminate 
model by Altman. Altman’s Z-Score model was created for companies that are best 
characterized in a perfect market economy as evidenced by his use of USA companies 
financial statements. In light of this mathematical basis a second purpose to this paper 
has been to present a methodology for adapting Altman’s Z-Score model based in the 
economic reality of developing countries; specifically to propose changing the weight 
measures in Altman’s Z-Score variables. 
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Therefore, the focus is to explore the capabilities of an unsupervised learning type 
of artificial neural network – self-organizing map (SOM) to solve such problems as 
bankruptcy and financial condition. Secondly it is to describe other related work 
through SOM in predicting bankruptcy and financial distress. In the third part a 
methodology is presented using a hybrid SOM-Altman model to bankruptcy 
prediction, and fourthly, the results of this study are demonstrated using the proposed 
model. In the last section the main conclusions are presented and discussed. 

2   Related Work 

Artificial neural networks (ANN) are divided into supervised and unsupervised 
learning [8]. When working in the realm of prediction supervised ANN are normally 
used. The aim of this investigation is to observe the capabilities of an unsupervised 
ANN to predict bankruptcy classes of specifically Lithuanian companies. 

The Self-organizing map (SOM) is an unsupervised learning artificial neural 
network that is generated without defining output values. The outcome of this process 
is a two-dimensional cluster map that can visually demonstrate the financial units 
which are scattered according to similar characteristics. In this case the bankruptcy 
class of data is labeled on the map and the data distribution is analyzed. A detailed 
description of the SOM method is presented in [11]. 

During the past 15 years investigations in area of SOM applications to financial 
analysis have been done. Doebeck described and analyzed most cases in [6]. Martin-
del-Prio and Serrano-Cinca were one of the first to apply SOM in financial analysis. 
They generated SOM’s of Spanish banks and subdivided those banks into two large 
groups, the configuration of banks allowed establishing root causes of the banking 
crisis [2]. 

Kiviluoto [10] made a map by means of including 1137 companies, out of which 
304 companies were crashed. SOM’s are said to give useful qualitative information 
for establishing similar input vectors. Based on Kiviluoto’s study, through visual 
exploration one can see the distribution of important indicators (i.e. bankruptcy) on 
the map. 

The previous authors work is based in an historical or current analysis of company 
and market conditions. Through this work they have been able to take past settings 
and predict forwards in time the outcomes of bankruptcy or crisis periods in market 
economy. It is proposed here that by generating SOM’s to current information future 
segmentation of credit classes can be discerned for new or existing companies. 

3   Methodology 

In this section the SOM and Altman’s Z-Score model are introduced as well as a 
hybrid SOM-Altman model. The hybrid model was created on the basis of the SOM 
and Altman’s Z-Score with an applied new methodology to change the weights of 
Altman’s Z-Score variables under a specific dataset test. 

In the self-organizing process the output data are configured in a visualization of 
the topologic original data. The unsupervised learning of the SOM is based on 
competitive learning (“winner takes all”). A detailed description of the SOM 
algorithm is presented in [6], [11], [5]. 
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Altman's Z-Score predicts whether or not a company is likely to enter into 
bankruptcy within one or two years. Edward Altman developed the “Altman Z-Score" 
by examining 85 manufacturing companies in the year 1968 [3]. Later, additional “Z-
Scores” were developed for private manufacturing companies (Z-Score - Model A) 
and another for general/service firms (Z-Score - Model B) [4]. 

According to E. Altman the Z-Score bankruptcy-predictor combines several of the 
most significant variables in a statistically derived combination. It was originally 
developed on a sampling of manufacturing firms. The algorithm has been consistently 
reported to have a 95 % accuracy of prediction of bankruptcy up to two years prior to 
failure on non-manufacturing firm. Z-Score for private firms is as follows [4]: 

Z = 0.717(X1) + 0.847(X2) + 3.107(X3) + 0.420(X4) + 0.998(X5) (1) 

where 
X1 = Working capital/Total assets (captures short-term liquidity risk), 
X2 = Retained earnings/Total assets (captures accumulated profitability and 

relative age of a firm), 
X3 = Earnings before interest and taxes/Total assets (measures current 

profitability), 
X4 = Book value of Equity/Book value of total liabilities (a debt/equity ratio 

captures long-term solvency risk), 
X5 = Net sales/Total assets (indicates the ability of a firm to use assets to generate 

sales), 
and 
Z = Overall index. 
In the original model a healthy private company has a Z >3; it is non-bankrupt if 

2.7<Z<2.99; it is in the watch-listed zone if 1.8 < Z < 2.69; it is unhealthy (bankrupt) 
if it has a Z <1.79. This paper has corrected the bankruptcy classes where a healthy 
private company has Z>1.8 and bankrupt company has a Z score of <1.8, (e.g. we 
eliminated the “gray” zone). 

In figure 1 is presented the algorithm of the proposed hybrid methodology for 
bankruptcy class prediction. 

The main steps are as follows: 

1 On the basis of the NASDAQ list companies financial statements, the Altman’s Z-
Score variables are calculated and converted to bankruptcy classes (0-healthy, 1-
bankrupt). 

2 Data preprocessing is executed. It consists of a normalized data set, a select map 
structure, a topology, a set of other options like data filter, and a set of delay etc. 

3 The SOM is generated. The Inputs of SOM are the Altman’s Z-Score variables and 
the labels are bankruptcy classes. 

4 The SOM is labeled with the bankruptcy classes. 
5 On the basis of the TEST list companies financial statements the Altman’s Z-Score 

variables are calculated. Bankruptcy classes (0-healthy, 1-bankrupt) are assigned. 
Companies that are included in the TEST lists will be used in this study and we 
will be predicting their bankruptcy class and their weights Altman model weights. 
At this step we calculate Altman’s Z-Score variables on the original weight basis. 

6 The generated SOM is labeled with the bankruptcy classes of TEST companies. 



 A hybrid SOM-Altman Model for Bankruptcy Prediction 367 

7 Labeled units of the trained SOM are compared with the same units labeled with 
TEST bankruptcy classes. 

8 Corresponded units are calculated. 
9 The second part of the algorithm is created in order to increase the number of 

corresponding TRAIN and TEST checked labels which are located on the same 
SOM map unit number. 

 

 

Fig. 1. Algorithm of proposed hybrid model and methodology of weights adoption 

10 The attempt is made to create such a map structure within which the amount of 
unit numbers has the biggest corresponding label number. 

11 The assessment of the influence of each of Altman’s model variables to the 
number of corresponding labels. 

12  When the performance of the prediction doesn’t change the algorithm is stopped. 
 

The results of this algorithm can be presented as follows: 

1. A new SOM with a concrete prediction percentage; 
2. A new multivariate discriminator model that is based on Altman’s Z score but with 

corrected weight variables. 
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4   Results of Experiments 

In this paper the possibilities of the use of SOM’s have been studied using two real 
financial datasets: companies from NASDAQ list, (or TRAINDATA) loaded from 
EDGAR PRO Online database, and a dataset of Lithuanian company financial 
statements (TESTDATA) presented by one of the Lithuanian banks. 

The basis for generating the SOM is TRAINDATA. The calculated bankruptcy 
ratios are used as inputs and the Z-Scores from Altman’s Z-Score model are used as 
labels for the identification of units in the SOM. 

Table 1. Characteristics of financial datasets 

Dataset TRAINDATA TESTDATA 
Taken from EDGAR PRO Online 

Database (free trial) 
Database of Lithuanian 
bank. 

Period of financial data 2004Y 2004Y 
Count of records 1108 742 
Number of inputs 
(attributes) 

5 

Risk class of bankruptcy 0-1 (>1.8 is healthy - <=1.8 is bankrupt) 

The SOM was trained using the SOM Toolbox for Matlab package [9]. From the 
U-matrix in Figure 2 the SOM formed four clusters. By looking at the labels, it can be 
seen that the two clusters in the left corresponds to the bankrupt class. The two other 
clusters in the right part of U-matrix correspond to the healthy class. 
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Fig. 2. U-matrix of SOM with TRAINDATA labels 

The next step is to label the map with the TESTDATA labels and calculate the 
corresponding units between the TRAINDATA and the TESTDATA labels It is 
important to note that only the units that were not empty in both TRAIN and TEST 
cases are being compared. The ratio between corresponding units and the number of 
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all TESTDATA labels in the SOM map defines accurateness of bankruptcy prediction 
which is equal to 72.678%. The U-matrix with TESTDATA labels presents at  
Figure 3(a). 

In order to increase the accuracy of bankruptcy prediction the cycle of SOM 
structure change is created. By changing SOM size, the following accuracy of 
bankruptcy prediction results is acquired: 

Table 2. Performance of bankruptcy prediction via change of SOM size 

Bankruptcy prediction (x100%) Map size 
0,69767 15 x 13 
0,69811 20 x 15 
0,72678 22 x 18 
0,68681 25 x 20 
0,68557 27 x 22 
0,68182 30 x 23 
0,68817 32 x 25 
0,65761 33 x 27 
0,66667 36 x 28 
0,66486 38 x 29 

From the results we can see that the bigger the size of the map, the lower the 
accuracy of bankruptcy prediction. The best results are acquired with the map size of 
22x18. 

The next investigation was concerned with the influence of each of Altman’s 
model variables to the performance of bankruptcy prediction. In the process of the 
cycle the weight of each variable is being changed and the change in accuracy in 
bankruptcy prediction is being monitored. It was noticed that during the change of 
label weights the accuracy of prediction achieved its highest score and it gradually 
dropped afterwards. The results show that the most important influence in the 
performance of bankruptcy prediction is the Net Sales/Total assets variable, and 
secondly is the EBIT/Total assets variable. The performance result after the 
correction of the variable weights increased from 72.678% up to 92.352% as 
follows: 

Table 3. Comparison of performance results via change variable weights before and after 

Name Variable Weight 
before 

Weight 
after 

Earnings before interest and taxes/Total assets X3 3,107 2,800 
Net sales/Total assets X5 0,998 0,400 
Book value of Equity/Book value of total 
liabilities 

X4 0,420 0,440 

Working capital/Total assets X1 0,717 0,717 
Retained earnings/Total assets X2 0,847 0,843 
Performance of bankruptcy prediction (%)  72,678% 92,352% 
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Other variables have less influence between American and Lithuanian companies. 
The variables of profitability and turnover are the most important factors which have 
the largest weight to predict bankruptcy. 

U-matrix with TESTDATA labels presented as follows (Figure 3 (b)) and can be 
visually compared with U-matrix before corrections of variable weights (Figure 3(a)). 
It can be seen that bankrupt and healthy class labels distributed comparatively to the 
labels in TRAINDATA (Figure 2). 
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  a)     b) 

Fig. 3. U-matrix of trained SOM with TESTDATA labels before and after correction of weights 

5   Conclusions 

Our experiments and the results present several conclusions: 

• The presented methodology works well with real world data, hybrid SOM-
Altman’s bankruptcy model with presented datasets predicted with 92.352% 
performance. 

• Methodology of presented hybrid bankruptcy model is flexible to adopt every 
datasets because rules and steps of methodology algorithm are universal. 

• In this paper it was shown, that hybrid SOM-Altman’s adopted bankruptcy model 
can present differences between financial statements conjuncture of two types of 
economic countries: west market economy and development economy. 
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Abstract. In this paper we develop a new approach within the frame-
work of asset pricing models that incorporates two key features of the
latent volatility: co-movement among conditionally heteroskedastic fi-
nancial returns and switching between different unobservable regimes.
By combining conditionally heteroskedastic factor models with hidden
Markov chain models (HMM), we derive a dynamical local model for
segmentation and prediction of multivariate conditionally heteroskedas-
tic financial time series. The EM algorithm that we have developed for
the maximum likelihood estimation, is based on a Viterbi approxima-
tion which yields inferences about the unobservable path of the common
factors, their variances and the latent variable of the state process. Ex-
tensive Monte Carlo simulations and preliminary experiments obtained
with a dataset on weekly average returns of closing spot prices for eight
European currencies show promising results.

1 Introduction

The factor Model, also called Index Model, is one of the basic models in finance
to analyze and describe the return generation process and the risk/reward rela-
tionships of a large number of assets. It has been used extensively in finance for
measuring co-movement in and forecasting financial time series. Traditionally,
these issues were considered in a static framework, but recently, the emphasis
has shifted toward inter-temporal asset pricing models in which agents decisions
are based on the distribution of returns conditional on the available information,
which is obviously changing. Several researchers have used Factor-ARCH models
to provide a plausible and parsimonious parameterization of the time varying
covariance structure of asset returns. Engle et al. [1] apply such structures to
study the dynamic behavior of the term structure of interest rates. Diebold and
Nerlove [2] use a latent factor ARCH model to describe the dynamics of exchange

V.N. Alexandrov et al. (Eds.): ICCS 2006, Part IV, LNCS 3994, pp. 372–379, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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rate volatility. Engle and Susmel [3] use the factor ARCH to test for common
volatility in international equity markets.

A natural generalization of the different models proposed in the above liter-
ature to a multi-state model can be achieved by allowing for model transitions
that are governed by a Markov chain on a set of possible models describing the
different states of volatility. The originality of this work is the use of a piece-wise
multivariate and linear process – which we also regard as a mixed-state dynamic
linear system – for modeling the regime switches. In particular, we suppose that
the observed series can be approximated using a time varying parameter model
with the assumption that the evolution of these parameters is governed by a
first-order hidden Markov process with m states.

2 Basic Model and Factor Structure

The model that we propose supposes that excess returns depend both on un-
observable factors that are common across the multivariate time series, and on
unobservable different regimes that describe the different states of volatility. In
this framework, we allow a dynamic structure for the conditional variances of the
underlying factors in order to investigate possible time-varying latent processes,
and their implications in modeling changes in covariance matrices over time.
This new specification is defined by:

St ∼ P (St = j/St−1 = i)

t = 1, ..., n and i, j = 1, ...,m

fst = H1/2
st f∗t where f∗t ∼ N (0, Ik)

yt = Xstfst + εst with εst ∼ N (θst ,Ψst)

where St ∼ P (St = j/St−1 = i) is a hidden Markov chain indicating the state
or the regime at the date t, and yt is a q × 1 random vector of observable
variables (financial returns). In an unspecified state St = j (j = 1, ...,m), θj

are the q × 1 mean vectors, fjt the k × 1 vectors of unobserved common fac-
tors, εjt the q × 1 vectors of idiosyncratic noises, Xj the q × k factor load-
ings matrices, with q ≥ k and rank(Xj) = k, Ψj are q × q diagonal and
definite positive matrices of idiosyncratic variances, and Hjt the k × k diag-
onal and definite positive matrices whose elements are the variances of the
common factors presumedly time varying and their parameters changes accord-
ing to the regime. In particular, we suppose that the variances of the com-
mon factors follow switching GQARCH(1,1) processes, the l-th diagonal ele-
ment of the matrix Hjt under an unspecified regime St = j since St−1 = i being
h

(j)
lt = wl

j + γl
jf

(i)
lt−1 + αl

jf
(i) 2
lt−1 + δl

jh
(i)
lt−1.
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3 Viterbi Approximation for Latent Structure Inference

The model developed above can be regarded as a random field with indices
i = 1, ..., q, t = 1, ..., n and j = 1, ...,m. Therefore, it has a switching state-space
representation, with ft as the continuous state variables. The measurement and
transition equations are, respectively, given by:

yt = θst + Xst fst + εst

fst = 0.fst−1 + fst

The task of Viterbi approximation approach is to find the best sequence of
switching states St and common factors ft that minimizes the Hamiltonian cost
in equation (1) for a given observation sequence Y1:n.

H(F1:n,S1:n,Y1:n) � Constant+
n∑

t=2

S′
t(− logP)St−1 + S′

1(− log π)

+
1
2

n∑
t=1

m∑
j=1

[
(yt − Xjfjt − θj)′Ψ−1

j (yt − Xjfjt − θj) + log |Ψj |
]
St(j)

+
1
2

n∑
t=1

m∑
j=1

[
f ′jtH

−1
jt fjt + log |Hjt|

]
St(j) (1)

where P and π are, respectively, the HMM transition matrix and the vector of
initial state probabilities.

Define first the ”best” partial cost up to time t of the measurement sequence
Y1:t when the switch is in state j at time t:

Jt,j = min
S1:t−1,Ft

H
[
F1:t, {S1:t−1, St = j},Y1:t

]
(2)

Namely, this cost is the least cost over all possible sequences of switching
states S1:t−1 and corresponding factor model states F1:t. In order to calculate
this cost we first start by introducing some notation.

f i(j)
t/t−1 = E [ft/Y1:t−1, St = j, St−1 = i]

Hi(j)
t/t−1 = E

[
(ft − f i(j)

t/t−1)(ft − f i(j)
t/t−1)

′/Y1:t−1, St = j, St−1 = i
]

f i(j)
t/t = E [ft/Y1:t, St = j, St−1 = i]

Hi(j)
t/t = E

[
(ft − f j

t/t)(ft − f j
t/t)

′/Y1:t, St = j, St−1 = i
]

From the theory of Kalman estimation it follows that for transition i→ j the
following time updates hold:

f i(j)
t/t−1 = 0.f i

t−1/t−1 = 0 ∀ i, j = 1, ...,m and (3)

h
i(j)
lt/t−1 = wlj + γljf

i
lt−1/t−1 + αlj

[
f i 2

lt−1/t−1 + hi
lt−1/t−1

]
+ δljh

i
lt−1/t−2 (4)
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Given a new observation yt at time t each of these predicted estimates can now
be filtered using Kalman measurement update framework:

f i(j)
t/t = f i(j)

t/t−1 +Kt(i, j)et(i, j) (5)

Hi(j)
t/t = Hi(j)

t/t−1 −Kt(i, j)Σ
i(j)
t/t−1Kt(i, j)′ (6)

with et(i, j) = yt − θj − Xjf
i(j)
t/t−1; Σi(j)

t/t−1 = XjH
i(j)
t/t−1X

′
j + Ψj and Kt(i, j) =

Hi(j)
t/t−1X

′
jΣ

i(j) −1
t/t−1 . Each of these i→ j transitions has a certain innovation cost

Jt,t−1,i,j associated with it, as defined in equation (7).

Jt,t−1,i,j =
1
2
et(i, j)′Σ

i(j)−1
t/t−1 et(i, j +

1
2

log
∣∣∣Σi(j)

t/t−1

∣∣∣− log pij (7)

one portion of this innovation cost reflects the continuous state transition, as
indicated by the innovation terms in equation (5). The remaining cost (− log pij)
is due to switching from state i to state j.

Obviously, for every current switching state j there are m possible previous
switching states from which the system could have originated from. To minimize
the overall cost at every time step t and for every switching state j, one ”best”
previous state i is selected:

Jt,j = min
i
{Jt,t−1,i,j + Jt−1,i} (8)

δt−1,j = arg min
i

{Jt,t−1,i,j + Jt−1,i} (9)

the index of this state is kept in the state transition record δt−1,j. Consequently,
we now obtain a set of m best filtered continuous states and their variances at
time t: f j

t/t = fδt−1,j (j)
t/t and Hj

t/t = Hδt−1,j (j)
t/t with hj

lt/t−1 = h
δt−1,j (j)
lt/t−1 . Once

all n observations Y1:n have been fused, the best overall cost is obtained as
J∗

n = min
j
Jn,j . To decode the ”best” switching state sequence, one uses the

index of the best final state, j∗n = arg min
j

Jn,j , then traces back through δt−1,j :

j∗t = δt,j∗
t+1

.
The Switching model’s sufficient statistics are now simply given by E(St/.) =

St(j∗) and E(StS
′
t−1/.) = St(j∗)St−1(j∗)′. 1 Given the ”best” switching state

sequence, the sufficient factor model statistics can be easily obtained using the
Rauch-Tung-Streiber smoothing (Rosti A-V.I and Gales M.J.F [4]). For example,
E(ft, St(j)/.) = f j∗

t

t/n if j = j∗t and 0 otherwise.

4 EM Algorithm

The joint likelihood of the observations sequence Y1:n, the continuous state vec-
tor sequence F1:n and the HMM state sequence S1:n is given by:
1 The operator E(/.) denotes conditional expectation with respect to the posterior

distribution, e.g. E(ft/.) =
S F ftp(F , S/Y).
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p(Y,F ,S) = p(S1)
n∏

t=2

p(St/St−1)
n∏

t=1

p(ft/St,D1:t−1)p(yt/ft, St,D1:t−1)

where D1:t−1 = {Y1:t−1,F1:t−1,S1:t−1}, is the information set at time t − 1,
p(S1) = πs1 : the initial state probability and p(St/St−1) = pst−1st : the transi-
tion probabilities. In the first conditional maximisation step, the model parame-
ters i.e. πj , pij , Xj , θj and Ψj can be obtained by maximizing the conditional
expectation of this complete log-likelihood function.

In the second step, being given the new values above and the fact that
yt/Y1:t−1, St = j,S1:t−1 ≈ N

[
θj ,Σ

j
t/t−1

]
, the parameters φj ={wjl, γjl, αjl, δjl}

for j = 1, ...,m can be updated by maximizing the observed log-likelihood func-
tion (using a Newton-Raphson algorithm):

L∗ = c− 1
2

n∑
t=1

m∑
j=1

St(j)
[
log |Σj

t/t−1| + (yt − θj)′Σ
j −1
t/t−1(yt − θj)

]

5 Experimental Results

In this section, we study the performance of our proposed algorithm using syn-
thetic and financial data.

5.1 Model Learning and Stability of the Estimates

The example used here has q = 6 series, m = 3 hidden states and only one
common factor. The regime switching dates are t∗1 = n/3 + 1 and t∗2 = 2n/3 +
1. The iterations of the EM algorithm2 stop when the relative change in the
likelihood function between two subsequent iterations is smaller than a threshold
value = 10−4. In this experiment we try to estimate the parameters of the
model and to study the behavior of the estimates when the size of the sequence
n increases. A natural metric to measure the distance of estimators from the
true parameters is the Kullback-Leibler divergence (Juang and Rabiner [5]). For
each value of n, the estimation procedure was carried out a hundred times,
and the distances K̃n(Θ0, Θ̃n) between each of the hundred estimators and the
true parameter Θ0 were evaluated on a new sequence, independent of the first
hundred sequences used to obtain the estimators. Figure 1 clearly shows a general
decrease in average and spread of the distances with increasing n. This imply an
increasing accuracy and stability of the estimators as n increases.

5.2 Model Selection Procedure

Comparing the adequacy of different models may be done by computing a crite-
rion for each model and comparing the criteria values. In this experiment BIC
2 The initial parameters for the EM algorithm, were obtained by randomly perturbing

the true parameter values by up to 20% of their true value.
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Fig. 1. Box plots of K(Θ0, Θn)

and ICL criteria are used. The ICL criterion, is based on the maximization of
the integrated complete log-likelihood function (Biernacki and Celeux [6]). Here
we consider two different heteroskedastic specifications. For the two examples,
q = 6 and n = 900 was used. In the first case the true model is the one used in
5.1. In the second case, we take m = k = 2 and t∗ = n/2 + 1.

The steps for the model selection procedure are as follows. For each selec-
tion criterion, first, train various model configurations (obtained by varying the
number of states and the number of factors). Second, use the output of EM to
compute the values of the selection criterion for all configurations and select the
one that yields the lowest value. In the two examples, random initialisation was
used for the implementation of the learning algorithm. With this intention, we
generated 100 different data experiments according to the true model. In the
first case the results show that BIC and ICL chose 3 states and one factor most
of the time (68%, 73%). This is the best classification, since the use of one or
two states is not enough to represent the data, and choosing two factors corre-
sponds to an overfitting. In the second case, BIC and ICL choose also the true
specification most of the time (79%, 81%).

5.3 Financial Data

We have applied our model also to learn and analyze the co-movements amongst
several exchange rate returns during the period where the European exchange
rate mechanism has experienced a succession of crisis which reached its first
culmination at the end of August 1992. What has been the impact of these
changes on the nature of volatility? Has the degree of co-movement increased
or decreased? Have common fluctuations become more or less volatile? Has the
impact of crises on individual countries evolved over time? These questions are of
interest to both policy makers and academic economists. For example, the ques-
tions of whether the common volatility has increased or declined, and whether
countries have become more or less symmetric, are central to monetary and fiscal
policy issues.

The time series considered here are the weekly average returns of closing
spot prices relative to the US Dollar of the FRF, CHF, ITL, DEM, BEF, ESP,
SEK, and GBP from 07/17/1985 to 01/22/1997 (600 observations). We trained
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Fig. 2. Estimated Volatility of the French Franc (Graphic 1 ) and the Values of St(j)
given by the Viterbi algorithm (Graphics 2, 3, 4 )

various model configurations (obtained also by varying the number of states and
the number of factors). The key point for initialization consists in implementing
a standard EM algorithm by supposing that the factors are homoskedastic 3.
Thereafter and given the output of the EM algorithm, we can use the values of
St(j) in order to obtain the optimal sequence of hidden states. At the second
step, a particular simple conditionally heteroskedastic factor model is initialized
for each segment. For this, one can use the empirical covariance matrices as
estimates of the idiosyncratic variance matrices Ψj and the empirical means as
estimates of the means θj . The parameters of the conditionally heteroskedastic
variances are initialized by applying a GQARCH(1,1) model to each segment
of data. Finally, the elements of the transition matrix P, can be initialized by
counting the number of transitions from state i to state j and dividing by the
number of transitions from state i to any other state.

All the selection criteria argue that the time varying covariance structure
could be modeled by two conditionally heteroskedastic common factors and three
markovian regimes. For example in the cas of French Franc, figure 2 shows how
the model is capable of accurately detecting abrupt changes in the time series
structure and, in particular, the severe disruption by the violent storm which hit
the European currency markets in September and October 1992. This segmen-
tation shows that the third model is responsible for the high volatility segments,
the second model is mainly responsible for the time period before September
1992, and the first for the lower volatility segments after 1993. This figure shows
also that the average duration stay in the first regime is about 31.88 months
versus 89.38 in the second and 28.73 in the third. For the two common factors,
estimated αi and δi are both statistically significant and their sum is slightly less
than one which indicates strong GARCH effects and persistence in the volatility
of exchange rates. The results show also that all the correlations between the

3 In practice, 20 iterations of the EM algorithm are largely sufficient.



Learning and Inference in Mixed-State Factor Models 379

different currencies have declined just after August 1992. This is not surprising
because at the end of 1992 the range of the Exchange Rate Mechanism expanded
to 30%, which practically meant a return to free fluctuation.

6 Conclusion

The paper has developed a novel solution to the problem of modeling condi-
tionally heteroskedastic financial time series subject to Markov switching within
a multivariate framework. This new specification takes into account, simulta-
neously, the usual changing behavior of the common volatility due to common
economic forces, as well as the sudden discrete shift in common and idiosyncratic
volatilities that can be due to sudden abnormal events.

One of the most interesting applications of this new dynamic specification
in finance is the possibility of obtaining on-line predictions of the time varying
covariance matrices that is useful for dynamic asset allocation, active portfolio
management and the analysis of options prices. The analysis in this paper can
be also extended in several ways. First, our model can be generalized to one
where one allows the idiosyncratic variances to be a stochastic function of time.
Secondly, we can also think of the case where the state transition probabilities
are not homogeneous in time, but depend on the previous state and the previ-
ously observed covariates levels. The study of such models would provide more
flexibility in financial applications.
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Abstract. The construction for a P2P-based high performance computing 
platform (P2HP) is presented to address parallel problems in this paper. P2HP 
utilizes idle computers in the Internet with great scalability to form an enormous 
computing capability for scientific supercomputing and volunteers form 
autonomous unstructured P2P network domains. The configuration of P2HP is 
easy and a programming model is provided. Its applications involve a large range 
of problems, and a benchmark is applied to evaluate its performance. 

1   Introduction 

Peer-to-Peer (P2P) fashion can construct supercomputers far beyond the power of any 
current computing center, which make HPC much less expensive and much more 
accessible than clusters [1]. Because P2P addresses failure for dynamics, personal 
computers (PCs) in the Internet are suitable to participant into P2P computing. There 
are countless PCs which are idle most of time. The collection of them in P2P systems 
has potentially enormous computing power. 

Currently, most P2P-based computing systems belong to special organizations, and 
they are just used to solve one scientific or commercial high throughput problem. The 
characteristic of HPC is more instantaneous than that of high throughput computing 
(HTC), which makes them more tight constraints in HPC systems than in HTC [2]. 

A P2P-based HPC platform, P2HP, is depicted to assemble idle Internet resources in 
this paper. P2HP is constructed as a 3-layer network architecture, where volunteers 
form autonomous unstructured P2P domains. The computing power increases with the 
rise of volunteers number. It is easily configured, and the management cost is 
distributed into autonomous domains, which brings the advantage that P2HP fits 
various environments and users. A one-sided message passing (OMP) [3] 
programming model is provided for users, which makes P2HP can work on a variety of 
problems, especially infinite workpile applications with deadlines [4]. 

The rest of the paper is organized as follows. Related works are reviewed in section 
2. The system architecture of P2HP is outlined in section 3, and its design issues are 
described in section 4. To test its high performance characteristics, sequence alignment 
in bioinformatics is applied as a benchmark in section 5. Finally, a conclusion is drawn 
in section 6. 
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2   Related Works 

There are many P2P-based computing systems designed to harness idle cycles of 
Internet-connected workstations [5], which are also known as “public-resource 
computing” or “global computing”, such as SETI@home [6], Folding@home [7], 
Prediction@home [8]. Without providing a programming model, they are just used to 
solve one scientific or commercial HTC problem. With its OMP programming model, 
P2HP can solve a large range of problems. 

Furthermore, a number of middleware for public-resource computing have been 
provided, such as BOINC [5], OmniRPC [9], and XtremWeb [10]. The clients of these 
systems contact directly with the server or through an agent, which is different from the 
communication mechanism of P2HP. With autonomous domains, the resource 
management of P2HP is decentralized, and most communication between entries exists 
in local domains. 

OurGrid [11] is a solution of running applications of Bag-of-Tasks. The job 
scheduler is based on a provider-consumer algorithm. Different from the OMP 
programming model of P2HP, it provides a script-command application programming 
model which is limited for applications. 

3   System Architecture 

P2HP is constructed as a 3-layer network, as well as a pool for accessing data 
(Datapool) and a user interface (User), shown in Figure 1. The module User is used to 
manage the submission of applications, and Datapool is used to manage the storage of 
applications’ related data. 

 

Fig. 1. Architecture of P2HP 

The basic components of the 3-layer network are monitors, dispatchers and workers. 
The monitoring of the whole system is done by monitors, which are grouped as Monitor 
Group (MG). Dispatchers schedule tasks to the workers, and all of the dispatchers are 
grouped as Dispatcher Groups (DGs). A dispatcher can choose one or more monitors to 
join, and the chosen monitor is then its host monitor. Workers execute subtasks of 
applications and each of them is attached to a dispatcher. 
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The parallelism of applications in P2HP is in the application level, and applications 
are divided into small tasks. Each task finishes certain computing work for the 
application. One of them participates in the control of the tasks’ execution flow, and it 
is defined as the main task, while the others are defined as subtasks. Programmed with 
OMP, applications are transferred into Datapool, and a project file (JobFile) is 
generated, which is submitted to a monitor in the MG. They are then performed through 
the scheduling process of P2HP. 

4   Design Issues 

4.1   Entries of 3-Layer Network 

The running of the whole system is controlled by entries of the 3-layer network. 
Monitors inquire the information of the actions of participants and the running states of 
applications. Dispatchers poll the attached workers to inquire their states, which is 
similar to the heartbeat mechanism. The worker accepts their messages and sends back 
state information for its available hardware and software resources and executes 
dispatched tasks. 

A dispatcher with a number of attached workers forms an autonomous domain, and 
the dispatcher is the dominator of the domain. Each domain is constructed as an 
unstructured P2P network. All the dominators are monitored by the monitor. The 
metric with autonomic domains for resource management in the 3-layer network 
exploits the scalability of P2HP. 

4.2   Data Management 

Data is accessed in the Datapool, and all the requested data is transferred by a 
transmission protocol and managed by the local storage system. 

4.2.1   Storage Management 
In the Datapool, the data is accessed in the form of files, and they are assembled in a 
directory. The directory management of the Datapool is combined with a lightweighted 
database, the Berkeley DB, which is an embedded database. It is used to record and 
dynamically update the information of tasks’ states. 

Services are provided by the database, and they give universal interfaces to the 
Datapool’s requests from clients. With the database turned on, the process of the usage 
for these services is passed through applying a service, attaining information and 
returning its result. 

4.2.2   Data Transmission 
The data transmission is implemented as a Fast Data Transfer Protocol (FDTP). It is 
based on a network-connected pipe, which consists of a message channel for messages 
and a data channel for corresponding data files. 

During the transmission, the data files are formatted as an I/O stream, and states are 
defined, such as BEGIN_TRANS and FINISH_ONCE for the beginning and finishing 
of the process, IDLE for none, SYN_RECEV and SYN_SENT for synchronization of 
receiving and sending a message. The transmission process is expressed by a state 
transition shown in Figure 2, where the real line represents the server’s state transition, 
while the dashed one represents that of the clients. 
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Fig. 2. State transition during data’s transmission 

Both clients and the server start the transmission from the IDLE state, and the 
transition of their states will pass through BEGIN_TRANS, EINISH_ONCE, and 
IDLE in the end. A file transfer starts with BEGIN_TRNAS, and ends with 
FINISH_ONCE. If there are other data files to be transferred, both server and client are 
BEGIN_TRANS again and begin to resolve the next data file. If an error occurs, the 
transferring fails and both of them are IDLE and prepare next transaction for next 
request. The procedure is iterated until all data files have been transferred, or an error 
occurs. Each transition will be synchronized with SYN. One of them is the sender, 
while the others are the receivers. 

4.3   Scheduling 

The running of an application is initiated by the main task, which applies subtasks from 
the monitor with a program ID and the number of subtasks. The Monitor selects one or 
several dispatchers with the lowest load and redirects the JobFile to them. Each of these 
dispatchers is assigned part of the project’s subtasks. Then the main task requests those 
dispatchers to execute its subtasks. 

The dispatcher schedules its workers to execute subtasks. If there are unfinished 
subtasks, the dispatcher distributes them to the idle workers. The worker who gets a 
task attains the task’s program and related data from the Datapool. Then the worker 
performs the execution of subtasks. Finally, the worker returns the result of the subtask 
to the Datapool after finishing the execution. After all the subtasks have been finished, 
the main task gets their results from the Datapool, and further resolves them to get the 
final result. 

4.4   Monitoring and Fault Tolerance 

To ensure the availability, measures have been taken to trace P2HP’s computing 
resources and the running states of applications’ tasks. It is collaborated by monitors 
and dispatchers. The monitor is the supervision center of the system. 

The monitor and the dispatcher cooperate as follows. In an autonomous domain, 
workers are traced by the dispatcher periodically. All the dispatchers are traced by the 
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monitor. The transaction to each entry’s fault is trigged off during the tracing. The load 
of the entry with errors will be substituted by another one in its group. This procedure is 
controlled by the entry in the top layer of network. 

4.5   Software Development Kit 

To be adaptive to multiple applications, the OMP programming model has been 
provided for users. OMP has been deliberately kept simple with minimum conceptual 
overhead. It consists of a communication library (ComLib) and a software development 
kit (SDK) for users. 

The ComLib is used for the communication between tasks and the Datapool, and it is 
packaged based on the system’s data transmission module. The SDK is responsible for 
providing application programming interfaces for subtasks (SubAPI) and the main 
tasks (MainAPI). 

The OMP is a one-sided message passing model. As the shared remote space, the 
Datapool will respond to the request messages. When the client that has dispatched 
tasks needs the correlative data, it only locally triggers off a message like sending or 
receiving, and resolves this message to the Datapool. Then the requested data will be 
transferred by the ComLib between the Datapool and the client. 

5   Experiment 

To evaluate the performance of P2HP, we use a benchmark with speedup of the 
parallelized program in P2HP to the original sequential one in a PC. The benchmark is 
sequence alignment, which is a basic problem of bioinformatics. 

5.1   Methods 

The environment of P2HP is conducted in a network with 30 normal PCs. All 
computers are connected by a 100Mbps Ethernet switch. The frequencies of CPUs are 
from 1GHz to 2.4GHz. The Datapool is installed in a PC, where the Monitor and the 
Dispatcher are also configured. Other computers join the platform as workers as 
necessary. 

CLUSTAL W and its variants are the most common used software packages for 
multiple alignments. First, the sequences are aligned by the sequential CLUSTAL W 
program in a PC. Then, as presented in [3], the sequential one is parallelized with OMP 
and run in P2HP. Assume that the number of sequences for multiple alignments is n, 
and the number of pairwise alignments in a subtask is k. Then the number of the whole 
pairwise alignments PA and the number of subtasks NS are shown in Formula 1 and 2. 
The phylogenetic tree is constructed according to the distance matrix of all the pairwise 
alignments, which is used to conduct the order of progressive alignment for multiple 
sequences. 
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5.2   Evaluation 

One hundred sequences are selected from NCBI (National Center for Biotechnology 
Information) which is one of the sequence databases in the world. The number of each 
sequence’s letters is from 957 to 1534. In the CLUSTAL W program, the formation of 
phylogenetic tree through pairwise alignments costs about 440s. 

In the parallelized execution for pairwise alignments in P2HP, it is assumed that the 
time for each pairwise alignment is CP, and the communication time is CM. The time for 
disposing of distance matrix is PT, and the execution time TP of the parallelized 
CLUSTAL W in P2HP is shown as Formula 3. The execution time TS for the sequential 
program is as Formula 4. 

The speedup V of the parallelized one in P2HP to the sequential is depicted in 
Formula 5. Combined with Formula 1 and 2, V is further represented in Formula 6. 
With the number of sequences as a constant, the speedup increases with the decreasing 
of k, and the maximum value is attained when k=1. 
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Fig. 3. Speedup with the increase of workers 

 
Fig. 4. Speedup with the increase of subtasks 

 
To further verify its performance, we divide the alignments into 98 subtasks and 

increase the workers. The time for sequence alignment in P2HP decreases, and the 
speedup to the sequential CLUSTAL W increases, shown in Figure 3. If the number of 
workers is small, the speedup is less than 1, which means that the parallel execution of 
a small quantity of workers can not afford the cost of the communication. 
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Supposed that the number of workers is a constant as 18 and the number of subtasks 
is much larger than 18, the speedup to the sequential program is decreasing with the rise 
of the subtasks’ number, as shown in Figure 4. It shows that P2HP is more adaptive to 
the computation intensive applications. 

The experiment demonstrates that P2HP is an efficient and practical distributed HPC 
platform, especially to the computation intensive applications. To get the expected 
performance of P2HP, the number of subtasks should match that of workers in a limited 
environment, and applications should be divided into more subtasks if there are enough 
workers in the system. 

6   Conclusion 

P2HP is constructed as the 3-layer network that consists of monitors, dispatchers and 
workers, as well as a user and a Datapool. Based on unstructured P2P, P2HP is scalable 
and adaptive to dynamic environments. Augmenting the number of workers, its 
computing capability is increasing. With an easy configuration, P2HP is applicable. 
Moreover, the benchmark shows that it can provide scalable and enormous power for 
HPC applications. 
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Abstract. This paper introduces a new load balancing algorithm, called LDMA 
(Load balancing using Decentralized decision making Mobile Agents), which 
distributes load among clustered web servers connected in a mesh topology, by 
a communications network and compares its performance with other load 
balancing algorithm: MALD (Mobile Agent based LoaD balancing). 
Architecture is developed for the same and all necessary attributes such as load 
deviation, system throughput and response time incurred as a result of the work 
are dealt with. In past works, a centralized decision making algorithm was used 
for dispatching requests to web servers in the distributed client/server 
environment. In the proposed approach, a decentralized decision making 
algorithm is used for distributing requests among web servers. The simulator is 
developed in C++ and its performance is evaluated. The analysis shows that 
LDMA is better than centralized decision making load balancing algorithms. 

Keywords: Load balancing, decentralized decision making, mobile agents, 
clustered web servers. 

1   Introduction 

A distributed computer system is a collection of self-sufficient computers located at 
diverse or identical sites and associated by a communication network. The 
performance of a distributed system is enhanced to an adequate level by distributing 
the workload among the servers. Normally, load balancing occurs at the server side 
and assists to balance the load in distributed computer system. Winston [1] proved 
that the most excellent mechanism for achieving optimal response time is to distribute 
the workload equally among the servers. Incoming client requests should be evenly 
distributed among the servers to achieve quick response time. Traditional load 
balancing approaches on distributed web servers are implemented based on message 
passing paradigm. At present, mobile agent technology is used to implement load 
balancing on distributed web servers. Mobile agent is defined as a software 
component that can move freely from one host to another on a network and transport 
its state and code from home host to other host and execute various operations on the 
site [6]. The mobile agent based approaches have the merit of high flexibility, low 
network traffic and high asynchrony. 
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Distributed web servers deploy in different geographical scopes. They can be 
organized into cluster of web servers linked through Local Area Network (LAN), to 
provide high processing power and reliability. The servers are heterogeneous in terms 
of hardware configuration, operating systems and processing power. Generally, load 
balancing on Wide Area Network (WAN) is more time consuming since it involves 
the interaction between remote servers for gathering load information, negotiating on 
load reallocation and transporting the workload [2]. All approaches in this context so 
far has been using only centralized decision making. But, an architecture based purely 
on a centralized server is extremely vulnerable to congestion. In addition, it 
introduces a single point of failure in the Web system, as stated in [9]. Hence, we 
approach the problem in a totally different dimension, by introducing the concept of 
“decentralized decision making”. LDMA uses mobile agents for this idea. In LDMA, 
there is no collection of load information and request transfer policy between web 
servers. Each server processes client requests independently and interact with others 
to share the workload. 

2   The LDMA Framework 

The overall architecture of the LDMA framework is as shown in figure 1. The LDMA 
framework defines two worlds, namely: client world and server world. The client 
world is an aggregation of all the clients in the physical world, and the server world is 
an aggregation of the clustered web servers, which are called replicas. The client 
world communicates with the server world via the dispatcher. The queue at the 
dispatcher has a finite buffer and a tail drop discard policy. But, unlike the other 
approaches, in which the dispatcher re-routes the client requests to corresponding 
servers (centralized decision making), the work of the LDMA dispatcher is just to 
broadcast client requests to all the replicas. The decision-making for load balancing 
among replicas take place only by the interaction of mobile agents between the 
replicas. The replicas are inter-connected by mesh topology. Each replica has the 
following two modules: 

1. MASM – Mobile Agent Servicing Module 
2. SND – Search aNd Destroy module. 

The work of the MASM is to communicate the mobile agents with other replicas to 
make them decide which replica may process a request and the work of the SND 
module is to search for and delete (remove) a particular request from the replicas 
queue. The LDMA framework uses the concept of “ranked web-servers”, i.e., each 
replica is statically assigned a rank based on which priority is given for processing a 
request. 

2.1   LDMA Load Balancing Scheme 

Initially, upon the arrival of a client request, the dispatcher broadcasts it to all the 
replicas, after assigning a RID (Request ID) to it. The replicas accept the request, but 
the request processing does not start immediately. Instead, the request is  placed  in its 
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Fig. 1. The LDMA Framework 

 “waiting state”. Each replica sends a mobile agent, with replica’s rank and the RID 
just accepted, which we call “RID under siege”. The mobile agents travel to the other 
replicas and check the state of the same request in the destination replicas. Then, they 
can return back to the source replica with either of the following messages: 

1. Accepted: This case occurs when the rank of source replica is less than the rank of 
the destination replica, and the RID under siege is in waiting state in the destination 
replica. On receiving back this message, the source replica just ignores the accepted 
request, and chooses the next request. 
2. Deleted: This case occurs, 
i. when the rank of source replica is greater than the rank of the destination replica 
and the RID under siege is in waiting state in the destination replica, or 
ii. irrelevant of the ranks, the RID under siege is in the queue in the destination 
replica.  

The mobile agent triggers the SND module at the destination replica, which 
removes the RID under siege from the destination replica. On receiving back this 
message, the source replica starts processing the request. 
3. Not Found: A mobile agent returns back to source replica, with this message, when 
RID under siege is not found either in its waiting state or even at the queue of the 
destination replica. This case occurs when the RID under siege has already been 
removed from the destination replica’s queue, by a mobile agent from the other 
replica. On receiving back this message, the source replica may choose to ignore or 
accept the request, depending on the other mobile agent’s response. 
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Fig. 2. LDMA Transition Diagram 

To retrospect (as shown if figure 2), a replica, on accepting a request, sends mobile 
agents to other replicas and waits for the response. It ignores the request, if at least 
one of the responses is an “Accepted” message. It starts processing the request 
otherwise. Moreover, in case of a packet loss of a mobile agent, a replica waits for a 
maximum of twice the RTT (Round Trip Time) of the mobile agent. In case of no 
response message, the replica starts processing the request. Also, the dispatcher 
assigns RIDs using mod N arithmetic, i.e., 

RID = i mod N, where i = 0, 1, 2, 3… 

The RIDs are in increasing order. Hence, the work of SND module at a replica is 
easier and it searches for RID under siege from the top (using the sequential search 
algorithm), till ith request in the queue, where i is “just greater than” the RID under 
siege. After the ith request, the RID under siege cannot be found elsewhere in the 
queue (since RIDs are in increasing order), except in the next cycle of RIDs. 

3   LDMA Simulation Model 

The software simulator was designed in C++ and implemented to model the LDMA 
load balancing technique in the distributed web server environment.  Workload of a 
replica is determined by the number of request processed at each replica. To achieve 
best performance results a method applied needs to minimize workload difference 
between the replicas. For load balancing algorithm Te and Td are complied. Te is the 
elapsed time from the start of the first client call until the entire clients call and Td is 
the delay time representing the sum of all the delays associated with the client’s 
requests. Simulation parameters governing the generation of client’s events are 
summarized below: 
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Load distribution: The load on the server is denoted by the number of requests 
processed in the server. The average load distribution deviation over all servers is 
calculated to show the effect of load balancing. 

System throughput: the overall throughput of the web server cluster, measured in 
the number of requests processed per second. 

Network traffic: the overall communication overhead in the cluster, measured in 
the total number of data (bytes) transferred in the communication.  

Table 1. Simulation parameters used 

Simulation Parameter Value 

Servers 3 

Request/client 1 

Data rate  (Transmission 
speed) 

10 MBps 

http request file size <= 2 MB 

Propagation Delay Negligible 

Mobile agent RTT 0.5 ms 

Processing Delay Negligible 

 

Graph 1. The LDMA system throughput 
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Graph 2. System throughput with web server 2,3,4,5 
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Graph 3. LDMA Network Traffic 

Graph-1 shows the system throughput performance of MALD and LDMA for 700 
requests. The LDMA performance is slightly better than MALD. Graph-2 shows the 
system throughput of LDMA having different number of servers in cluster. Graph 3 
shows the network traffic of LDMA. The overhead of the packet is 50 bytes. The 
dispatcher broadcast the incoming requests to all servers. The communication 
overhead for totally N servers is as high as O (N2).  Network traffic is measured by 
the total number of bytes transferred in the communication. The network traffic of 
web server cluster having 2 to 5 servers is as shown in Graph-3. In the beginning, 
three server's exchanges message for processing the request takes 300 bytes 
communication overhead. The next two requests take 200, 100 bytes communication 
overhead respectively.  The communication overhead of the afterward requests 
depends on the previous request processing time. 
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Table 2. Load distribution on three servers 

 

4   Conclusion 

LDMA approach to load balancing possesses several advantages. First, decision 
making is decentralized and response time improves as the number of replicas 
increase. Second, use of mobile agents imposes the merits of high flexibility, low 
network traffic and high asynchrony. Third, no replica remains idle at any time while 
other replicas are busy processing requests. The requests start processing in the arrival 
order.  But still, this method has some drawbacks. First, the use of mesh topology to 
inter-connect the replicas, limits the scalability of the system to a certain extent. But, 
since usually web server clusters in LAN consist of a maximum of only 7 to 8 servers, 
the system is considered to be scalable. Second, a failure or fault in the transaction 
path of mobile agents between two replicas may result in processing of the same 
request by many replicas and hence reduce the throughput of the entire system. But, 
this kind of fault is very rare in a LAN environment and is also easy to detect and 
repair. 
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Abstract. The object-based storage system, in which files are mapped onto one 
or more data objects stored on Object-Based Storage Devices (OSDs), has 
distributed storage system architecture. In such a system, the policy for object 
allocation is a critical aspect affecting the overall systems performance. 
Hashing and fragment-strip are two common techniques used for managing 
objects, but both have their disadvantages, and advantages, e.g. hashing 
achieves good workload balance and provide rather high effectiveness in 
allocating data, but it can not provide readily available parallelism for large file; 
fragment-strip takes full advantage device parallelism, simplifies the clients’ 
operations, but this policy is not fit for small file. In this paper, we present an 
efficient algorithm that combines the advantages of these two approaches while 
avoiding their shortcomings. The key factors which can impact the performance 
of the whole system in the objects allocation are also be discussed. 

1   Introduction 

Object-based storage systems represent files as sets of objects stored on self-managed 
Object-Based Storage Devices (OSDs). By distributing the objects across many 
devices, these systems have the potential to provide high throughput, reliability, 
availability and scalability [1]. Much research has gone into hierarchy management, 
scalability, and availability of distributed file systems in projects such as AFS [3], 
Lustre [8], GFS [11], Coda [12] and GPFS [13], but relatively little research has been 
aimed at improving the efficiency of objects allocation in large scale object-based 
storage systems. The algorithm used for object allocation determines the performance 
of the system at the beginning of the communication process. It affects the workload 
among the devices, and it also influences the OSD-level parallelism of the object-
based storage system. 

The object-based storage model is emerging as architecture for distributed 
storage systems. Traditionally, metadata and data are managed by the same file 
system, on the same machine, and stored on the same device [3]. For efficiency, 
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metadata is often stored physically close to the data it describes [4]. In some 
modern distributed file systems, data is stored on devices that can be directly 
accessed through the network, while metadata is managed separately by one or 
more specialized metadata servers [5].  

Currently, most approaches to object allocation employ one of two techniques. The 
first one, which we call hashing [2], allocates a file to one device by using hashing 
functions that map file IDs to OSD IDs. This approach converts a file to one object 
and sends it to only one device. The second object allocation technique, which we call 
fragment-strip or fragment-mapping [2], uses equal-sized fragments of each file to 
widely distribute the file among the OSDs.  

Our object allocation scheme combines the best aspects of hashing and fragment-
strip. In the algorithm, when the file is small, it is converted to a single object and 
directly mapped to an OSD by hashing. If the file is large, it is converted to multiple 
objects and each object will be distributed to an OSD.  

2   Related Works 

To improve the scalability of hashing, a self-adaptive hashing scheme is presented in 
[6]. To reduce the cost of adaptation and continue to exploit the high effectiveness of 
hash functions, the self-adapt hashing policy is designed to improve scalability.  

In OBFS (a file system for object-based storage devices) [1], the boundary of small 
objects and large objects is set at 512KB. The workload characteristics of a high-
performance distributed file system from Lawrence Livermore National Laboratory 
(LLNL) [7] were analyzed as an example of large-scale distributed file systems [1]. 
OBFS provides most of the files are larger than 4 KB and the majority of all files are 
distributed between 32 KB and 8MB. Those files that are smaller than 4 KB (a typical 
block size for a general-purpose file system) only account for a very small portion of 
the total files.  

In the Panasas storage cluster [9], if a file is smaller than 64KB, it will be mirrored 
on the first two component objects (RAID 1). If the file is larger than 64KB, it will 
use additional component objects, up to full stripe worth (RAID 5). That means that 
64KB is the boundary distinguishing small files from large files, and that objects are 
not larger than 64KB. The Lustre cluster file system [8] logical object volume 
management (LOVM) manages the objects as RAID.  

3   Algorithm Design 

3.1   The Boundary of Small and Large File 

According to OBFS [1], this boundary of small and large files should be 512KB. The 
OBFS's conclusion was based on the analysis of LLNL [7] workload characteristics. 
In the LLNL [7] workload, we estimate that about 85% of all objects will be of size 
512 KB and 15% of all objects will be of size smaller than 512 KB. We will refer to 
files that are smaller than 512KB as small objects and the rest as large objects. Small 
objects and large objects are treated differently by the object allocation algorithm. 
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3.2   The Optimal Number of Objects Mapped from One File 

The relationship between the number of OSDs and parallelism is quite complex. More 
devices provide more transfer channels and data can be transferred in parallel. 
However, increasing connections can also bring down the performance, because 
establishing connections takes time, especially when connections are numerous. Thus, 
while increasing the number of devices mapping to the same file improves 
parallelism, it consumes extra resources of the system. 

We can describe the relationship described above with the following formula: 
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Tp: The time of transferring file with multiple objects in parallel. 
T: The time of transferring file sequentially. 
n: Number of objects mapped to a large file. 
a: The sum of sender overhead, receiver overhead and the time of flight of 

transferring a file. 
b: The time for transferring a whole file to a single device. 

)(tδ : Other delays of objects transmission, it is an amendment factor of the 

formula. 
Numerator of the formula is made up of three terms, which are n*a, b/n and )(tδ .

The term n*a means connecting to n devices costs n times of the overhead connecting 
to a single device. And the b/n indicates that n devices' parallel working can make 
bandwidth n times wider than the single-devices situation. 

Let's review the performance parameters of interconnection networks. 
Depending on whether it is an SAN, LAN or WAN, the relative lengths of the time 

of flight and transmission may be quite different from those shown here, based on a 
presentation by Greg Papadopoulos of Sun Microsystems. [10] 

Total latency = Sender overhead + Time of flight + (Message size / Bandwidth) + 
Receiver overhead                       (2)

Notice that the time of flight for SANs is so short relative to overhead that it can be 
ignored, yet in WANs, time of flight is so long that sender and receiver overheads can 
be ignored. Thus, we can simplify the performance equation by combining sender 
overhead, receiver overhead, and time of flight into a single term called Overhead:

Total latency  Overhead + (Message size / Bandwidth)                   (3)

In our formula: 

a = Overhead, b = (Message size / Bandwidth)                        (4)

Although the )(tδ  has some relationship with n, their relationship is rather loose. 

That is to say, we can simplify )(tδ  to a variable c that is irrelevant to n.

We can simplify our formula by replacing )(tδ  with c: 
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The reciprocal of the above formula, T/Tp is the speedup in file transfer time as a 
result of parallelism. To maximize the speedup is equivalent to minimizing the above 
formula for Tp/T. Since we are interested in how to best map a file into objects, 
namely, determining an optimal n, for data transfer, although a, b are not constants, 
they are irrelevant to n. We now show that the sum of the two terms containing n has 
a minimum when n= ab / , as follows. 

Let F(n) =
ba

b

nba

a
n

+
×+

+
× 1 , and solve for 

dn

ndF )( =0, we have n= ab / . Since 

2

2 )(

dn

nFd >0, F(n) has a global minimum at n= ab / . Therefore, 

ba

c

ba

ab

T

Tp

+
+

+
≥ 2                                                    (6) 

The Overhead is the time for the processor to inject the message into the network, 
including both hardware and software components. For pedagogic reasons, we 
assume that Overhead is not dependent on message size. (Typically, only very large 
messages have larger overhead.) So we can assume that a network with a bandwidth 
of 1000 Mbits/second has an Overhead of 80 microseconds [10]. This situation is 
very common in today's network, and we use this representative case to estimate the 
parameter we need. As the factor c/(a+b) do not impact n, we can ignore it. 

Fig. 1. The Relationship Curve of Tp/T and n 

Figure 1 describes the relationship Tp/T and Number of Devices n according to 
formula (6). Figure 1 shows that for 1MB and 2MB files, when n >= 10 the change in 
Tp/T is not distinguishable. And for 4MB, 8MB and 16MB, when n >= 20 the change 
in Tp/T is not distinguishable. So do files above 32MB when n >= 40. We can arrive at 
a conclusion: n=10 (1MB-2MB), n=20 (4MB-16MB), n=40 (32MB-1GB). 
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3.3   How to Select OSDs for Parallel Transmission 

An object-based storage system typically has hundreds of OSDs. How to select OSDs 
for parallel transmission of large files from numerous devices? Random choice is a good 
idea, which is easy to implement and can always keep workload balanced. However, it 
can not ensure that the fastest devices are fully utilized. We can sort the devices by 
some parameters such as speed, free-capacity and so on, then select the first n(10, 20 or 
40) devices. This algorithm makes sure that the best-conditioned devices are used first. 
However, sorting hundreds of OSDs is a time consuming task for the system. Does it 
affect the performance to some degree? We will carry out an asymptotic time 
complexity analysis of the sorting algorithm to address such questions. 

In a bubble sort algorithm, the time complexity of searching the first n items from a 
total of N items is: 
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The time complexity: T( n ) = O( n2 ) and T( N ) = O(N). So n impact the time 
complexity more noticeably than N. Because n is small (10, 20 or 40) and MDS 
always has high-capacity memory and high-performance CPUs, sorting algorithm will 

not affect the performance much. We can use n = (10+20+40)/3  20 instead of n to 
simplify our module. 

3.4 Objects Allocation Algorithm Details 

The object allocation algorithm proposed here is based on sorting those devices by some 
parameters, such as OSD types, busy status, free capacity, partitions in the device and IP 
address. A pseudo-code of the algorithm is presented as Figure 2. The basic idea behind 
the algorithm is to find those best OSDs according to the size of files. 

Fig. 2. Objects Allocation Algorithm 
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4   Simulation Results 

4.1   Experimental Setup 

All of the experiments were executed on a PC with a 2.4 GHZ Intel Celeron CPU and 
512 MB of RAM, running Red Hat Linux, kernel version 2.4.20. We used Matlab as 
the simulator. Matlab first generated an array of random numbers chosen from the 
exponential distribution of the file sizes. Then our algorithm (Section 3.4) was applied 
to estimate the response time of the system. We implemented the algorithm in 
Matlab's M file. The parameter a (Overhead) was assumed to be 80 µs and network 
bandwidth was assumed to be 1000 Mb/s (Section 3.2). Devices after being sorted 
should reduce the total response time (Section 3.3). According to the number of 
OSDs, the simulator considered the following situations: 16 OSDs, 32 OSDs, and  
64 OSDs. 

4.2 Results 

Figures 3 and 4 show the simulation results with 16 OSDs, 32 OSDs and 64 OSDs. In 
each virtual system, we measure response times and compare among results from the 
hashing scheme, the fragment-strip policy and our algorithm. 

Fig. 3. Response time of the 16-OSDs (a), 32-OSDs (b) and 64 OSDs (c) system 

Fig. 4. Comparing our algorithm, hashing and fragment-strip in the 16-OSDs (a), 32-OSDs (b) 
and 64-OSDs (c) system 
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4.3   Analysis and Discussion of Experimental Results 

During evaluation process, we confirmed that the file sizes generated by Matlab 
conforms the description of file sizes from LLNL [7] (Section 2) fairly.  

Tables 1, 2 and 3 show the mean value, standard deviation, and max and min 
value of the three algorithms' response time in different object-based storage 
systems. In the 16-OSDs system, the mean value of fragment-strip's response time 
is the smallest of the three algorithms. However, when the number of devices 
increases, the fragment-strip consumes more and more response time because of the 
increasing the Overhead. In the 32-OSDs system, the fragment-strip's mean value of 
response time is larger than our algorithm's. In the 64-OSDs system, the fragment-
strip's mean value of response time becomes larger than the other two. The response 
time of hashing is between 4 and 4.6 seconds, our algorithm's response time is 
between 2 and 2.3 seconds. They have not been changed much in the three different 
cases. 

Our algorithm is faster than hashing because it makes good use of parallelism. The 
standard deviation of fragment-strip's response time decreases while the number of 
devices increases. And the standard deviation of hashing and fragment-strip is 
relatively steady. Our algorithm's standard deviation is smaller than hashing and 
larger than fragment-strip. As a whole, our algorithm is steadier than the others. And 
it performs best when the object-based storage system has many OSDs.

Table 1. The statistical data of our algorithm

OSDs Mean value 
(µs) 

Standard deviation 
(µs) 

Max value 
(µs) 

Min value 
(µs) 

16 2.22947e+06 3.30344e+04 2.30907e+06 2.13224e+06 
32 2.23067e+06 3.51447e+04 2.31596e+06 2.15275e+06 
64 2.23583e+06 3.87005e+04 2.31128e+06 2.16086e+06 

Table 2. The statistical data of hashing 

OSDs Mean value 
(µs) 

Standard deviation 
(µs) 

Max value 
(µs) 

Min value 
(µs) 

16 4.27464e+06 1.38243e+05 4.64453e+06 3.88316e+06 
32 4.25589e+06 1.18006e+05 4.51130e+06 4.01033e+06 
64 4.18744e+06 1.44812e+05 4.51206e+06 3.85776e+06 

Table 3. The statistical data of fragment-strip

OSDs Mean value 
(µs) 

Standard deviation 
(µs) 

Max value 
(µs) 

Min value 
(µs) 

16 1.57276e+06 8.64023e+03 1.59588e+06 1.54829e+06 
32 2.75187e+06 3.68768e+03 2.75985e+06 2.74420e+06 
64 5.30830e+06 2.26269e+03 5.31338e+06 5.30315e+06 
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5   Conclusion and Future Work 

In this paper, we present a hybrid algorithm of hashing and fragment-strip, which 
combines the best aspects of these two algorithms while avoiding their disadvantages. 
Fragment-strip's good scalability is retained reasonably well, while the high efficiency 
of hashing makes its presence felt in our algorithm. We combine the two popular 
objects-allocation approaches at 512KB, the boundary of small and large file. We 
calculate two key factors in our algorithm, namely, the optimal number of objects 
mapped from one file and the scope of selecting OSDs for parallel transmission. 
Simulation results validate the correctness of the parameters we have calculated. Our 
object-allocation algorithm consumes lest time when there are numerous OSDs and its 
performance does not change much when the total number of devices increases. 

As future work, we plan to finish the Object-Based Storage System. We will also 
test the algorithm in the real system instead of the simulation environment created by 
Matlab. 
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Abstract. In Peer to Peer (P2P) systems, peers can join and leave the
network whenever they want. Such “freedom” causes unpredictable net-
work environment which leads to the most complex design challenge of
a p2p protocol: how to make p2p service available under churn? What is
more, where is the extreme of a system’s resistibility to high churn? A
careful evaluation of some typical peer-to-peer networks will contribute
a lot to choosing, using and designing a certain kind of protocol in spe-
cial applications. In this paper we analyze the performance of Chord [1],
Tapestry [2], Kelips [3], Kademlia [4] and Koorde [5], then find out the
crash point [6] of each network based on the simulation experiment. Fi-
nally, we propose a novel way to help nodes survive under high churn.

Keywords: Peer-to-Peer, Fault Resilience, High Churn, Crash Point.

1 Introduction

People like to use peer-to-peer networks, because there are few restrictions. Peers
can join and leave the network whenever they want. However, such “freedom”
causes unpredictable network environment which leads to the most complex
design challenge of P2P protocols: how to make p2p service available under
churn? Almost every P2P protocol has proposed its method to deal with churn,
and shows some experiment report. However, no previous work has compared
those protocols in the aspect of “resilience under high churn”.

Why is the problem “resilience under high churn” important? Before answer-
ing the question, let us give “churn” and “high churn” a descriptive definition.

Ordinary churn: is such a condition that nodes join the network one by one,
or leave gracefully by informing their neighbors. The churn event( ie, node
join and departure) happens occasionally and can be handled quickly so we
can suppose that the overlay of the network is well structured before any
individual churn event occurs.

High churn: is such a condition that large percent of nodes join and/or silently
leave the network simultaneously and frequently.
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From above we can see that: first, high churn condition is totally different
from ordinary churn: the stabilization routine which may work very well under
ordinary churn could be useless under high churn. Thus, good performance under
churn does not imply the same result under high churn. We have to find other
ways to make sure the service is available under high churn.

Second, high churn is not just an imagination but does happen from time to
time in real life. For example, a large number of maliciously controlled peers
could leave the network simultaneously; the power is cut off over a wide area;
temporarily hot resources like “world cup online show” may also cause a large
number of peers to join and leave simultaneously.

Third, by taking a look at “resilience under high churn” we can evaluate a
P2P protocol in more comprehensive way. Choosing a P2P network with bet-
ter “resilience under high churn” will help us survive in extremely turbulent
environment.

A lot of related works addressing to “resilience” problem have been done.
Some [7, 10, 11, 14] did excellent theoretical analysis and some did carefully
selected simulations [11]. So far, however, simulation of peer-to-peer systems
under high churn to compare their “resilience under high churn” has not been
done yet. In this paper, we first propose a measurement of “resilience under high
churn” of P2P protocols: crash point, then fairly evaluate some typical P2P
protocols like Chord [1], Tapestry [2], Kelips [3], Kademlia [4], Koorde [5] and so
on to demonstrate their different performances of “resilience under high churn”
by “crash point”, and finally design a strategy to help live node survive under
high churn. Here is the definition of crash point:

Crash point. If x percent of nodes’ leaving simultaneously causes half (50%)
randomly generated look-ups to fail, then x percent is defined as crash point.

Crash point is so defined for three reasons:

1. Both concurrent joining and leaving lead to the incorrect routing informa-
tion, so without loss of generality, the percentage of concurrent leaving nodes
represents the degree of churn.

2. By this definition, we can ignore the difference between two kinds of crash.
One kind is that when a node becomes isolated, all look-ups from/to it will
fail. The other kind is that when the whole network breaks up into some
disconnected sub-nets, look-ups between nets will fail. However, LOOK-ups
within a sub-net can still succeed. Then we can compare different protocols
under the same criterion.

3. Successful look-up ratio is easy to record and it has certain relationship with
the connectivity of the network. We discover in the simulation experiments
that once half of the look-ups fail, the network could never be recovered to
fully connected status.

The rest of the paper is organized as follows: section 2 introduces some re-
lated works. Section 3 discusses some important factors of a DHT structure
which have impact on “crash point”. Section 4 shows the experiment results.
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Section 5 gives a description of the strategy DARE (Detect Automatically and
Rejoin Efficiently) to help nodes survive under high churn. Finally section 6
concludes the paper and points out the future work.

2 Related Work

Liben-Nowell et al. [7] examine error resilience dynamics of Chord when nodes
join/leave the system and derive lower bounds on the degree necessary to main-
tain a connected graph with high probability. Fiat et al. [8] build a Censorship
Resistant Network that can tolerate massive adversarial node failures and ran-
dom object deletions. Saia et al. [9] create another highly fault-resilient struc-
ture with O(log 3N) state at each node and O(log 3N) hops per message routing
overhead.

Unfortunately, very few studies examine the resilience of existing graphs in
comparison with each other, especially when nodes join/leave at a high rate.
We are aware of only few comparison study, including that Gummadi et al. [11]
find that ring-based graphs (such as Chord) offer more flexibility with route
selection and provide the best resilience performance compared with some other
DHTs routing algorithms, however they did not mention some other good DHTs
like Kelips which shows very good experiment result in our simulations, Dmitri
Loguinov et al. [14] do some theoretical analysis of the existing graphs, Jinyang
et al. [12] compare several DHTs under churn in the aspect of look-up latency,
and Simon et al [13] address the question of how high a rate of node dynamics
can be supported by structured P2P networks, however they confine their study
to hypercube only.

We began this work from 2004, and showed the resilience of ring topology of
P2P overlay in [6]. Now we give more evidences to support the rationality of
“crash point” and compare more topologies of structures other than ring, and
finally give a strategy to help nodes survive better under high churn.

3 Analysis

One of the reasons DHTs are seen as an excellent platform for large scale dis-
tributed systems is that they are resilient in the presence of node failure. This
resilience has two different aspects [11]:

Static resilience. We keep the routing table static, only delete the items of
failed nodes to see whether the DHTs can route correctly without the help
of stabilization routine.

Routing recovery. They repopulate the routing table with live nodes, deleting
the items of failed nodes.

3.1 Static Resilience

Gummadi et al. [11] has concluded that flexibility is the most important factor
that affects the performance of static resilience, and our simulation result is quite
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supportive to that conclusion. When basic routing geometry has been chosen,
more flexibility means more freedom in the selection of neighbors and routes.
Two cases are discussed respectively as follows:

Neighbor Selection. DHTs have a routing table comprised of neighbors. Some
algorithms make purely deterministic neighbors (i.e., Koorde), others allow
some freedom to choose neighbors based on other criterias in addition to the
identifiers; most notably, latencies have been used to select neighbors. (i.e.,
Tapestry).

Route Selection. Given a set of neighbors, and a destination, the routing algo-
rithm determines the choice of the next hop. However, when the determined
next-hop is down, flexibility will describe how many other options are there
for the next-hop. If there are none, or only a few, then the routing algorithm
is likely to fail.

Chord, Kademlia, Klips provide both neighbor selection flexibility and routing
selection flexibility. While Tapestry only provides neighbor selection flexibility,
and Koorde has no flexibility in either neighbor selection or route selection. We
can see their difference from simulation results present in the next section.

3.2 Routing Recovery

Three kinds of routing recovery strategies are usually used.

On demand recovery. This kind of recovery happens whenever outside envi-
ronment asks the node to change. For instance, a neighbor informs you its
departure, then you delete it from your neighbor list and replace it with a
new neighbor.

Stabilization routine. This kind of process actively runs every certain period
to eliminate the error in routing table.

Piggybacked recovery. Some protocols can use incoming messages like “look-
up request” to recover the routing table if necessary.

On demand recovery is useful and efficient under ordinary churn. However, it
becomes useless and inefficient under high churn. On the other side, stabilization
routine plays an important role under high churn. Although different stabiliza-
tion policies are adopted by different DHTs, we adjust the parameters to let
all the protocols run stabilization routine at the same frequency. While Kadem-
lia, Kelips can use piggybacked recovery owing to their symmetric routing path,
however Chord, Koorde, and Tapestry have no such routing recovery strategy
because their routing path is asymmetric.

4 Simulation Results

In all the following simulations, we use a network of N = 1000 nodes, with
average round trip time(RTT ) = 2s (1s equals to 1000 simulation time units:
ms) between any pair of nodes. Each node generates look-up requests at the
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interval exponentially distributed about the mean time of 10s, and the look-up
requests are for randomly selected keys. At time 1800s, when the topology is
supposed to be stable, we let a portion (from 0% to 70%, increasing 10% each
time) of nodes leave the network simultaneously. Stabilization routine is trigged
every 100s on average. During the simulation we record the average successful
look-up ratio (SucRatio) every 30s. If a look-up does not reach the destination
in 20s (20 ≈ log2N ∗ RTT ), we consider it as a failed look-up. Each simulation
test case is repeated 5 times to avoid randomerror. All the simulations are run
on p2psim [15].

For the rest of this section, we address two questions:

Question 1: Does the crash point really mean something?
We first explain why to choose 50% successful look-up ratio (SucRatio) as

a sign of crash. SucRatio is easy to obtain and compute, and it has certain
relationship between the degree of network connectivity. If a network crashes
down, it will finally have impact on SucRatio. Let us suppose the network of
size N is broken up into two equal-sized networks of size N/2, then, the look-
ups within the subnetwork (N

2 × N
2 ) will succeed, and look-ups aimed to the

other sub-network will fail. In average,

SucRatio =
N
2 × N

2 × 2
N ×N

× 100% = 50%.

If SucRatio is much higher than 50%, we can expect that the network is still
fully connected, but if SucRatio is much lower than 50%, the network is probably
turned into pieces, thus the crash moment is not far.

Our assumption of crash sign (i.e., 50% SucRatio ) is further verified by the
simulation on Tapestry. Fig. 1 is the simulation result of Tapestry, it shows
clearly that when 50% percent of nodes fail, the SucRatio reduces to 50% , and
the network never recovers from the failure. When failed nodes are less than 40%,
the network recovers very well. 50% is our best choice, however, you can change
the percentage to redefine the “crash point” as long as it suits the application.

Question 2: How do the crash points of various protocols compare?
Here we choose five typical protocols: Chord, which is the representative of

ring structure; Tapestry, which is the representative of tree structure; Kademlia,
which implements an XOR structure; Koorde, which embeds a De Burijn graph
into a ring structure, and Kelips, which claims to sacrifice memory for better
lookup latency and resilience. In each protocol, every node is configured to have
about 20 neighbors at the beginning, except Kelips-node has about 60 neighbors
which are the least amount owing to its special join strategy.

Fig. 2 shows the successful look-up ratio (SucRatio) for varying percentage of
nodes failures across different protocols. We can see that, although Kelips has
much more neighbors, it does not do better than Chord. Kelips’s crash point is
around 70%, and Chord’s crash point is behind 70% (From [11, 6] we can tell
the crash point of Chord is around 80%). Tapestry has more neighbor selection
flexibility than Koorde, while Koorde is based on a ring which is improved to
have a better resilience than tree structure, so they have a close performance,



Survive Under High Churn in Structured P2P Systems 409

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 1e+006  1.5e+006  2e+006  2.5e+006  3e+006

%
 S

uc
ce

ss
fu

l L
oo

k-
up

 R
at

io

Simulation Time (ms)

00% fail
10% fail
20% fail
30% fail
40% fail
50% fail
60% fail
70% fail

Fig. 1. Tapestry: Successful look-ups ratio for varying percentage of node failures

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 0  10  20  30  40  50  60  70

%
 S

uc
ce

ss
fu

l L
oo

k-
up

 R
at

io

% Failed Nodes

tapestry
chord

kademlia
koorde
kelips

Fig. 2. Successful look-up ratio for varying percentage of node failures across different
protocols

both have crash point around 50%. In comparison of Tapestry with Chord, we
can conclude that flexibility in routing selection is more important than neighbor
selection to improve the resilience. Kademlia is in the middle lever, however we
can expect it to perform better in a larger scale network owing to its piggybacked
recovery strategy. We notice that for Koorde SucRatio with 70% failure nodes
is higher than that with 60%. That is because when a large percentage of nodes
fail, there are much fewer look-ups generated, and some of them can quickly
reach their destinations without suffering a long delivering path. However since
the look-ups are very few, static method became inaccurate, that is why we stop
the simulation with node failure portion at 70%.
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5 Survive Strategy — A Use of Crash Point

In this section, we address this question: what a live node should do to survive
under high churn or how to rescue itself?

We can see from the simulation that once the degree of churn exceeds the
crash point of a network, the network is probably torn to pieces. The routing
recovery strategy could not reunite the sub-networks into a whole all by itself.
Thus we here propose a strategy — Detect Automatically and Rejoin Efficiently
(DARE) — to partially solve the problem. We separate DARE into three phases:

Phase 1: Detecting. Peer in this phase do nothing but record and watch over
the look-up success ratio. Once the look-up success ratio is lower than 50%,
the node meets the crash point, and it will enter phase 2.

Phase 2: Electing. Peers entering this phase are in danger of isolation, they
should try to rejoin from the “well-known” node(s) in order to unite again.
However, aimed to reduce the overhead of rejoin, a representative in each
sub-net will be elected to enter phase 3. If it succeeds, there is no need for the
rest of its sub-net to rejoin. They could be recovered later by stabilization
routine. Some classical election algorithm like the bully algorithm [16] could
be adopted here to ensure one and only one representative is select out.
However, if we loosen the restriction and let more than one representative
exist in a neighborhood, it is still acceptable.

Phase 3: Rejoining. Peers in this phase are the representatives of their neigh-
borhoods. Since they are separated from other peers, there is only one way
to rejoin the “big family” — rejoin from the “well-known ” node(s). If it suc-
ceeds, all of its neighbors are rescued, otherwise, it have 2 choices: waiting
for other neighbors to rescue it or informing its upper user of the crash of
the network.

DARE has several advantages. First, it can help nodes to discover the crash
status automatically because we set a warning line according to “crash point”.
Second, nodes which notice the danger of crash can take self-rescue as early as
possible. Third, only one node in the neighborhood will trigger the rejoin process,
which can avoid a large number of concurrent joins and reduce the workload of
well-known node(s).

6 Conclusion and Future Work

In this paper, we propose a measurement of “crash point” to compare the “re-
silience under high churn” across some typical structured P2P protocols, and
present a strategy to help the alive nodes survive under high churn. It shows
that Chord with ring topology has the best resilience under high churn; crash
point is sensitive to flexibility in routing selection but not very sensitive to the
amount of neighbors.

In the future work, we will study more about the relationship between Su-
cRatio and the connectivity of the network. We will also develop DARE to show
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its performance, hoping to find a better way to discover the danger of network
disconnection, and prevent the network to be separated.
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Abstract. Currently, peer-to-peer file sharing systems are playing a dominant 
role in the content distribution over Internet. Therefore understanding the im-
pact of peer-to-peer traffic on large scale networks is significant and instrumen-
tal for the design of new systems. In this paper, we focus on Maze, one of most 
popular P2P systems on CERNET. We perform a systematic characterization of 
Maze’s [1] traffic impact on CERNET. We investigate the traffic volume and 
bandwidth on different spatial levels aggregation. According to our log-based 
analysis, we claim that current P2P systems have much room to improve in re-
ducing backbone network consumption. Locality-aware content delivering 
mechanism can reduce the traffic on backbone network effectively. Moreover, a 
system with less free-rider[3] will further reduce the traffic consumption. Thus 
the designers of P2P system should pay more attention on incentive mechanism 
to reduce free-rider.  

1   Introduction 

Currently, peer-to-peer file sharing systems are playing a dominant role in the content 
distribution over Internet. The dramatically increasing traffic make the ISPs worry 
about the abuse of backbone bandwidth by P2P systems. In this paper, we analyze 
P2P traffic based on public traffic log dataset of Maze. Maze[2] has been one of the 
largest non-commerce P2P file sharing system over CERNET (China Education and 
Research Network), which is developed, deployed and operated by our academic 
research team. Based on its open log dataset, we can leverage Maze as a large-scale 
measurement platform. CERNET is an ISP which connects thousands of universities 
and research institutes throughout China. In CERNET, a university can be regarded as 
an intranet with high bandwidth. We named these intranets zones and the zones are 
linked by the backbone network of CERNET. There are more than 200,000 active 
MAZE users on CERNET every month, thus we think Maze can be an ideal platform 
for our measurement and analysis.  

The goal of our work is to help people to understand the characteristics of P2P traf-
fic across large scales networks and its impact on Internet backbone network. Besides, 
we also want to find some mechanisms that can save the backbone bandwidth utiliza-
tion. The followings are of the interesting questions that we want to research and 
understand: 
                                                           
* Supported by National Grand Fundamental Research 973 program of China under Grant 
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a) How do the P2P users distribute across internet on different spatial (User, IP, and 
zone) levels? b) What is the characterization of P2P traffic volume and traffic band-
width? c) Do current P2P applications waste too much backbone bandwidth?  

Different from previous work, we adopt a new methodology in our research. We 
aggregate users by zones, because zone is a more suitable level than IP-prefix or AS 
in analyzing the traffic impact on ISPs’ backbone network. To our best knowledge, 
our study is the first research work base on zone level. Further more, we have most 
detailed logs on file transfer transactions, which enables us to perform a systematic 
measurement and an accurate simulation. 

Based on our analysis results, we learn the following lessons: 

1. The traffic volume distributions are different on different level aggregation. 
2. The intra-zone bandwidth is stable and high while the inter-zone bandwidth is 

unstable and low. The average bandwidth decreases when the traffic is heavy.  
3. The current P2P systems’ content delivery model wastes much backbone band-

width. Then we discuss potential improvement in saving backbone bandwidth of three 
mechanisms and claim that the P2P system is a good application model for ISPs if the 
systems can reduce the number of free-rider and adopt some local-aware content 
delivery mechanism. 

The paper is structured as follows. First, we describe our research methodology in 
Section 2. We then discuss the host and traffic distribution in Section 3. In Section 4, 
we analyze the traffic impact on backbone network. Section 5 is the related works. 
Finally, we conclude in Section 6. 

2   Methodology 

Though continuous logs of Maze traffic are maintained, we perform our analysis on a 
log segment gathered during the period of three weeks from 09/09/05 to 09/30/05. 
During this period, more than 190,000 active users participated in more than 26 mil-
lion file transfers. The total data traffic volume exceeded 460 Terabytes. 

Table 1. Data set of Maze Traffic 

Log during 9/9/2005 - 9/30/2005 
# of records 26,615,75 
# of unique users 190,645 
# of unique IP 369,724 
Total traffic volume (GBytes) 460,000 
Average flows / Second 253MBytes 

The data gathered for this study consists of a collection of user points during this 
period and the detailed traffic log. When two peers report the completion of a file 
transfer to the server, our log keeps only the data from the uploading peer. Each traf-
fic log entry contains the following: uploading peer-id, downloading peer-id, log 
upload time (server), transfer start time (source), transfer end time (source), bytes 
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transferred, file size, download peer’s IP, upload peer’s IP, and file md5 hash. The 
bytes transferred can be different from the file size if the transfer was interrupted, or if 
the transfer is sourcing from multiple peers. 

2.1   Map the IP Address to Locations  

The 164,056 (86%) users and 152,136 IP addresses in Maze come from CERNET and 
this paper only analysis the users on CERNET. We aggregate IP addresses into Zones 
by using the WHOIS service of CERNET. As we have mentioned before, a zone 
refers to an intranet of a university / college or a research institution etc, and so the 
intra-zone transfers always have high bandwidth and do not consume any backbone 
bandwidth. The addresses space of CERNET currently spans 2752 zones. Most zones 
only own less than 32*256 IP address. There are only three zones own a whole B-
Class IP addresses space. 

3   Host and Traffic Distribution 

3.1   Host Distribution 

Figures 1 plots the cumulative distributions of users and IPs associated with Users 
ranked in decreasing order of number. There are 170000 unique users span on 846 
different zones. We observe skews in the distributions of users after the zone aggrega-
tion. 52% users are in the top 20 zones. The same thing discovered in the users’ IP 
addresses, 50% unique IP addresses are in the top 20 zones. The Figure 2 illustrates 
the number of unique IP address verses the number of unique users in each zones. The 
average the host density (# of user / # of IP) is 1.07. We observe that are especial 
large which means the users on these zones are using NATs. 
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Fig. 1. The cumulative distributions of users 
and IPs associated with Users ranked in de-
creasing order of number 

 

Fig. 2. The number of unique IP address vs. 
the number of unique users 

 

3.2 Traffic Volume Distribution 

To understand the impact of P2P systems on backbone of CERNET, we should ana-
lyze the distribution of the traffic volume. Because of the distribution of IP addresses 
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is similar to user distribution, we analyze the traffic volume distribution only from 
user layer and zone layer. There is 36.20% intra-zone traffic volume and the other 
traffic is among zones which consumes the backbone bandwidth. 
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Fig. 3. The cumulative distributions of inter-zone traffic volume associated with Users / Zone 
level ranked in decreasing order of volume. Left: aggregate on user, Right: aggregate on zone. 

Figures 3 illustrates inter-zone traffic volume aggregated on user level. Top 50% 
users are responsible for the whole download and upload traffic volume, and the top 
20% users are responsible for over 50% traffic volume. We observe the distribution of 
upload volume is more skewed than the download volume, which means there are 
more super nodes acting as server in the system. Neither distribution of upload nor 
download volume follows the Zipf’s law, which is not a straight line in log-log scales. 
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Fig. 4. Number of user vs. the total intra-zone traffic volume for each zone 

What surprises us is that the distribution is quit different from user level. There 
are fewer zones (30%) providing the upload and more zones (60%) are responsible 
for download. As we investigate, this problem is cause by the limitation of IP ad-
dresses in CERNET. The users which are behind NATs or firewalls can hardly be 
accessed by users from other zones. Many zones in CERNET have firewalls be-
cause of the limited IP addresses space, so the users from these zones cannot not 
serve the user in other zones. 

Figure 4 present the number of user versus the total intra-zone traffic volume for 
every zone. The zone which has more users induces more intra zone traffic. This is 
reasonable: the current P2P file sharing systems including Maze adopt a bandwidth-
first mechanism to encourage user to download from proximity in a higher priority.  
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3.3   Bandwidth Characteristics 

This subsection discusses the bandwidth characteristics of P2P systems (both on user 
layer and zone layer). We define the average bandwidth between a pair user as: If 
there were n files transferred between two peers and the file size is Si , the transfer 
time is Di. We define the average bandwidth (or transfer speed) between two peers: 
AverageBandWidth = sum(Si) / sum(Di). This metric help us to understanding the 
traffic quality between each peer. 
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Fig. 5. The cumulative distributions of average bandwidth 

Figure 5 plots the cumulative distributions of average bandwidth of intra-zone 
links and inter-zones links. In current P2P file sharing systems, the uploading peers 
always limit uploading bandwidth to the downloading peers. In Maze, the free-
rider’s downloading bandwidth will be limited to less than 200KBps by uploading 
peers, and the default max bandwidth for every link is 500KBps. Thus, the intra-
zone average bandwidth ranges mainly from 200Kbps to 500kBps. We observe 
there is only 10% bandwidth less than 200KBps for intra-zone links, and the per-
centage increases to more than 70% for inter-zone links. The transfer intra-zone can 
provide more high speed service, and the P2P systems might enough peers ex-
change their data intra-zone. 
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Fig. 6. The total traffic volume and average bandwidth aggregate by hours. Left: Intra-zone 
right: inter-zone. 

We observe the traffic volume has a strong daily pattern (Figure 6.). The max flux 
was observed on 3 pm and 11 pm. The average bandwidth has strong correlations 
with the traffic volume, especial for the inter-zone traffic. When the network work-
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load is heavy, the bandwidth for P2P decreases 10% for intra-link and 30% for inter-
link, which means the bandwidth intra-zone is more stable. 

4   The Traffic Impact on Backbone Network 

In this section, we focus on the traffic impact on backbone network. A large scale P2P 
file sharing system consists of millions of users in an overlay network.  Users ex-
change their content to each other in the overlay network. If two users delivery their 
content between different zones, it will consume the backbone bandwidth of ISPs. 

The current P2P systems such as BitTorrent and Maze support some inner mecha-
nisms to reduce the abuse of backbone network. The basic mechanism is bandwidth-
first mechanism. It means when a peer are upon a selection of potential uploading 
peers, it try to select the peers who have higher bandwidth links to it. It is an ap-
proximate mechanism to implement locality-aware mechanism which lets user adapts 
file downloading to match the physical networks. As we know, there are more than 

60% traffic is from in Maze. Are there any potential in saving back-
bone bandwidth?

We propose some mechanisms which can reduce traffic on backbone as follow: 

Origin mechanism (used by Maze): When peer Alice requests a file, the central in-
dex server will tell this peer some peers who have this file. Alice will request this file 
from those peers and download with bandwidth-first mechanism. 

A) Locality-aware mechanism: If there are some online peer has this file in the 
same zone with Alice, Alice prefers downloading this file from those local peers. 

B) Locality-aware on No free-rider condition: free-rider refers to the peer does not 
upload any file to other peer even if he has some content. If peer Bob downloaded a 
file, we assume he wills storage this file more than one month and can service this file 
to other peers whenever he is online. These assumptions will help us to understand the 
impact of free-rider to P2P systems. 

C) Perfect proxy mechanism: We assume there are perfect proxies in every zone. 
When peer Bob download a file outside the zone, the proxy of this zone will cache this 
file forever. Alice need not download file outside of zone again if the proxy has it. This 
mechanism is like the traditional CDN (Content Distribution Network) solutions. 

To understanding the potential of those proposed mechanisms, we conduct a trace-
driven simulation. The steps of our simulation are: a) Sort the whole transfer record 
logs based on transfer start time. b) Parse the transfer record, when peer Alice 
downloads File f from peer Bob from time t1 to time t2, we assume Peer Alice has 
owned file f in time t2 and Bob has owned file f in time t1 c) Read the transfer records 
one by one, when peer Alice requests a file f at time t, perform the three optimization 
mechanisms, calculate the hit rate (by volume) in local zone. The detail as follow: 

A) If there are some other peers is in the same zone with Alice and they are upload-
ing f at time t, Alice apt to download only from those peers. We called locality-ware 
mechanism. 

B) If there are some other peers is in the same zone with Alice and they have 
owned f before time t, Alice apt to download only from those peers. 

C) If the proxy of Alice’s zone has owned f before time t, Alice apt to download 
only from the proxy. 
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Fig. 7. The percentage hit rate in local zone in timeline (days) 

Figure 7. plot the average percentage hit rate in local zone, the hit rate means the 
percentage of traffic volume just on local zone. The original mechanism has a stable 
hit rate around 36.20%, which means that more than 60% traffic occurs on of the 
backbone network. The locality-aware mechanism will increase the hit rate by 5% 
percentage. It also has a stable hit rate.  

If there are no free-riders in the system, the hit rate will have a sharp increase. The 
average hit rate is 54.80%, and the hit rate will increase following the time from 40% 
to above 60%. This demonstrates if all the users maintain the download files more 
than 3 weeks, the hit rate will exceed 60%. Unfortunately, all of P2P file sharing 
systems have the free-rider problem. Many users remove their downloaded file from 
system and refuse to service other users. Our experiment proves that the potential 
improvement of P2P system. 
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Fig. 8. The hit rate for every zone (x-axis is the number of user in a zone). Left to right (Origi-
nal, Locality-aware, No free-rider condition, Perfect proxy). 

The perfect proxy mechanism is an ideal model, and it shows the upper bound of 
improvement. The average hit rate is 68.19%, and the hit rate reaching 75% at the end 
of simulation. 

Figure 8. illustrates the hit rate in different zones. We find that the hit rate is influ-
enced by the zone size. The zones with large population have higher hit rate. Some 
large zones have hit rate more than 50% even in original mechanism. This demon-
strates a large population zones are friendly to ISPs, they do not need too much back-
bone network bandwidth. The zone with low population can hardly get a high hit rate 
even in perfect CDN model. We also observe the high population zone has the similar 
hit rate in no free-rider condition with the perfect proxy. This demonstrates if there 
are enough users in a zone, there is high probability that somebody has your desired.  
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We conclude several optimizations from this simulation can be done by the design-
ers of P2P system: a) Design a better locality-aware download mechanism. Tell peers 
the replica of file in his / her local zone, the bandwidth-first mechanism is not accu-
rate. b) Design some incentive systems to reduce the free-riders in the system, which 
can encourage users not to remove the downloaded file away from system and en-
courage users to stay online longer. c)  Encourage new users to join in the network, or 
place some super nodes in medium or small size zones. The P2P system in a large 
scale zone will consume less percentage backbone bandwidth than ISPs supposed. 

5   Related Works 

Subhabrata et al. [4] analyze the P2P system traffic in (IP, prefix, AS) level, and focus 
on the workload model on flew-level data. Several measurement studies have charac-
terized the basic traffuc of P2P. Saroiu et al. [5] analyzed  the behaviors of peers in-
side the Gnutella and Napster. Krishna et at.  [6] demonstrate that KaZaA traffic did 
not exhibit Zipf-like behavior. Thomas et al. [7] is most similar work with us. They 
aggregate BitTorrent users on AS level, and demonstrated the “locality-aware” solu-
tion will reduce the bandwidth usage between ISPs. 

6   Conclusion 

Through the analysis of Maze’s log data, we achieved a comprehensive understanding 
of the characterizations of P2P system’s traffic volume and bandwidth. We also ana-
lyze the P2P traffic impact on the backbone network. We conclude that the current 
P2P systems consume too much backbone bandwidth, but the situation can be im-
proved. And ultimately P2P system is a good solution for content delivery. 
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Abstract. In this paper we study the population dynamics and resource
usage optimization of a P2P file sharing system, where the availability
of the requested file is not guaranteed. We study the system first by
a deterministic fluid model and then by a more detailed Markov chain
analysis that allows estimating the life time of the system. In addition,
the underlying topology of the network is modelled by a simple geometry.
Using the resulting spatio-temporal model we assess how much the re-
source usage of the network can be reduced, e.g., by selecting the nearest
seed for download instead of a random one.

1 Introduction

Peer-to-peer (P2P) applications, such as file sharing, have become a significant
area of Internet communication in recent years. Older examples of these appli-
cations are Gnutella, Napster and Kazaa, whereas BitTorrent is currently the
most popular system. It has been widely reported that P2P related traffic forms
a major part of the total traffic in the Internet. From an operator’s point of
view it is important that the traffic load produced by P2P applications does
not encumber the underlying network too heavily. Efficient usage of the network
resources would also improve the service of the individual peers by shortening
average latencies.

We concentrate on BitTorrent-like P2P protocol because of its popularity but
the results are applicable to other protocols as well. The idea of BitTorrent is to
divide the file to be distributed into parts, named chunks, so that different parts
can be downloaded from several peers simultaneously, where the size of the chunk
is typically 256 KB, see for technical details of BitTorrent in [1]. Measurement
studies [2], [3], [4], have shown that the evolution of a single file in the system
can be divided into three phases. In the first flash crowd phase the demand for
the newly released file is high. It is followed by a steady state and finally, the
end means the death of the file.

A few papers have analyzed P2P file sharing systems by stochastic models so
far. In paper [5], the analysis of BitTorrent-like system is divided into transient
and steady state regimes. The service capacity of the transient regime is studied
by a branching process and the steady state by a Markov model. Paper [6] studies
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the performance of the system by a deterministic fluid model, whereas in paper
[7] the network level latencies are modeled by the delay of a single class open
queueing network and peer level latencies by the delay of M/G/1/K processor
sharing queues. However, these models do not capture all aforementioned phases
of the sharing process, namely flash crowd, steady state and especially end phase.

In this paper we study the dynamics of sharing a chunk, that is, a single piece
of a file, in a P2P system. First we model the system by a deterministic fluid
model and study the dynamics of the average number of downloader and seeds
over time. The deterministic fluid models are, however, unable to capture all the
details of the chunk sharing process such as possible unstability and extinction
of the system. For this reason we construct a complete Markov chain model to
obtain more information of the life cycle of chunk sharing process.

By providing the downloaders and seeds with location information we study
further how the selection of the peer has an effect on the resource usage in the
network. We propose a spatio-temporal model for the P2P system, in which the
topology of the Internet is abstracted by a sphere, on which peers are located.
Distance metric between two peers in terms of delay or bandwidth is assimilated
with their geometrical distance. We consider two different peer selection policies;
in the first one a random seed is selected whereas in the second the nearest one
is searched. Expected values for the capacity usage for these two peer selection
policies are derived and also the dynamics of the system is studied by simulations.

The paper is organized as follows: In section 2 population dynamics of the
system is studied by a fluid model. Then a Markov chain model for calculating
the time to extinction is constructed in section 3. In section 4 the geometric
approach for modeling of chunk sharing is introduced and different peer selection
policies are compared. Finally, in Section 5 we conclude our paper.

2 Deterministic Fluid Model for Chunk Sharing

In this and next sections, we analyze the population dynamics of the sharing
of a single chunk of a file. We study how the number of downloaders and seeds
evolves over time from the emergence of the chunk to the disappearance of it.
The disappearance of a single chunk means the death of the whole file sharing
process since the file is not entire anymore. The work is motivated by the model
of [6] but has some differences. In paper [6] the problem of sharing of several
chunks concurrently is solved by assuming that peers can forward the chunks
with a constant rate. However, we find the assumption unrealistic and the model
probably hides some details of the population dynamics. For this reason we
consider the sharing of a single chunk at a time. In addition, among others,
papers [5] and [6] assume that at least one seed stays in the system keeping
the chunks available. However, measurements of BitTorrent show that the file
sharing process dies sooner or later [3]. Therefore the life time of the process is
also studied.

In the model, new requests for a chunk are assumed to arrive at the system
with rate λ according to the Poisson process. The downloader can download the
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file with rate µd. On the other hand, the maximum upload rate of a peer for the
chunk is assumed to be µs. After the download, the status of the downloading
peer changes from a downloader to a seed and the peer can distribute the chunk
forward. Note that in this context, a peer is referred to as the seed if it has
the chunk in question, but not necessarily all chunks of the file. The seed leaves
the system with the probability γ per time unit. Let x(t) be the number of
downloaders and y(t) be the number of seeds at time t. In the next sections we
study the evolution of the pair (x, y) both by a deterministic fluid model but by
a Markov model as well.

We consider a system where a peer starts to spread a single chunk to other
peers that are willing to download it. If µdx(t) < µsy(t), the downloaders can
not use all service capacity provided by the peers. On the other hand, when
µdx(t) > µsy(t) the upload capacity of seeds limits the download process. Thus
the total service rate of the system is min{µdx(t), µsy(t)}. First we construct a
deterministic fluid model for the number of downloaders x(t) and seeds y(t):

dx(t)
dt = λ− min{µdx(t), µsy(t)},

dy(t)
dt = min{µdx(t), µsy(t)} − γy(t),

(1)

where y(0) = 1 and x(0) = 0. Let x̄ and ȳ be possible equilibrium values of x(t)
and y(t). If µdx̄ ≤ µsȳ, the steady state solution is x̄ = λ/µd and ȳ = λ/γ. From
the constraint µdx̄ ≤ µsȳ we obtain the condition for the equilibrium: µs ≥ γ.
When µs < γ the solution of the equations (1) is ȳ = 0 and x̄→ ∞.
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Fig. 1. The number of downloaders on the left side and the number of the seeds on
the right side as a function of time (in units of 1/µd). Solid lines: fluid model (1), gray
lines: simulation. λ/µd = 10, λ/γ = 20, µs ≥ γ.

The evolution of the number of downloaders and seeds is depicted inFigure 1.We
have fixed λ/µd and λ/γ to moderately small values in order to better demonstrate
the dynamics of the system.The solid line corresponds to the solution of fluidmodel
(1) and the gray lines to 10 different simulations. We can see that in the beginning
the capacity of the system is not sufficient to serve chunk requests. This is seen as a
dramatic increase in the number of downloaders.However, after some downloaders
have changed their status to seeds, the system stabilizes. At the end time (t = 20)
4 simulated processes of 10 have become extinct and the number of downloaders
in those processes increases without any limit.
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3 Markov Chain Model for Chunk Sharing

The deterministic fluid model of the previous subsection describes the average
behavior of the sharing of the chunks. However, from the simulation results we
saw two effects in the population dynamics that were not captured by the fluid
model. First, when the chunk became available the seeds could not serve all the
downloaders, and second, if the original seed can leave the system, the death of
the chunk and the whole file sharing process is irrevocable, even if µs > γ. The
limited life span of the file sharing process has an influence on the performance
of the system and has to be analyzed by some other models. To this end, in
this subsection we study the evolution of the process (x, y) in more detail by a
Markov chain model with absorbtion. We construct a continuous time Markov
chain process, where the state is the pair (x, y) and the transition rate matrix is
Q with the elements:

q((x, y), (x + 1, y)) = λ,
q((x, y), (x − 1, y + 1)) = min{µdx, µsy}, if x > 0,
q((x, y), (x, y − 1)) = γy, if y > 0.

(2)

The states (x, y) with y = 0 in the Markov chain are absorbing states. Since
we are not interested in the process after entering one of the absorbing states,
we combine all of them into one state 0. The mean time to absorbtion can be
determined as follows: Let bi denote the mean time to absorbtion, when the
system starts from state i. Given the transition matrix Q, the mean times to
absorbtion bi are determined by a familiar Markovian recursion:

bi =
1
qi

(1 +
∑
j �=i

qi,jbj), (3)

where b0 = 0 and qi =
∑

i�=j qij . The absorbtion time starting from the initial
state (0, 1), i.e. the life time of the system, as a function of λ/γ is shown in the left
side of Figure 2. The solid line is calculated by solving the set of linear equations
(3) numerically in a truncated state space of 35×35 states. The dots are obtained
from simulation of the corresponding infinite system verifying the analytical
results. The figure shows that the system life time increases exponentially as a
function of the expected number of the seeds λ/γ in the system.

In one limit case the absorbtion time can easily be approximated. When the
mean service times 1/µs and 1/µd are very small, the system can be modelled as
an M/M/∞-queue with arrival rate λ and departure rate γ. The mean time to
absorbtion equals the average length of the busy period E[B] of M/M/∞-queue:

E[B] =
1
λ

(eλ/γ − 1). (4)

The approximation and the analytical result from the Markov model are de-
picted on logarithmic scale on the right side of Figure 2. For µs = µd = 100 the
approximation coincides with the analytical result.
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Fig. 2. Left figure: The mean time for absorbtion (in units of 1/λ), solid line: analytical
results, dots: simulation. Right figure: Analytical results for µs = µd = 1 (dashed line)
and µs = µd = 100 (upper line) and approximation (upper line, overlapping with
µs = µd = 100 line).

4 Location-Based Chunk Sharing Model

Our next objective is to study the possible reduction in network resource usage
by a location-based peer selection policy, as opposed to random selection of the
seed. We analyze location-aware sharing of a single chunk in a simplified setting
where the underlying topology of the network is eliminated and replaced by
a simple geometrical structure. By this approach we are able to estimate the
capacity usage analytically.

As before, new requests for a chunk arrive in the system with rate λ according
to the Poisson process. Each new request is associated with a peer i, whose
location is assumed to be randomly chosen on the surface of a sphere following
uniform distribution. We have chosen the spherical geometry primarily because
it is symmetrical and has no artificial boundaries. It is also a natural choice
if one considers a global network. Let R be the radius of the sphere and let
the location of peer i be described by cylindrical coordinates zi and φi. It is
easily verified that if zi = −R + 2Ru and φi = 2πu′, where u and u′ are drawn
from the uniform distribution U(0, 1), the peers are uniformly located on the
sphere.

Let D(t) be the set of downloaders and S(t) be the set of seeds at time t. Let
parameter pi denote the selected seed j of downloader i. As a metric for distance
between two peers i and j we use the shortest path between the peers on the
surface of the sphere, denoted by di,j .

How much downloading a chunk consumes resources of the underlying network
is assumed to be proportional to the distance between the peers exchanging
chunks. If the peers are far apart, transferring a chunk typically needs more
links than in the case of two close peers. Let c(t) denote the total instantaneous
capacity required for sharing chunks at time t, c(t) =

∑
i∈D(t),j=pi

di,j , i.e., c(t)
describes the sum of distances between the peers sharing the chunk. However,
when we consider the resource usage optimization, a more interesting quantity
is the average capacity usage C per downloaded chunk over time period [t0, tmax ]
defined as C = 1

n

∫ tmax

t0
c(t)dt, where n is the number of the chunks transferred

within this period.
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We consider two different peer selection policies: Random peer selection (RPS)
policy, where the seed for download is selected randomly among all available
peers, and nearest peer selection (NPS) policy, where the nearest possible peer
in terms of the distance between the peers is selected.

4.1 Analytical Bounds for Capacity Usage

In RPS, each downloader selects one random seed. The distance to a random
seed is independent of the number of seeds. Assuming, without loss of generality,
that the mean download time 1/µd of a chunk is one, the expected resource usage
per a downloaded chunk is equal to the average distance between two points on
a sphere (assumed to have unit area): E[C] = E[d] =

√
π/4.

In NPS, the nearest peer among y(t) + 1 seeds is selected for download. If
N points are randomly distributed on a sphere with unit area, the expected
distance to the nearest neighbor can easily be determined,

E[d|N = n] =
Γ (n− 1

2 )
2Γ (n)

=
√
π

2

n−2∏
i=0

i+ 1
2

i+ 1
, (5)

which is very accurately approximated by E[d|N = n] ≈ 1
2
√

n−0.73 , with a max-
imum error of only 0.16% occuring at n = 4. At time t, N includes y(t) seeds
and the downloader itself, meaning that N = y(t) + 1. The expected resource
usage for NDP policy is:

E[C] =
∞∑

y=0

p{Y = y}E[d|N = y + 1]. (6)

In general, the steady state distribution of y(t), p{Y = y}, can be calculated
from the Markov model of section 3. Due to complexity of the model, the solu-
tion cannot be expressed in a closed form. However, in a case where the service
is always constrained by download rate and at least one peer stays in the sys-
tem, the system of downloaders and seeds can be considered as two consecutive
M/M/∞ queues, where arrival rates to the first and second queues are λ and the
service rates are xµd and yγ, respectively. It is well known that under these as-
sumptions the steady-state distribution of the downloaders and the seeds follows
the Poisson distribution. The expected resource usage is then:

E[C] =
∞∑

y=0

(λ
γ )y

y!
e−

λ
γ

√
π

2

y−1∏
i=0

i+ 1
2

i+ 1
. (7)

Note that this analytical value for capacity usage assumes that every time
when the status of the seeds changes, the downloaders have to update their
peers, and seek the closest peer again. This is, however, not very realistic. For
this reason (7) can be viewed as a lower bound for the resource usage. Our
simulations, however, suggest that this bound is not far from the resource usage
of a more realistic peer selection scheme.
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4.2 Simulation Results

Next we study by numerical examples how the selected policy affects the capacity
usage. First, on the left side of Figure 3 we study the scenario explained in the
previous subsection, where service is always constrained by download rate and at
least one peer stays in the system. The capacity usage C is shown as a function
of the expected number of seeds λ/γ (simulation starts at time 0, t0 = 1000
and tmax = 10000). Gray triangles correspond to a simulation with RPS policy
and black triangles to NPS policy. When λ/γ is small, seeds leave the system
shortly after the download and the peers that want to download the chunk
have to request it from the original seed. The distances from a downloader to
the original seed using the two different policies are then the same. When λ/γ
increases the number of seeds also increases and the selected policy has an effect
on the resource usage. We can see that, e.g., for λ/γ = 20 the capacity usage of
the policy NPS is only 23 % of the capacity usage of the policy RPS. Simulation
results are very close to analytical bounds, especially when λ/γ > 5.

Then we consider a system in which the service capacity is constrained by both
upload and download rate and the system dies if all the seeds have left the system
(model introduced in Section 2). When a new downloader arrives, it seeks either
a random available (RPS) or the closest available (NPS) seed for download. The
simulated average capacity usage per downloaded chunk over the period from 0
to the time of extinction for random and nearest peer selection policies are shown
on the right side of Figure 3. For small λ/γ the system’s life time is very short,
and therefore we have done K = 1000/(λ/γ) simulations to ensure that also for
small λ/γ we have enough simulations. When 1/γ � 1/λ, after the arrival of the
first downloader, most probably the system absorbs very shortly without any
completed download. Considering only those simulation traces with at least one
served peer distorts the realized service time of the accepted simulations close
to zero. For this reason the capacity usage is also very small when 1/γ � 1/λ.
When λ/γ > 1, the realized service time is closer to the expected value 1/µ and
the capacity usage is also greater. Finally, when the expected number of seeds
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Fig. 3. Mean capacity usage as a function of λ/γ, µd = µs = 1. Gray triangles: simula-
tion of RPS, black triangles: simulation of NPS. Dashed line: Expected resource usage
for RPS policy and solid line: Expected resource usage for NPS policy. Left figure:
download-constrained system. Right figure: The service capacity constrained by both
upload and download rate.
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λ/γ increases even more, the system most probably reaches its steady state
before going to extinction. Also the capacity usage is then close to analytical
bound calculated for the download-constrained system presented in the previous
subsection.

5 Conclusion and Further Research Directions

In this paper we have studied the population dynamics of sharing of a sin-
gle chunk in a P2P file sharing system. We have constructed a deterministic
fluid model to analyze the evolution of the number of downloaders and seeds.
The life time of the system is calculated by solving the absorbtion times of the
corresponding Markov chain. We can see that the time to extinction increases
exponentially as a function of the expected number of seeds in the system. Most
important, we have proposed a spatio-temporal model to analyze the resource
usage of the system. The analytical bounds for two different peer selection poli-
cies are derived. We find that by the peer selection policy where the closest peer
is selected for download the resource usage of the network can be reduced to a
fraction of the usage of random selection.

The arrival rate of new downloaders λ hardly remains constant over time.
When a new file is released, demand for that is high adding the flash crowd
effect but after some weeks or so it will be fade out. This affects the life cycle of
the file sharing process. We plan to assess this issue in a future work.

In this paper we have considered the distribution of only a single chunk inde-
pendently of other pieces. In the future, the model will be extended to capture
the dynamics of multiple chunks as well.
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Abstract. This paper emphasizes that instead of long-term availability and reli-
ability, the short-term session durability analysis will greatly impact the design 
of the real large-scale Peer-to-Peer storage system. In this paper, we use a 
Markov chain to model the session durability, and then derive the session dura-
bility probability distribution. Subsequently, we show the difference between 
our analysis and the traditional Mean Time to Failure (MTTF) analysis, from 
which we conclude that the misuse of MTTF analysis will greatly mislead our 
understanding of the session durability. We further show the impact of session 
durability analysis on the real system design. To our best knowledge, this is the 
first time ever to discuss the effects of session durability in large-scale Peer-to-
Peer storage system. 

1   Introduction 

Peer-to-Peer storage system is shown to be promising distributed storage architecture 
for its scalability. However, at the same time these systems suffer from unit failures 
for the existing of a large number of storage units. As a result, how to improve the 
availability and the reliability has become a critical and heated issue in the system 
design. Some approaches, such as TotalRecall[1] and OceanStore[2], have been pro-
posed to improve the reliability as well as availability, and some analytical works 
have been done, for instance, [3], [4] and [5].  

The availability is defined as at any given time t, the probability that data is acces-
sible. The reliability is defined as the probability that data is not irretrievably lost at 
time t, and is usually measured by MTTF. From the definition, we can see that some 
transient failures of the storage units do not affect the reliability, but they do decrease 
the availability. Consequently, the reliability is a relative long-term system property. 
Furthermore, the availability is not a time relative property, and it only captures the 
probability in the long-term steady state. As a result, we argue that the short-term 
session durability property, defined as the probability that the data is always accessi-
ble before time t, is more important and practical than the long-term availability and 
reliability for some Peer-to-Peer storage systems. In fact the storage units are not 
likely to fail immediately after a data is stored. For example, consider that we store a 
                                                           
* This work is supported by National Grand Fundamental Research 973 program of China 

under Grant No.2004CB318204, National Natural Science Foundation of China under Grant 
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data object on a storage node n, whose lifetime and recovery time are both exponen-
tial distribution with a mean time of 10 days, then the long-term availability is only 
0.5 while the probability that the data has a 24 hours continuous accessible session, is 
over 0.9. In contrast, if the storage node has a mean lifetime of 24 hours and a mean 
recovery time of 2.4 hours, the availability is more than 0.9 while the probability of a 
24 hours continuous session is only about 0.37. Thus, it is clear that there is little 
correlation between the session durability and the availability. Consider a streaming 
service for hot new movies building on a Peer-to-Peer storage, for instance, we may 
care more about the probability that a newly added movie can be continuous accessi-
ble throughout the first 3 days rather than the long-term availability, for a transient 
interruption in playing will be annoying. Here, the session durability analysis can give 
a great help. 

The session durability probability seems somewhat similar to the reliability, but 
it takes the transient failure into account. The transient failure makes the session 
durability calculation much far from the reliability calculation. As we will show in 
section 4, the misuse of reliability calculation can greatly mislead our understanding 
of the session durability in Peer-to-Peer storage system. 

This paper makes the following contributions: First, we address the session dura-
bility analysis that captures the short-term data availability. Second, we present a 
Markov chain to model the session durability, and demonstrate how to resolve the 
session durability. Third, we analyze the difference between session durability calcu-
lation and reliability calculation, and conclude that MTTF calculation can not be ap-
plied in a high dynamic environment. Fourth, we show the great impact of session 
durability analysis on real system design. 

2   Background and Motivation 

Erasure Code. In the face of frequent component failures, the designers usually em-
ploy a replication or an erasure code[6] technology to achieve high data durability. 
Replication is a straightforward scheme which makes replicas to tolerate the failures. 
Erasure code provides redundancy by encoding the data into fragments and restoring 
data from a subset of all fragments. First of all, erasure code divides a data object into 
m fragments, and encodes them into n fragments, where all the fragments are in the 
same size and n > m, so the redundancy rate r is n/m. According to the erasure code 
theory, the original data object can be reconstructed from any m fragments out of the 
n fragments. In fact, we can consider the replication scheme as a subset of erasure 
code by making m to 1, so we use the term “erasure code” to refer to both redundancy 
strategies in the following discussions. 

MTTF Calculation. In stochastic terminology, the reliability is defined as: for any 
target life time t, as the probability that an individual system survives for time t given 
that it is initially operational[7]. In a RAID system, Gibson points out that the reliabil-
ity function R(t), is well-approximated by an exponential function e-t/MTTF, with the 
same MTTF. As a result, in stead of the reliability function, MTTF is used as the 
reliability metric for the convenience of computation and expression with the implicit 
exponential distribution assumption of system lifetime, though MTTF the mean value 
itself, can tell us nothing about the lifetime distribution. 
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3   Session Durability Model and Calculation 

3.1   Exponential and Independent Unit Lifetime  

Gibson [7] has shown the exponential lifetime distribution of one disk in a traditional 
RAID system. However, when investigating the lifetime of a storage unit in a large-
scale dynamic Peer-to-Peer environment, we should take some other aspects into 
account besides the storage device failures, for instance, the network failures and the 
power problems. By analyzing the traces, Praveen et al.[8] show that the unit lifetime 
of PlanetLab and the web servers follows an exponential distribution. Web servers are 
intended to be representative of public-access machines maintained by different ad-
ministrative domains, while PlanetLab potentially describes the behavior of a cen-
trally administered distributed system. In a Peer-to-Peer storage system formed by 
end users, the arrival and departure behavior of an end user is unpredictable in the 
long run, so the behavior is best modeled by a memoryless exponential distribu-
tion[9]. Though there is no strong evidence of exponential lifetime in P2P system, 
some previous studies[10, 11, 12] adopt exponential lifetime in simulations or analy-
ses. In this paper, we take the exponential lifetime assumption for a peer’s lifetime. 

In a large-scale Peer-to-Peer system, the storage units (servers or peers) locate in a 
very wide area, so there is little chance that different units fail dependently. Bhagwan 
et al.[13] also point out it highly unlikely to have lifetime dependency in P2P systems. 
In this paper, we assume that the failures are independent. 

3.2   The Markov Analysis Model 

By assuming all the storage units have the same independent exponential lifetime, we 
use a continuous-time Markov chain to model the session durability of a Peer-to-Peer 
storage system with erasure code. Given a system, if the erasure code’s parameters are 
n and m, a data object will be encoded into n fragments and stored in n different stor-
age units, called a redundancy group. Then there will be n-m+2 states for a data ob-
ject illustrated in Figure 1. State 0 is the initial state with all storage units alive, and 
state k is the state with k storage units failed, so obviously state n-m+1 is the absorb-
ing state in which we can not reconstruct the data object. 

 

µ 2µ ( )n m µ− ×  

Fig. 1. Markov Model for Session Durability Analysis 

The system can transit from one state to another when a failure or recovery hap-
pens. For all the storage units have the same mean lifetime tl, the failure rate of a unit 
is λ =1/tl. In state k, all the n-k live storage units potentially fail, so the failure rate of 
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state k is ( )n k λ− × . At the same time, the failed storage units can recover from the 
transient failure. By assuming that all the failed storage units have the same inde-
pendent mean recovery time tr, we derive that the recovery rate of a failed unit is u, 
where u is the reciprocal of tr. Consequently, the recovery rate of state k is k×u since 
all the k failed units potentially recover. 

3.3   Session Durability Probability Calculations 

In stochastic terminology, we define the session durability probability R(t) as: 

( ) Prob( |     )R t lifetime t initially all storage units alive= >  

In Figure 1, R(t) can be expressed as the probability that the system is not in the ab-
sorbing state n-m+1 at time t. In this subsection, we explore and demonstrate several 
methods to get the R(t) function by resolving the Markov model. First of all, we give 
the transition matrix of the model 

0 0 0

( 1) ( 1) 0 0

0 2 2 ( 2) ( 2) 0

0 0 0 ( )

0 0 0 0 0

n n

n n

n n
Q

n m m m

λ λ
µ µ λ λ
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µ λ λ

− × ×
− − − × − ×

− − − × − ×
=

− − × − × ×

 

Let P(t)=(pi,j(t)) be the transition matrix function, where pi,j(t) is the probability that 
the system transits from state i to state j through time t. Then we have 

0,0 0,1 0, 0 , 1( ) ( ) ( ) ( ) 1 ( )n m n mR t p t p t p t p t− − += + + + = −                      (1) 

Hence, our goal is to get 0, 1( )n mp t− + . According to the forward Kolmogorov equa-

tion[14], P(t) is determined by linear differential equations as follows 

'( ) ( )P t P t Q=                                                     (2) 

Taking the Laplace transform of both sides of (2) yields 

* *( ) (0) ( )sP s P P s Q− =  

Under the condition P(0)=I, we have 

* * 1
,( ) ( ( )) ( )i jP s p s sI Q −= = −                                         (3) 

Consequently, we can get 0, 1( )n mp t− +  by the inverse Laplace transform of *
0, 1( )n mp s− + , 

then we get R(t) from (1). Alternatively, we can directly use the unique solution[14] 
to (2) under the initial condition P(0)=I as follows 

0

( ) exp{ }
!

n n

n

Q t
P t Qt

n

∞

=

= =                                            (4) 
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3.4   Review MTTF Calculation 

The session durability is somewhat similar to the reliability in definition, so here we 
review the calculation of reliability for comparison. For the reliability analysis, we 
can still use the Markov model illustrated in Figure 1. However, there is only perma-
nent failure but no transient failure in reliability analysis. As a result, the failure rate 
of a single unit is λ =1/MTTFunit, where MTTFunit is the mean time to permanent fail-
ure. Subsequently, there is only data repair but no recovery, and the repair rate of a 
single unit is u=1/MTTRunit, where  MTTRunit is mean time to repair. 

In [7], Gibson presents an iterative method to get the system MTTF, while Thomas 
gets the same results in[3] via the Laplace transform. The solution can be expressed as 
follows 

1MTTF (1,0, ,0) A e−= − ⋅ ⋅                                             (5) 

A is the submatrix of transition matrix Q ignoring the absorbing state. By applying 
the exponential distribution assumption, we can identify an approximate reliability 
function (6) by the system MTTF. We use exponential approximation to refer to this 
approximate calculation. 

/( ) t MTTF
MTTFR t e−=                                                   (6) 

4   Difference of Session Durability Calculation and MTTF 
Calculation 

Because the session durability and the reliability share the similar analysis model, one 
may argue that we can use the traditional MTTF calculation as a substitute for the 
complicated session durability resolving. Unfortunately, we show in this section, that 
the MTTF calculation can not be applied in Peer-to-Peer environment, because the 
exponential function assumption does not hold in a high dynamic environment. We 
first give a qualitative analysis to get a preliminary understanding of the difference 
between two calculations, and then give a quantitative insight into the difference in-
fluenced by dynamic system parameters. 

4.1   A Qualitative Analysis 

There are two main conditions which the traditional exponential distribution assump-
tion is based on: First, the failure rate is much larger than repair rate, i.e. λ >> u. 
Second, the number of system states is not very big, e.g. 3 in traditional RAID analy-
sis[7]. In fact, these two conditions do not exist at all in dynamic Peer-to-Peer envi-
ronment. In Peer-to-Peer environment, the unit failure caused by node leaving may be 
very often, and the recovery (node rejoining) usually takes a long time, so λ  is com-
parable with u. The system designers must use more redundancy or more erasure code 
fragments (e.g. n=128 and m=64) to make the data more available and reliable, which 
enlarges the number of system states very much. 
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By exploring a large number of sample erasure-coded systems with randomly gen-
eralized parameters m, n, λ  and u, we find that the patterns of the difference func-
tions of the exact session durability calculation and the exponential approximation 
calculation are all alike in shape. In Figure 2, we plot a sample difference function to 
show the pattern. It is clear that the exponential approximation calculation first under-
estimates the session durability probability and then overestimates it a little bit. The 
underestimation is because the real system can not move too fast from the initial state 
to the failure state in the very beginning while it is relatively easy to fail in the two 
states exponential approximation. Since both the exact session durability function and 
the exponential approximation have the same mean session time MST, the integral of 
the difference should be 0. Consequently, exponential approximation will definitely 
overestimate the session durability after the underestimation. 

    
Fig. 2. The difference function of the exact session durability and the  exponential approxima-
tion, m=4, n=8, λ =1, µ =1 

 

λ

λ

λ

 
Fig. 3a. Exact session durability and the 
exponential approximation 

Fig. 3b. Differences between the exact session 
probabilities and the exponential approxima-
tions 

4.2   Quantitative Insight into the Difference 

To gain a deeper understanding of the difference between exact session durability and 
the exponential approximation influenced by the number of the states, we fix the 
failure rates and repair rates to investigate the difference versus the erasure code pa-
rameters m and n. By fixing the redundancy rate r=n/m=2, we plot the exact session 
durability probability as well as the exponential approximation probability at MST/10 
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versus parameter m in Figure 3a. From the figure, we can see that the difference be-
comes larger when the number of states grows, and that the approximation greatly 
underestimates the session durability from a probability near 1 to a probability about 
0.9. Furthermore, we investigate the difference trend by increase the ratio of failure 
rate λ  to the recovery rate u. In Figure 3b, we plot the probability differences of three 
pairs of parameters λ  and u at MST/10. What we find is that the differences increase 
when the ratio of λ  to u increases. 

We conclude the findings in this subsection that the dynamic feature of Peer-to-
Peer network and the fact of using more redundancy fragments make it dangerous to 
use MTTF calculation as a substitute for session durability, and the misuse may 
greatly mislead our understanding of the session durability.  

5   Impact of Session Durability on System Design 

This subsection uses several cases to demonstrate the impact of our session durability 
analysis on real system design. 

Streaming Service. Consider we are building a streaming service for new hot movies 
on the PlanetLab. The newly added movie is to be a hotspot in the first several days, 
and we do not want the annoying transient failures to interrupt the playing. Therefore, 
the system will require a long continuous accessible session time in first several days 
rather than a high availability in long-term. According to the PlanetLab trace used 
in[8], we find most of the nodes have a mean lifetime of 106 seconds, while many of 
them have a mean recovery time of 5×106 seconds. Assume that we use an erasure 
code scheme with parameters m=4 and n=8, then we get that the one day session 
durability is 99.99% and the three days session durability is 99%. If we use the 
MTTF’s exponential assumption for calculation, we can only get 96.56% and 90% for 
one day and three days session durability respectively. As to the availability, the 
analysis gives us an availability of 91.24%. According to results of the availability 
analysis and the reliability like calculation, we may abandon the idea of building the 
service on a Peer-to-Peer environment, or use more redundancy data to enhance the 
durability. However, the fact is that the session durability is high enough for the re-
quirement of the service according to our session durability analysis. 

OpenDHT’s Storage. OpenDHT[15] requires a definite time-to-live(TTL) along with 
a storage request for the fairness of storage allocation. As a result, the designer can 
only concentrate on how to improve session durability within the specified TTL, but 
not think about the availability and reliability. Since the availability analysis and reli-
ability analysis give very low underestimations, the designer can use less system re-
source to guarantee a good enough session durability within TTL by using session 
durability analysis. 

Fixed Repair Epoch for Large-Scale Distributed Storage. Large-scale distributed 
storage systems usually use a fixed repair epoch for the simplicity of repair mecha-
nism. For example, [4] assumes a system with fixed repair epoch, and the system 
employs an erasure code with m=32 and n=64. The designer should get the knowl-
edge about the probability that the data can survive a single epoch. Though it may not 
be a high dynamic system, the calculation under the exponential assumption will 
greatly mislead us, because there is no repair within an epoch. Assume a five years 
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MTTFunit, under the exponential assumption we calculate the probabilities that a data 
can survive a four months epoch and a 12 months epoch respectively, and get 91.1% 
and 75.6%. However the real probability is greater than 1-1016 for four months, and 
greater than 1-108 for 12 months. 

6   Conclusions 

In this paper, we first addressed the new metric, session durability, for a Peer-to-Peer 
storage system. Subsequently, we presented the analysis model, and demonstrated 
how to resolve the session durability from the model. Our experiments have shown 
strong evidence that MTTF calculation can not be applied in high dynamic environ-
ment, and session durability is far from the reliability analysis. We further showed the 
impact of session durability analysis on real system design. 
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Abstract. Pure peer-to-peer (P2P) networks is widely used, however
they broadcast query packets, and cause excessive network traffic in par-
ticular. Addressing this issue, we propose a new strategy for content
replication which prioritizes popular and attracting contents. Our strat-
egy is based on replication adjustment, being cooperated with index
caching, as well as LRU-based content replacement, and a more effective
replica placement method than well-known probabilistic ones. We also
present some experiment results to show that our strategy is better than
other ones in regards to network traffic and storage consumption.

1 Introduction

In a P2P network, as contents are distributed to all the member nodes (peers),
we must consider mechanisms to search contents. Generally, the search mech-
anisms for P2P networks are classified into three groups. A centralized P2P
system such as Napster [1] has a central server which manages all the locations
(indices) of contents. A decentralized P2P system has no central server, and is
again classified into two categories. A decentralized unstructured system such as
Gnutella [2] has no specific structure in network topology, and use a flooding-
based query algorithm. A decentralized structured system such as Chord [3] has
a well-organized structure, and has a very efficient search mechanism using a
distributed hash table (DHT) on P2P network.

In centralized P2P systems, a large amount of queries cause a high load on
the central server, and the server may be a single point of failure. Decentral-
ized structured P2P systems require strictly-organized network topology which
is difficult to construct in reality. Both of them can search contents efficiently,
however, they have disadvantage as mentioned above. On the contrary, decen-
tralized unstructured P2P systems are easy to construct in reality, and fault-
tolerant. Therefore, they are widely used, although they have issues that the
number of query packets grows exponentially, and search areas are limited to
reachable nodes of query packets.

It is one of the effective improvement way for the issues of decentralized un-
structured P2P systems to distribute replicas of contents in a network [4, 5]. Some
researches about content replication treat all the contents equally for replication.

V.N. Alexandrov et al. (Eds.): ICCS 2006, Part IV, LNCS 3994, pp. 436–443, 2006.
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However, the popularity of a content (i.e. frequency of accesses to the content) is
not uniform. It must be more effective to put more replicas for popular objects
than unpopular ones.

This paper proposes a distributed replication mechanism for decentralized
unstructured P2P networks which considers content popularity, is scalable, and
is easy to implement. Section 2 summarizes related researches on content repli-
cation, and Section 3 proposes popularity-based content replication. Section 4
presents some experiment results and evaluation. Section 5 contains some con-
cluding remarks.

2 Content Replication

Content replication in P2P network generally provides decrease of packet hops
until a search succeeds, and improvement of search success rate. It also provides
decrease of network load, and realizes efficient search. These effects become ap-
parent in decentralized unstructured P2P systems in particular.

In an extreme case, allocating replicas of all contents to all nodes results in
the ideal result in which reference to any content is done at no network cost.
However, because a node has a limited storage resource, we cannot actually apply
this extreme replication.

Thus, in the content replication, it is important to decide the number and the
placements of replicas how many and where the replicas are allocated. There are
some strategies already proposed to decide these.

Owner Replication. Replicas is allocated only on the requester (i.e. the node
emitting a query) when the search succeeds. This strategy is simple and
needs the smallest cost, but it needs enough time for replicas to spread over
the network [5].

Path Replication. Replicas are allocated on all the nodes on the search path
from the requester to the holder (i.e. the node having the requested content).
Because one or more replications are allocated per search, a lot of storage
or network resources are needed, however, a content spreads easily [5].

Path Random Replication. In this strategy, each node on the search path
may or may not have a replica based on a pre-defined probability. We must
decide an appropriate allocation probability [6].

Random Replication. In this strategy, replicas of the same number as of the
nodes on the search path are allocated to randomly-chosen nodes in the
whole network. There is no distributed algorithm presented to choose the
nodes, therefore it is not certain whether the strategy can be implemented
without too much cost [5].

3 Popularity-Based Content Replication

It is reported that the “Power law” can generally be applied to web content
accesses [7]. There are a few contents which attract many accesses, while there
are many contents which attract only a few accesses. This fact must be applied
to content accesses in P2P networks as well.
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Allocating more replicas of more popular contents brings improvement of
search success as a whole because popular contents are more often searched.
It must also benefit to reduction of network traffic because the number of hops
to reach a searched content becomes small. However, too many replicas causes
increase of the network traffic because many replicas are found by a single query,
and many “hit” packets are generated. At the same time, suppressing the num-
ber of replicas of unpopular contents brings reduction of storage consumption
at every node.

There are some replica placement strategies proposed as summarized above.
However, none of them considers content popularity. Therefore, these strategies
result in excessive network traffic to create a content replica for low popularity
contents (except for Owner Replication) and excessive storage consumption.

Square-Root Replication is one of a few exceptions, which considers content
popularity [4]. The number of replicas is determined proportional to the square
root of the access counts relative to other contents. This strategy is reported
to exhibit, in a rough (not an exact) simulation, significant reduction of whole
search traffic [5]. However, it would be necessary that any single node must have
knowledge on popularities of all the contents, which is impractical.

Consequently, we construct our replication strategy based on the following
design.
(1) Decision of Replica Allocation. A simple method to decide replica
allocation is introduced which does not cause heavy network traffic.

Fig. 1 shows an overview of the method. A replica is allocated on the re-
quester like Owner Replication. Another will be allocated on the node halfway
between the requester and the holder, namely the most distant node from both
the requester and the holder (Fig. 1- 1©), however it is not placed at the mo-
ment of searching immediately. As shown below, the node evaluates popularity,
i.e. access rate, for that content, and decides whether placing a replica or not
eventually.

Fig. 2 shows the reason why the halfway node is the best to place a replica.
Sum of the number of hops is minimized if a replica is placed on the node halfway
on the search path. This is more effective than probabilistic allocation.

(2) Provisional Replica Placement. A replica is not placed immediately at
the halfway node. If the replica is never accessed afterward, it is just a waste
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Table 1. Simulation settings

Number of nodes 2000
TTL of query packet 5
Initial max number of contents 60
Capacity of storage 100
Threshold of replication 15

Table 2. Popularities vs. contents disposition

popularity request rate (%) contents
(Low) 1 5 2500

2 10 1000
3 20 400
4 25 150

(High) 5 40 50

of copying cost and storage. Instead, only an index of the content, i.e. a pair of
the search key and the content location, is initially placed (Fig. 1- 2©). The size
of an index is much smaller than that of a content, therefore the cost of keeping
an index is much smaller that the one of copying and storing the content.

The node has an index containing two content locations of both the holder
and the requester, and it replies either of these locations in an alternate (round-
robin) fashion to a query. Accesses to the content are dispersed in this way.

The index not only contributes to the efficient search, but also indicates the
potential location of the replica. This cooperation of indexing and content repli-
cation is the major novelty of this research.

The node counts the number of references to each index it has, and when the
number exceeds a certain threshold, a replica of the content is placed at this
moment (Fig. 1- 3©).

(3) Replacement of Replication. Each node has limited capacity of storage,
and when its storage is saturated, it decides which replicas to keep according to
their popularities. When a new content or replica is added to the node whose
storage is full, a replica is discarded in a LRU (Least Recently Used) manner.

4 Experiments and Evaluation

To verify the advantages of our strategy, we present some results of experiments
using a simulator for virtual P2P networks. Table 1 summarizes parameter set-
tings for the experiments.

Settings for Contents and Search. We put at each node some contents ran-
domly up to 60 in the beginning. These initial contents will not be discarded
even if the node’s storage is full. We allow each node to have up to 1,000
indices, and to discard indices in a FIFO (First In First Out) manner when
the index capacity overflows.
We prepare 4,100 contents as a whole, each of which has a popularity level
shown in Table 2. This is to follow the Power-Law described in 3.
Our simulator selects a node randomly from 2,000 nodes per trial, and makes
it search a content. We tried 100,000 trials in every experiment. The result
figures below show transition at every 2,000 trials.

Settings for Network Topologies. It is reported that actual structures of
P2P network topology have the nature of Power-Law [8]. In fact, a small
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number of nodes has many links, and most nodes has only a few links. There-
fore, we follow such network topology especially in experiments described in
4.2. The Power-Law Random (PLR) topology used in the experiments is
the random network in which the number of links of each node follows the
Power-Law, and connections between the nodes are random.

4.1 Effect of Each Factor

Our strategy consists of replica allocation which cooperates with index alloca-
tion, and the LRU-based replacement of replicas. Hence, to clarify each effect,
we compare four cases: (1) Index OFF - FIFO, (2) Index OFF - LRU, (3) Index
ON - FIFO, and (4) Index ON - LRU. “Index OFF” means not allocating an
index but a replica immediately. In this experiment, we simplify the network
composition in which each node randomly connects with 2 to 4 neighbors.

Fig. 3 shows transitions of the total number of packets, i.e. sum of query
packets and hit packets. (4) shows identical result as (3), because there is no
saturation of storages in this experiment. “Index ON” brings delayed replica
placement, which suppresses storage saturation. Comparing (1) and (3), or (2)
and (4), we can conclude that cooperation with indexing reduces the network
traffic significantly. Comparing (1) and (2), LRU-based replacement is also ef-
fective when storage saturation occurs.

Fig. 4 shows transitions of the maximum number of content deliveries. If this
value is high, it means that accesses for a content are concentrated to a single
node. Again, (4) shows identical result as (3). Comparing (1) and (3), or (2)
and (4), accesses are dispersed by cooperation of indexing, and by round-robin
handling of queries.

We also verify, although not apparent in the figure, that (3) (and (4)) shows
the highest success rate of search out of the four cases, and the total number of
content delivery is the highest.

4.2 Comparisons with Other Strategies

Next, we compare our strategy with other related strategies: (1) Our strategy
(Proposal), (2) Owner Replication (Owner), (3) Path Replication (Path), and
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(4) Path Random Replication in which the allocation probability to each node
is 10% (Path Random). The network composition we use in these experiments
are the above-mentioned PLR topology.

Fig. 5 shows transitions of the total number of packets of all the strategies.
Only our strategy shows the steep decline from the beginning, while the others
do not.

Actually, all the strategies show declines when applied to networks of random
topology.Therefore, the results shown in this figure must be affected by the charac-
teristic of PLR topology. In the PLR topology,most packets tend to concentrate on
hub nodes (i.e. nodes with many links), and our LRU-based replacement of repli-
cas occurs more often on them. In the other strategies, search success ratio on the
hubs gets lower, and query packets tend to spread much wider.

In this figure, Path Replication (“Path”) shows increase of traffic. We investi-
gated and found that many “hit” packets occupy the network which are generated
by too many replicas. In fact, about 30% of total packets are “hit” packets.

Fig. 6 shows transitions of the consumption ratio of all the node storages. Our
strategy shows the lowest ratio, therefore we can conclude ours achieves good
performance in regard to both network traffic and storage consumption.

Fig. 7 shows transitions of search success ratio. Our strategy shows the best,
that implies ours suppresses flooding of query packets.
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4.3 Using Expanding Ring for Search

The flooding-based search algorithm used in decentralized unstructured P2Ps
spreads query packets in the networks, and causes heavy network traffic. One of
the proposals addressing this issue is “Expanding Ring”, which expands search
area gradually by incrementally increasing TTL (time-to-live) [5]. Here we show
comparison of plain flooding and expanding ring when applied in cooperation
with our strategy.

Fig. 8 shows transitions of the total number of packets under plain flooding
and expanding ring. Expanding ring brings lower traffic from the beginning, and
it is effective in particular at the beginning where replicas are not so many yet.
However, we observe that using expanding ring, spreading of replicas becomes
slow, and search success rate decreases, because searches tend to succeed within
a small area.

5 Conclusions and Future Work

This paper focuses on content replication in decentralized unstructured P2P
networks for the purpose of reduction of excessive traffic and improvement of
search efficiency, proposes a strategy which makes cooperative use of indexing
and content replication.

Our strategy is composed mainly of controlled (or delayed) content replication
which cooperates with index allocation. Additionally, it implements LRU-based
replica replacement, and a very simple but efficient method to decide locations of
replicas. We showed advantages of our strategy by several simulated experiments.
Our strategy achieved more efficient search and lower network traffic than other
strategies.

Future works are as follows. First, a threshold of reference counts for switching
from an index to a replica placement must be appropriately determined. Sec-
ond, other P2P network topologies must be examined as well. Third, real-world
experiments must be performed.

Acknowledgments

This research was supported in part by JSPS in Japan under Grants-in-Aid for
Scientific Research (B) 17300012, and by MEXT in Japan under Grants-in-Aid
for Exploratory Research 17650011.

References

1. Napster website, http://www.napster.com/.
2. Gnutella website, http://www.gnutella.com/.
3. I. Stoica, R. Morris, D. Karger, M. F. Kaashoek, and H. Balakrishnan, “Chord: A

Scalable Peer-to-Peer Lookup Service for Internet Applications”, Proc. ACM SIG-
COMM 2001, 2001.



Popularity-Based Content Replication in Peer-to-Peer Networks 443

4. E. Cohen and S. Shenker, “Replication Strategies in Unstructured Peer-to-Peer Net-
works”, Proc. ACM SIGCOMM 2002, 2002.

5. Q. Lv, P. Cao, E. Cohen, K. Li, and S. Shenker, “Search and Replication in Un-
strctured Peer-to-Peer Networks”, Proc. 16th ACM Int’l Conf. on Supercomputing,
2002.

6. D. Maruta, H. Yamamoto, Y. Oie, “Replication Strategies to Enable Storage Load
Balancing in P2P Networks” (in Japanese), IEICE Technical Report, NS2003-319,
pp.131–136, 2004.

7. S. Sato, K. Kazama, and S. Shimizu, http://www.ingrid.org/w3conf-japan/97/sato
/paper.html (in Japanese).

8. L. A. Adamic, R. M. Lukose, A. R. Puniyani and B. A. Huberman, “Search in
Power-Law Networks”, Physical Review E, Vol.64, pp.46135–46143, 2001.



V.N. Alexandrov et al. (Eds.): ICCS 2006, Part IV, LNCS 3994, pp. 444 – 451, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

A New Method for Crude Oil Price Forecasting 
Based on Support Vector Machines 

Wen Xie, Lean Yu, Shanying Xu, and Shouyang Wang 

Institute of Systems Science, Academy of Mathematics and Systems Sciences, 
Chinese Academy of Sciences, Beijing 100080, China 

{xiewen, yulean, xsy, sywang}@amss.ac.cn 

Abstract. This paper proposes a new method for crude oil price forecasting 
based on support vector machine (SVM). The procedure of developing a sup-
port vector machine model for time series forecasting involves data sampling, 
sample preprocessing, training & learning and out-of-sample forecasting. To 
evaluate the forecasting ability of SVM, we compare its performance with 
those of ARIMA and BPNN. The experiment results show that SVM outper-
forms the other two methods and is a fairly good candidate for the crude oil 
price prediction. 

1   Introduction 

Oil plays an increasingly significant role in the world economy since nearly two-
thirds of the World’s energy consumption comes from crude oil and natural gas. 
Sharp oil price movements are likely to disturb aggregate economic activity, espe-
cially since Jan 2004, global oil price has been rising rapidly and brings dramatic 
uncertainty for the global economy. Hence, volatile oil prices are of considerable 
interest to many researchers and institutions. The crude oil price is basically deter-
mined by its supply and demand, but more strongly influenced by many irregular 
past/present/future events like weather, stock levels, GDP growth, political aspects 
and so on. These facts lead to a strongly fluctuating and non-linear market and the 
fundamental mechanism governing the complex dynamic is not understood. As Epa-
minondas et at. [1] reported, the oil market is the most volatile of all the markets ex-
cept Nasdaq and shows strong evidence of chaos. Therefore, oil price prediction is a 
very important topic, albeit an extremely hard one due to its intrinsic difficulty and 
practical applications. 

When it comes to crude oil price forecasting, most of the literatures focus only on 
oil price volatility analysis [1] and oil price determination within the supply and de-
mand framework [2]. There is very limited research on oil price forecasting, including 
quantitative and qualitative methods. Among the quantitative methods, Huntington [3] 
used a sophisticated econometric model to forecast crude oil prices in the 1980s. 
Abramson and Finizza [4] utilized a probabilistic model for predicting oil prices and 
Barone-Adesi et al. [5] suggested a semi-parametric approach for forecasting oil 
price. Regarding the qualitative methods, Nelson et al. [6] used the Delphi method to 
forecast oil prices for the California Energy Commission. However, the above meth-
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ods show poor performance and can’t meet practical needs in forecasting crude oil 
prices. Very recently, Wang et al. [7] proposed a new integrated methodology-TEI@I 
methodology and showed a good performance in crude oil price forecasting with 
back-propagation neural network (BPNN) as the integrated technique. BPNN, a class 
of the most popular neural network model, can in principle model nonlinear relations 
but they do not lead to one global or unique solution due to differences in their initial 
weight set. Another drawback is that BPNN is susceptible to over-fitting problems. 
Consequently, it is of necessity to develop new individual methods for forecasting oil 
prices which can be used for further integration into other methodologies like TEI@I. 

Recently, support vector machine, a novel neural network algorithm, was devel-
oped by Vapnik and his colleagues [8]. Established on the unique theory of the struc-
tural risk minimization principle to estimate a function by minimizing an upper bound 
of the generalization error, SVM is resistant to the over-fitting problem and can model 
nonlinear relations in an efficient and stable way. Furthermore, SVM is trained as a 
convex optimization problem resulting in a global solution that in many cases yields 
unique solutions. Originally, SVMs have been developed for classification tasks [9]. 
With the introduction of Vapnik’s ε -insensitive loss function, SVMs have been ex-
tended to solve nonlinear regression and time series prediction problems, and they 
exhibit excellent performance [10, 11].  

The goal of this paper is to propose a new method based on SVM for the task of 
crude oil price time series prediction. In addition, this paper examines the feasibility 
of applying SVM in crude oil price forecasting through the contrast with ARIMA and 
BPNN models. The rest of the paper is organized as follows. Section 2 describes a 
new SVM-based method for crude oil price prediction. To evaluate the SVM, an em-
pirical study and its comparable results with ARIMA and BPNN are presented in 
section 3. Some concluding remarks are made in section 4.  

2   A New SVM-Based Crude Oil Forecasting Method 

In this section, a new SVM-based method for time series forecasting and its applica-
tion in crude oil price prediction are presented. We first introduce a basic theory of 
the support vector machine model, and then present the new SVM-based method for 
time series forecasting.  

2.1   Theory of SVM  

SVMs have originally been used for classification purposes but their principles can be 
extended to the task of regression and time series prediction as well. In this paper, we 
only focus on support vector regression (SVR) for the task of time series prediction. 
An excellent general introduction to SVMs including support vector classification 
(SVC) and support vector regression (SVR) can be seen in References [8] for more 
details.  

SVMs are linear learning machines which means that a linear function is always 
used to solve the regression problem. When dealing with nonlinear regression, SVMs 
map the data x  into a high-dimensional feature space via a nonlinear mapping ϕ  and 

make linear regression in this space. 
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( ) ( ( ))f x x bω ϕ= ⋅ +  (1) 

where b  is a threshold. In linear cases, ( )xϕ  is just x  and ( )if x  becomes a linear 

function. Thus, linear regression in a high dimensional space corresponds to nonlinear 
regression in the low dimensional input space. Since ( )xϕ  is fixed, we determine ω  

from the data by minimizing the sum of the empirical risk [ ]empR f  and a complexity 

term 
2ω , which enforces flatness in feature space. 
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where l  denotes the sample size, ( )ψ ⋅  is a cost function and λ  is a regularization 

constant. For the goal of regression and time series prediction, Vapnik’s ε -
insensitive loss function is adopted in this paper.  

( )    for ( )
( ( ) )

0                      otherwise          
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For a large set of cost functions, Eq. (2) can be minimized by solving a quadratic 
programming problem by applying Lagrangian theory, which is uniquely solvable 
under Karush-Kuhn-Tucker conditions. It can be shown that we are able to rewrite the 
whole problem in terms of dot products in the low dimensional input space. 

* *

1 1

( ) ( )( ( ) ( )) ( ) ( , )
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In Eq. (4), ( )K ⋅  is the so-called kernel function which simplifies the use of a map-

ping. Representing the mapping by simply using a kernel is called the kernel trick and 
the problem is reduced to finding kernels that identify families of regression formulas. 
Any symmetric kernel function ( )K ⋅  satisfying Mercer’s condition corresponds to a 

dot product in some feature space.  

2.2   SVM-Based Forecasting 

The procedure of developing a support vector machine for time series forecasting is 
illustrated in Fig. 1. As can be seen from Fig. 1, the flow chart can be divided into 
four phases. The first phase is data sampling. To develop a SVM model for a forecast-
ing scenario, training, validating and testing data need to be collected. However, the 
data collected from various sources must be selected according to the corresponding 
criteria. The second phase is sample preprocessing. It includes two steps: data nor-
malization, data division. In any model development process, familiarity with the 
available data is of the utmost importance. SVM models are no exception, and data 
normalization can have a significant effect on model performance. After that, data 
collected should be split into two sub-sets: in-sample data and out-of-sample data 
which are used for model development and model evaluation respectively. The third 
phase is SVM training and learning. This phase includes three main tasks: determina-
tion of SVM architecture, sample training and sample validation. It is the core process 
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of SVM model. In this phase, we shall determine the time-delay τ , embedding di-

mension d , ε , regularization constant λ  and the choice of the kernel function. The 
final phase is out-of-sample forecasting. When the former phases are complete, the 
SVM can be used as a forecaster or predictor for out-of-sample forecasting of time 
series. 

 

Fig. 1. A flow chart of SVM-based forecasting system 

Following the above procedure, SVM-based crude oil price prediction involves 
four steps: 

(a) Data sampling. A variety of data can be collected for this research, such as 
WTI, NYMEX. Data collected can be categorized into different time scales: daily, 
weekly and monthly. For daily data, there are various inconsistencies and missing 
points for the market has been closed or halted due to weekends or unexpected events. 
As a result, weekly data and monthly data should be adopted as alternatives. 

(b) Data preprocessing. The collected oil price data may need to be transformed 
into certain appropriate range for the network learning by logarithm transformation, 
difference or other methods. Then the data should be divided into in-sample data and 
out-of-sample data.  

(c) Training and learning. The SVM architecture and parameters are determined in 
this step by the training results. There are no criteria in deciding the parameters other 
than a trial-and-error basis. In this investigation, the RBF kernel is used because the 
RBF kernel tends to give good performance under general smoothness assumptions. 
Consequently, it is especially useful if no additional knowledge of the data is avail-
able. Finally, a satisfactory SVM-based model for oil price forecasting is reached. 
   (d) Future price forecasting.  
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3   An Empirical Study 

In this section, we first describe the data, and then define some evaluation criteria for 
prediction purposes. Finally, the empirical results and explanations are presented. 

3.1   Data 

The crude oil price data used in this study are monthly spot prices of West Texas 
Intermediate (WTI) crude oil from January 1970 to December 2003 with a total of n = 
408 observations, as illustrated in Fig. 2. Since SVM are resistant to the noise due to 
the use of a nonlinear kernel and an ε -insensitive band, no normalization is used in 
this investigation for simplicity. We take the monthly data from January 1970 to De-
cember 1999 as the in- sample data (including 60 validation data) sets with 360 ob-
servations for training and validation purposes and the remainder as the out-of-sample 
data sets with 48 observations for testing purposes. For space reasons, the original 
data are not listed here. 

 

Fig. 2. The monthly oil price for the period 1970-2003 

3.2   Evaluation Criteria 

In order to evaluate the prediction performance, it is necessary to introduce some 
forecasting evaluation criteria. In this study, two main evaluation criteria, root mean 
square error (RMSE) and direction statistics (Dstat), are introduced. The RMSE is cal-
culated as 

=
−=

N

t tt yy
N

RMSE
1

2)ˆ(
1

 (5) 

where yt represents the actual value, tŷ is predicted values, and N is the number of 

testing data sets. Apparently, the indicator RMSE describes the estimates’ deviation 
from the real values. 

In the oil price forecasting, a change in trend is more important than precision level 
of goodness-of-fit from the viewpoint of practical applications. Trading driven by a 
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certain forecast with a small forecast error may not be as profitable as trading guided 
by an accurate prediction of the direction of movement. As a result, we introduce 
directional change statistics, Dstat. Its computational equation can be expressed as 

=
=

N

t tstat a
N

D
1

1
 (6) 

where at = 1 if 0)ˆ)(( 11 ≥−− ++ tttt yyyy , and at = 0 otherwise. 

3.3   Results and Analysis 

Each of the forecasting method described in the last section is estimated and validated 
by in-sample data. The model estimation selection process is then followed by an 
empirical evaluation which is based on the out-sample data.  

The results of an augmented Dickey-Fuller (ADF) test show that the time series in 
level follows a unit root process. In order to utilize the ARIMA model, a first differ-
ence is necessary. Thus, ARIMA(1,1,0) is identified. The time delay τ , embedding 

dimension d  and the prediction horizon, decided by try-and-error criteria, are respec-
tively 4,4,1 for both BPNN and SVM. The best experiment result of each method is 
presented in Table 1 in which a comparison among them is performed. 

Table 1. Crude oil price forecast results (Jan. 2000 - Dec. 2003) 

Methods Criteria Full 
period 

Sub-
period I 
(2000) 

Sub-
period II 
(2001) 

Sub-
period III 
(2002) 

Sub-
period IV 
(2003) 

RMSE 2.3392 3.0032 1.7495 1.9037 2.4868 
ARIMA 

Dstat (%) 54.17 41.67 50.00 58.33 66.67 

RMSE 2.2746 2.9108 1.8253 1.8534 2.3843 
BPNN 

Dstat (%) 62.50 50.00 58.33 66.67 75.00 
RMSE 2.1921 2.6490 1.8458 1.8210 2.3411

SVM 
Dstat (%) 70.83 83.33 50.00 58.33 91.67 

 

Table 1 shows the detailed results of the simulated experiment via the three meth-
ods. It can be seen that the SVM method outperforms the ARIMA and BPNN models 
in terms of both RMSE and Dstat. Focusing on the RMSE indicators, the values of 
SVM model are explicitly lower than those of ARIMA and BPNN, except in the sec-
ond sub-period. From the practical application viewpoint, indicator Dstat is more im-
portant than indicator RMSE. This is because the former can reflect the trend of 
movements of the oil price and can help traders to hedge their risk and to make good 
trading decisions in advance. Concerning the SVM-based method, it can be seen in 
the table that although the Dstat value of the sub-periods II and III are some lower than 
BPNN, the values of Dstat are all above 50% and generally higher than those of the 
other two models, indicating that the SVM method has stronger prediction ability than 
the other individual models.  
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In addition, we observe from Table 1 that a smaller RMSE does not necessarily 
mean a higher Dstat. For example, for the test case of the SVM, the RMSE for 2001 is 
explicitly lower than that for 2000, while the Dstat for 2000 is larger than that for 2001 
which implies that the Dstat criterion is not identical to the RMSE in different time 
series forecasting. 

We can therefore conclude from the results of Table 1 and the above analysis that 
the proposed SVM approach performs the best among the three methods with 2.1921 
and 70.83% for RMSE and Dstat respectively, while the ARIMA models show the 
worst performance.  

The main reasons for the above conclusions are as follows. As Epaminondas et at. 
[1] reported, the crude oil market is one of the most volatile market in the world and 
shows strong evidence of chaos. ARIMA, typical linear models which capture time 
series’ linear characteristics, shows insufficient to describe the nonlinear dynamics. 
Hence, ARIMA models perform worst among the three methods.  

Both SVM and BPNN can in principle describe the nonlinear dynamics of crude 
oil price. Established on the unique theory of the structural risk minimization princi-
ple to estimate a function by minimizing an upper bound of the generalization error, 
SVM is resistant to the over-fitting problem and can model nonlinear relations in an 
efficient and stable way. Furthermore, SVM is trained as a convex optimization prob-
lem resulting in a global solution that in many cases yields unique solutions. Com-
pared with the SVM’s merits above, BPNN tends to suffer from over-fitting problem 
and does not lead to one global or unique solution owing to differences in their initial 
weights. Therefore, SVM generally outperforms BPNN. But, as shown in Table 1, 
BPNN may outperform SVM in some sub-periods. There may be two reasons: 1) the 
data in the sub-periods may be more suited to the BPNN’s learning algorithms; 2) the 
chosen BPNN with the best performance outperforms SVM by chance with its initial 
random weight. Generally speaking, SVM outperforms ARIMA and BPNN and is 
more capable of oil price time series forecasting. 

4   Conclusions 

It has been shown in the literatures that support vector machines can perform very 
well on time series forecasting. The largest benefit of SVM is the fact that a global 
solution can be attained. In addition, due to the specific optimization procedure it is 
assured that over-training is avoided and the SVM solution is general. 

In this paper, we propose a new method for predicting crude oil price time series 
based on support vector machines. There exist four phases when developing a SVM 
for time series forecasting: data sampling, sample preprocessing, training & learning 
and out-of-sample forecasting. An empirical study, in which we compare SVM’s 
performance with those of autoregressive integrated moving average models and 
back-propagation neural networks, is put underway to verify the effectiveness of the 
SVM-based method. The results show that SVM is superior to the other individual 
forecasting methods in monthly oil price prediction. The prediction can be improved 
if irregular influences are taken into consideration in the framework of TEI@I [7], 
which is undoubtedly a very interesting and meaningful topic for our future study. 
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Abstract. This paper deals with customer’s credit risk assessment. We put for-
ward a method based on the Linear Programming Technique for Multidimen-
sional Analysis of Preference (LINMAP). The method is used to develop a 
credit risk assessment model using a large sample of firms derived from the 
loan portfolio of a leading Construction Bank of China. The model gave us the 
method to determine the optimal credit evaluation weights and ideal point. Fur-
ther we give an example for its application. 

1   Introduction 

Credit risk assessment is a significant area of financial management which is of major 
interest to practitioners, financiers and credit analysts. Considerable attention has 
been paid in this field from the theoretical and academic points during the last several 
decades[1-17]. Financial and operational researchers have tried to relate the character-
istics of a firm (Financial ratios and strategic variables) to its credit risk[1-5]. Accord-
ing to this relationship the components of credit risk are identified, and decision mod-
els are developed to assess credit risk and the corresponding credit worthiness of 
firms as accurately as possible. The models include Z-score[6,7], discriminant analy-
sis (DA)[8], logit analysis (LA) and probit analysis (PA) and more. 

The main purpose of this paper is to investigate the potentials and the applicability 
of a new discrimination method in credit risk assessment, based on the linear pro-
gramming technique for multidimensional analysis of preference (LINMAP)[9]. The 
LINMAP method employs a distance discrimination procedure to determine the class 
to which the firms under consideration belong. 

2   The Linear Programming Technique Based on Data Mining 

Supposing the commercial bank will provides a loan for m customers, to evaluate the 
customers’ credit, they employ n indexes. So m firms and n indexes form a credit 
decision space[10-17]. In this credit decision space, every customer’s credit corre-
sponds to a point respectively. If the customer’s best credit (the bank’s preference) 
can be denoted with an ideal point in the decision space, the customer’s credit can be 
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described with a weighted distance. In the credit decision space, the weighted distance 
between every point ),,,( 21 inii xxx and ideal point ),,,( **
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In (2), w and *x  are unknown. We can get them by using a training sample. 
Using the information in the training sample, we have a sequence rela-

tion ),( lk FF . For simplicity, we substitute ),( lk  for sequence relation ),( lk FF . 

The ),( lk means that k-th customer’s credit is better than l-th customer’s. Further, we 

can get a sequence relation set { }),( lkQ = . Obviously, there are 2/)1( −nn ele-

ments in set Q, if we compare every two customer’s credit. 
We can calculate the weighted distance between k-th customer or l-th customer and 

ideal point, if we can find out w and *x . They are  
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In (3), kjx is the value of the k-th customer to the j-th index. Similarly the value of the 

l-th customer to the j-th index is ljx . 

In set Q, if every sequence relation ),( lk satisfied 

kl SS ≥ , (4) 

the k-th customer’s credit is not worse than the l-th customer’s. It is consistent with 
the information in training sample. Otherwise, if  

kl SS < , (5) 

the k-th customer’s credit is worse than the l-th customer’s. It is not consistent with 
information in training sample. Apparently, if the training sample is large enough, the 
weighted distance should be in accordance with the information of training sample. 
For measuring the degree of inconsistency between the weighted distances and the 
training sample information, we have to give a definition. 
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B is called inconsistent degree between the weighted distances and the training sam-
ple information. 

From definition 1, we know 

0)( =− −
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kl SS  if kl SS <  

The more different between lS and kS , the inconsistent degree is deeper. 
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mal *w and *x , we have to minimize B. 
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calling G is consistent degree between the weighted distances and the training sample 
information. From definition 2, we know  

0)( =− −
kl SS  if kl SS <        0)( >− −

kl SS  if kl SS ≥ . 

The more different between lS and kS , the consistent degree is deeper. 

klkl SSSS −=− −)( can measure the consistent degree. 

We can minimize B, which subject to BG >  or 0>=− hBG , where h is a 
small positive real number. From definition 1 and definition 2, we have 
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So, we can get w and *x by solving problem (10). 

{ }

 
 

 
 

 

=−

−=

 
∈

. )(    ..   

 )(,0maxmin

),(

),(

hSSts

SSB

lk
kl

Qlk
lk

 (10) 

Solving problem (10) is equivalent to solving problem (11). 
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From (3), we have 
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Because jw and *
jx are unknown, we institute variable jv for *

jj xw . So, problem 

(11) is equivalent to problem (13) 
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By solving (13), we get all indexes’ optimal weight *w and ideal point in credit 

decision space *x . 
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Then we can compute the weighted distance S between every customer’s credit and 
ideal point. The value of S is smaller, the customer’s credit is better.  

3   An Example for Application 

To illustrate the model of the LINMAP method, consider a simple example consisting 
of 50 firms F1, F2, …, F50, evaluated along five financial ratios (x1: retained earn-
ings/total assets, x2: earnings before interest and taxes/total assets, x3: net profit/total 
assets, x4: net profit after taxes/total assets, x5: liquid assets/total assets). The firms are 

Table 1. Data in the training sample 

Indexes  
xij 

Firms  
x1 x2 x3 x4 x5 Categories 

F1 0.02 0.03 0.01 0.61 0.03 1.00
F2 0.06 0.13 0.03 0.66 0.11 1.00
F3 0.07 -0.13 -0.13 0.29 0.21 1.00
F4 0.11 0.08 0.01 0.46 0.57 1.00
F5 0.13 0.07 -0.03 0.55 0.53 1.00
F6 0.04 0.06 0.02 0.26 0.29 2.00
F7 0.05 0.32 0.01 0.24 0.17 2.00
F8 0.07 0.08 0.01 0.26 0.33 2.00
F9 0.11 0.01 0.00 0.26 0.36 2.00

F10 0.12 0.04 0.01 0.16 0.28 2.00
F11 0.20 0.08 0.00 0.66 0.79 3.00
F12 0.21 -0.08 -0.02 0.79 0.99 3.00
F13 0.23 0.00 0.00 0.77 1.00 3.00
F14 0.42 -0.04 0.00 0.81 0.99 3.00
F15 0.45 0.12 0.09 0.47 0.92 3.00
F16 0.08 0.18 0.14 0.54 0.62 4.00
F17 0.25 0.30 0.01 0.18 0.43 4.00
F18 0.32 0.17 0.11 0.52 0.84 4.00
F19 0.34 0.13 0.17 0.17 0.51 4.00
F20 0.35 0.02 0.14 0.65 1.00 4.00
F21 0.19 0.10 0.03 0.57 0.75 5.00
F22 0.40 0.09 -0.01 0.33 0.73 5.00
F23 0.42 0.37 0.10 0.50 0.92 5.00
F24 0.49 0.05 0.03 0.38 0.88 5.00
F25    0.57    0.01    0.01    0.24    0.81    5.00  
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Table 2. Square distance of firms in training sample 

Square distance 
0.0954 0.0966 0.1011 0.1049 0.1036
0.1050 0.1058 0.1055 0.1058 0.1058
0.1063 0.1072 0.1081 0.1058 0.1093
0.1068 0.1092 0.1086 0.1083 0.1083
0.1068 0.1083 0.1115 0.1092 0.1097

 

Table 3. Data in examination sample 

   Indexes 
xij 

Firms 
x1 x2 x3 x4 x5 Categories 

F26 0.00 0.04 0.04 0.82 0.62 1 
F27 0.03 0.06 0.01 0.74 0.37 1 
F28 0.05 0.00 0.01 0.57 0.62 1 
F29 0.07 0.18 -0.03 0.58 0.64 1 
F30 0.07 0.01 0.00 0.72 0.59 1 
F31 0.04 0.00 0.00 0.40 0.44 2 
F32 0.04 0.10 0.01 0.50 0.34 2 
F33 0.07 0.10 0.01 0.17 0.24 2 
F34 0.07 0.12 0.04 0.45 0.45 2 
F35 0.13 0.04 0.04 0.23 0.36 2 
F36 0.09 0.08 0.00 0.70 0.79 3 
F37 0.15 0.09 0.00 0.65 0.80 3 
F38 0.17 -0.12 0.00 0.65 0.82 3 
F39 0.41 0.09 -0.01 0.58 0.71 3 
F40 0.46 -0.04 -0.01 0.79 0.99 3 
F41 0.03 0.08 0.04 0.42 0.71 4 
F42 0.13 0.16 0.14 0.23 0.36 4 
F43 0.14 0.11 0.04 0.38 0.53 4 
F44 0.17 0.12 0.18 0.24 0.41 4 
F45 0.19 0.08 0.08 0.34 0.53 4 
F46 0.23 0.11 0.01 0.27 0.50 5 
F47 0.33 0.08 0.07 0.46 0.79 5 
F48 0.37 0.19 0.01 0.62 0.99 5 
F49 0.45 0.00 0.06 0.43 0.89 5 
F50 0.55 0.18 0.05 0.26 0.80 5  

Table 4. Square distance of firms in examination sample 

Square distance 
0.1038 0.0999 0.1051 0.1023 0.1029
0.1045 0.1042 0.1060 0.1047 0.1056
0.1070 0.1072 0.1054 0.1068 0.1057
0.1069 0.1067 0.1063 0.1065 0.1062
0.1097 0.1076 0.1099 0.1083 0.1108
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divided into two groups (a training sample and a examination sample) and classified 
into five categories. Table 1 illustrates the performances of the firms according to 
each ratio and their classification. 

From Table 1, we have a sequence relation set. So, we have a linear programming 

problem. Solving it, we can get the optimal weights *w and ideal point *x . 

=

0100.0

1154.0

0100.0

0100.0

0699.0

*w   , 

−

−
=

9744.8

0913.1

3161.0

6423.4

8735.0

*x . 

Table 2 gives the square distance of firms in training sample. Then, we use an exami-
nation sample (as Table3) for model validation. Easily, we can obtain the results as 
table4 shows. Combining Table4 with Table3 and Table2, we can find that the model 
developed provided high classification accuracy. Only credit categories of F28, F33, 
F35, F36, F37 and F39 are different from examination sample information. 

4   Conclusions 

This paper focused on the identification of commercial bank customer’s credit. The 
approach employed for developing credit assessment model is based on LINMAP 
approach. The method employs mathematical programming techniques to develop 
credit rating model. In this paper the objective was to find out a method of credit 
discrimination. Such a discrimination method supports credit analysts in identifying 
potential defaulters, thus facilitating credit-granting decisions. Of course, the applica-
tions of the LINMAP method are not only limited to credit assessment; it also in-
volves other financial risk management fields.  

References 

[1] M. Doupos, K. Kosmidou, G. Baourakis, and C. Zopounidis, Credit risk assessment using 
a multicriteria hierarchial discrimination approach: A comparative analysis, European 
Journal of Operational Research, 2002(138): 392-412. 

[2] West R C. A Factor-analysis Approach to Bank Condition. Journal of Banking Finance, 
1985, 9:253~266. 

[3] Alastair G., Corporate credit analysis, Glenlake Publishing Company Limited, 2000. 
[4] Hwang ,C. L. and Yoon, K. S., Multiple attribute decision making, Springer-Verlag , Ber-

lin,1981. 
[5] Zhou Z.F., Tang X.W., Mu T.Y. and Lu Y.J. An multi-targets evaluation approaches to 

customers credit, Proceedings of 2003 International Conference on Management Science 
& Engineering, USA, Aug. 2003. 

[6] Altman. E. I. and Saunders. A., Credit risk measurement: developments over the last 20 
years, Journal of Banking and Finance, 1998(21): 1721-1742. 



 Credit Risk Evaluation Based on LINMAP 459 

[7] Altman. E. I., Financial ratios, discriminant analysis and the prediction of corporate bank-
ruptcy. Journal of Finance, 1968, 23: 589~609. 

[8] Press S J, Wilson S. Choosing between logistic regression and discriminant analysis, J. 
Amer. Statist. Asoc. , 1978, 73:699~705. 

[9] Srinivasan, V. and Shocker, A. D. Linear programming techniques for multimensional 
analysis of preference, Psychometica, 1973:337. 

[10] Chen LH, Chiou TW: A fuzzy credit –rating approach for commercial loans: a Taiwan 
case, OMEGA.,The International Journal of Management Science, 1999(27) P.407-19. 

[11] Myer P A, Pifer H. Prediction of bank failures, Journal of Finance, 1970, 25: 853~868. 
[12] Barth J R, Brumbaugh R D, Sauerhaft D. Thrift institution failures: estimating the regula-

tor's closure rule, G.G. Kaufman(Ed), Research in Financial Services, Greenwich, CT: 
JAI Press, 1989, 1. 

[13] Caouettee J.B., Altman E.I. and Narayanan P., Managing credit risk: the next great finan-
cial challenge, John Wiley & Sons, 1998. 

[14] Zhou Z.F., Tang X.W. and Shi Y., The mathematical structure on credit rating, Fur East 
Journal of Applied Mathematics, 2005(19). 

[15] Zhou Z.F., Tang X.W., The ordering relation and dominance structure of indexes space 
for credit, Systems Engineering—Theory & Practice, 2004 (24): 9-15 (in Chinese). 

[16] Zhou Z.F., Tang X.W. and Mou T.Y., The optimization techniques approach to cus-
tomer’s credit, Proceedings of ICSSSE’2003, Hongkong, 2003.10: 177-182. 

[17] Zhou Z.F. Tang X.W. and Shi Y., Estimate errors on credit evaluation of commerce 
banks, Lecture Notes in Computer Science 2005 (3227): 229-233. 

 



Logic Mining for Financial Data

G. Felici1, M.A. Galante2, and L. Torosantucci3

1 Istituto di Analisi dei Sistemi ed Informatica del CNR,
Viale Manzoni 30 - 00185 Roma, Italy

felici@iasi.cnr.it
2 Istituto di Analisi dei Sistemi ed Informatica del CNR,

Viale Manzoni 30 - 00185 Roma, Italy
galante@iasi.cnr.it

3 Banca Nazionale del Lavoro
luca.torosantucci@bnlmail.com

Abstract. In this paper we consider a new strategy for supporting tim-
ing decisions in stock markets. The approach uses the logic data miner
Lsquare, based on logic optimisation techniques. We adopt a novel con-
cept of good session, based on the best return expected within a given
time horizon. Such definition links indirectly the buying decision with
the selling decision and make it possible to exploit particular features of
stock time series. The method is translated into an investment strategy
and then it is compared with the standard buy & hold strategy.

1 Introduction

In this paper we investigate a new approach for the analysis and the forecasting
of financial data. Such approach is based on the combination of Logic Data
Mining with financial Technical Analysis. Logic Data Mining is a particular
type of automated learning that derives from data a set logic rules that exploit
the structure of the data, if present, and then allows to classify new records with
a good level of accuracy. We use the Lsquare System [6], a logic data miner based
on logic programming designed specifically for application to logic data that has
some original features particularly useful in this context. Technical Analysis is
based on a number of indicators that are computed from the values of a stock
in different time intervals. It typically considers the opening, closing, minimum,
and maximum values of a stock in one or more time intervals (e.g., the daily
sessions) and computes from such values some indicators that suggest to buy or
to sell the security under analysis. In this paper we briefly overview the basic
concept of financial theory, provide a general overview of the method proposed,
describe the learning algorithm used, and present computational results.

2 Financial Theory and Learning Applications

One of the most representative theories in finance is the Efficient Market Hy-
pothesis (EMH) of Fama ([4], [5]). This hypothesis states that security prices
fully, instantaneously and rationally reflect all available information about that
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security. A price that fully and rationally reflects all available information im-
plies that the market is perfectly rational and that every kind of information can
be unequivocally interpreted. A price that instantaneously reflects all available
information implies that the time reaction of the market is so fast that it is
not possible to take advantage of new data. For these reasons, if the EMH is
true, it is not possible to implement an investment strategy that constantly ob-
tains greater returns than the market, usually represented by an index (e.g. the
S&P500). The discussion on market efficiency is not only academic. Generally,
investors pick the asset of a portfolio by using either Fundamental Analysis or
Technical Analysis (TA). The fundamentalist states that, in general, prices do
not reflect the real value of the underlying firm. This implies that the market
is not rational and the stock can be either overpriced or underpriced, according
to the misunderstanding of the available information. The fundamentalist also
believes that every mistake will be corrected by the market. On the contrary, the
follower of Technical Analysis believes that the market, on average, is rational.
If a market is really efficient, both technical and fundamental analysis can not
constantly ensure greater returns than the market. For this reason, according to
the EMH, the best strategy for an investor should be to buy and hold a represen-
tative portfolio of the market. After the first exhaustive claim of the EMH made
by Fama in 1970, a great number of papers seemed to confirm unequivocally the
efficiency of the market. At the same time, a lot of research showed the unpre-
dictability of prices and markets. In the 1980s a few papers highlight the first
anomalies regarding the efficient market hypothesis, but only at the end of that
decade and the beginning of the 1990s the idea of the EMH was reconsidered.
In 1989 Samuelson changed his original opinion [13] and stated that efficiency
is not a perfect paradigm for the market. In his work, he recalls papers which
show statistically significant deviations from the random walk and the fact that
it is possible to find, on long time horizons, a tendency of the price. Several
papers test the effectiveness of technical analysis by means of empirical research
on specific timing strategy (among them, [3] [5], [11], [12]). The work presented
in this paper falls into this last category, but is characterized by the application
of Data Mining techniques, that provide a large number of non parametric, non
linear and non statistic models to extract knowledge from observed data. Often,
the complexity of such models requires sophisticated optimisation techniques.
Such tools have appeared in financial literature in recent years and seem to play
a key role to uncover the hidden and local regularities that may allow to beat
the market in the short to mid term, contradicting the EMH in its strong form
but not necessarily in its weak or semi-strong form. Their effectiveness is often
to be accounted to their capability of using models that go beyond the standard
linear models of multidimensional statistic regression, as shown in the many
applications described in [8], [9], [10].

3 An Overview of the Method

In this section we describe the proposed method to determine the timing to buy
and to sell a stock in a profitable way. We provide the list of the TA indicators
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used and the definition of good session; we consider the problem of identifying
the right training period and the problem of when is it useful to learn from data.
The learning tool Lsquare and its role in the whole picture will be treated in
Section 4.

3.1 The Learning Approach

We intend to learn from a number of previous sessions whether the current
session is good to sell or to buy a given stock. To accomplish this task we must
start from the definition of a number of measures of each session and a way
to identify whether a session is good or not. Such data, properly processed by
a learning algorithm, may identify some relation between the measures of the
session and its type (good, not good), that can be used for making a decision
about the right operation to make in the current session. In the following we will
refer to daily sessions (technically a session may be identified by any fixed time
interval). We first provide some notation. We refer to t as the current session
(or day) where we want to make the decision. The Training Period TP is the
number of days before t that we want to analyse to support our decision. We
indicate with T the length in days of the training period. Each session i ∈ TP
is represented by a vector of m measures Vi = v1

i , v
2
i , ..., v

m
i . Each session can

belong to one of two classes: class A (buy) or class B (don’t buy). Then, we
apply a learning algorithm to determine a classification rule into A or B of the
sessions in the TP based on their description by vectors Vi, i ∈ TP . Such rule
is used to determine whether today’s session, St, belongs to class A or class B
and take appropriate action. In the next sections we will see how we determine
the measures in Vi and what determines the belonging of a session to A or B.

3.2 The Indicators of Technical Analysis

Technical Analysis (TA) developed a great number of analysis instruments. Typ-
ically, four different types are considered: Trend Instruments, that identify the
trend by means of straight lines which pass through as great a number as possi-
ble of local minimum and maximum of prices; Moving average, by which traders
buy (sell) when the chart is over (under) its moving average; Oscillator Indi-
cators, that are simple mathematical models which define critical situations of
the market. The presence of a specific codified pattern (the codification is based
on the analysis of the past) can describe the most probable consequence for the
price in the future. Contrary to fundamental strategies, technical analysis does
not use public information such as announcements of new prospects or balance
sheet items; according to traders, the current price correctly reflects this infor-
mation. Generally, four time series are used, which are composed of the highest
price, the lowest price, the closing price and the open price of a significant period
of time, called session. The length of the session depends on the time horizon
of the single investor. The most common session is daily, but investors with a
shorter time horizon can also use a shorter session, for example of an hour or five
minutes. On the other hand, investors with a longer horizon can use a session
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of a week or a month. We have tested and implemented the most common TA
indicators, on different time periods, and verified their effectiveness in spotting
a good session when used as input data for the logic data miner. We omit for
brevity a detailed description of the indicators listed below, as they are common
knowledge in the financial literature: Moving Average (MA), Relative Strength
Indicator (RSI), Stochastic Oscillator, P-Momentum, On balance volume (OBV),
Price and Volume Trend (PVT), Volume Accumulation Oscillator (VAO).

The most serious obstacle to the investigation of technical analysis is his great
number of instruments which can be combined to implement a timing invest-
ment strategy. Each instrument concentrates his analysis on a particular aspect
of the market; even if a timing strategy based on one or more TA indicators may
be reasonable from a financial point of view, it is unlikely to ensure a better
result than the market in varying conditions. Moreover, each instrument gener-
ally depends on a set of parameters and these parameters depend on the current
market and on the time horizon of the investor. Typically these parameters are
thresholds which permit to establish if a stock is over- or under-bought. Unfor-
tunately, there is not a rigorous method to fix them. We have tackled these two
open problems in the following way. First, we have represented each session by
a large number of indicators, with different values of n, and determined experi-
mentally what set of indicators was providing better overall performances in our
learning scheme. Once such reduced set was determined, we used it to represent
each session, using the selected indicators to determine the components of the
vectors Vi for all sessions in the training period TP (see section 3.1). Second,
we have avoided the choice of thresholds for the indicators using a particular
feature of the learning method Lsquare that automatically maps rational values
into intervals in an optimal way with respect to the learning task.

3.3 The Good Sessions and the Timing Strategy

One of the problems that is encountered when using a learning method for
financial decision is what is to be considered a good (or bad) session; in other
words, what are the classes (e.g., the A and B of section 3.1) that we would like
to be able to recognize in the future to make good decisions. Such definition is
strongly dependent on the investment strategy that will use this information. In
this paper we have adopted an original definition of good session that is related
with the time horizon in which the trader intends to operate. Let us assume
that this time horizon, indicated with h, is a measure of the frequency in which
we want to operate on the stock (for example, 10 days). For a given session i,
let closei, openi, mini, maxi, be the opening, closing, minimum, and maximum
prices in the session, respectively. For session i, let the Best Return Within h be
defined as:

BRWh(i) = maxj=i,i+h
closej − closei

closei
.

Such value represents the maximum increase in value that could be obtained
on that stock buying it on the closing price of day i and selling it within the
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next h days, at closing price. For a given training period TP , consider now the
distribution of BRWh(i), i ∈ TP , and take the value λ as the splitting point that
separates the highest 25% of that distribution from the rest. Now, assume one
can correctly predict whether today’s session t has BRWh(t) higher than λ or
not. This would imply a very simple investment strategy that guarantees returns
that are significantly higher than the market. Obviously such strategy cannot be
applied in practice, as we cannot know in advance the value of BRWh(t); but, if
we can estimate with a good level of accuracy whether it is above the current λ,
we can expect high returns and sell the stock within h sessions as soon as it rises
above λ. On the other hand, if the prediction turns out to be incorrect, that is,
if the stock price does not rise as much as λ in h sessions, we sell the stock and
tolerate that potential loss.

3.4 The Identification of the Training Period

The strategy described above is applied anew in each session t, computing new
indicators and new classification rules from a TP of given length determined with
a sliding time window. A relevant question to answer is what is the appropriate
length of the training period; the length is obviously dependent from the time
horizon h. Such parameter requires proper tuning and has been found that a
value of 75 days when h = 10 provides good performances for the stocks analysed.
Another crucial issue is whether the information contained in the training period
is intersting for learning or not. In this setting, two major considerations arise.
As far as the current trend of the stock is concerned, an immediate information
is found in the value of λ. If in session t its training period TP has λ < 0, we
know that even in the best 25% of the sessions in TP there are sessions that do
not provide any gain in the value of the stock. In such case the session is skipped,
no learning is applied and the stock is not purchased. When the distribution of
BRWh(i), i ∈ TP , is very flat, the information available in TP is not sufficiently
varied to provide good support for differentiation of the two classes. It may
also happen that all sessions in the training period are positive sessions: they
provide a value of BRWh(i) sufficiently large, and thus the recognition problem
is not relevant for the success of the investment. To apply this consideration
is a systematic way, we adopt a filtering rule based on the mean µ and the
variance σ of the distribution of BRWh(i), i ∈ TP and set a threshold σo and
two thresholds µlow and µhigh to implement the above considerations.

4 The Learning System Lsquare

The learning tool used in this application, Lsquare, is a particular learning
method that operates on data represented by logic variables and produces rules
in propositional logic that classify the records in one of two classes. The general
scheme of this method is the one of automatic learning, where the records pre-
sented in a training set are used to infer the rules that link the class variable
with some measures; these rules are then used to classify new records and predict
their class. Here we intend to apply this method in each daily session, using as
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training data the previous T sessions, represented by a vector Vi of measures
derived from a set of TA indicators. The training set, or TP , is divided into
class A (good sessions, that have the value of the Best Return Within h days
larger than λ (see Section 3.3)), and class B (the other sessions in TP ). The
choice of Lsquare is motivated by the fact that it uses a logic representation
of the description variables, that are to all extents logic variables, and of the
classification rules, that are logic formulas in Disjunctive Normal Form (DNF).
Such feature enables to analyse and interpret the classification formula also from
the TA point of view, exploiting the relation between the indicators and their
threshold values. The learning of propositional formulas from data is tackled also
by other learning methods, such as the strongly heuristic, simple and widely used
decision trees (originally proposed in [2]), to the more sophisticated LAD system
([1]), to the greedy approach proposed in [14]. The Lsquare system and some of
its additional components have been described in [6], and its detailed description
is out of the scope of this paper. Here we simply mention the fact that the rules
are determined using a particular problem formulation that amount to be a well
know and hard combinatorial optimisation problem, the minimum cost satisfia-
bility problem, or MINSAT, that is solved using a sophisticated program based
on decomposition and learning techniques [15]. The DNF formulas identified are
composed of conjunctive clauses that are searched for in order of coverage of the
training set, and are formed by few clauses with large coverage (the interpreta-
tion of the trends present in the data) and several clauses with smaller coverage
(the interpretation of the outliers in the training set). Lsquare is equipped with
an automatic method to map continuous variables into binary ones (a complete
description of this method may be found in [15]). This approach tries to solve the
problem related with the choice of the thresholds in the use of TA indicators: we
can in fact use the natural representation of many of them (e.g., the 0-100 value
of the indicator RSI see section 3.2) and let the system choose the thresholds
at which these indicators become useful to differentiate the good from the bad
sessions.

5 Experiments

In this section we describe the results obtained by the application of our method
to time series of stocks. In each experiment we consider an experiment period,
in which each day represent a separated session. We assume to dispose of a fixed
amount of capital to invest, say K, available at the beginning of the experiment
period. Some necessary hypotheses were also made, that may reduce part of
the risks related with the application of investment strategies in real markets:
we do not allow to buy or sell a portion of the available capital, we assume to
successfully buy or sell the stock at the closing price of each session, and we
discount a fixed 0.02% transaction cost each time the stock is bought. Having
chosen a training period TP of length T , a time horizon h, σo, mulow, and
muhigh, we then perform the following steps (where t is the current session and
TP is the set of sessions from t− T − 1 − h to t− 1 − h):
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INVESTMENT STRATEGY(TP , h, σo, mulow,muhigh)

1. Initialize. Set i = 0, d∗ = −1, λ∗ = −1, goto step 1
2. Classify TP . For each session i ∈ TP , compute BRWh(i). From the distribution of

BRWh(i), I ∈ TP , compute λ, µ and σ. For each session i ∈ TP , if BRWh(i) > λ
define session I to be in set A, and to be in set B otherwise; goto step 2

3. Evaluate bad. If (λ ≤ 0) or (σ < sigmao and µ < mulow) then go to step 6, else
goto step 3

4. Evaluate good. If (λ > 0) and (σ < sigmao and µ > muhigh) then go to step 5,
else goto step 6

5. Learn and Classify. Process the sessions in TP by Lsquare to learn classification
rules for A and B. Apply such rules to current session t. If session t is classified in
A, goto step 5, else goto step 6

6. Buy. If capital is available, use all of it to buy stock. set λ∗ = λ and d∗ = t + h
and goto step 1

7. Sell. If BRWh(t) > λ∗ or t >= day∗, sell all stock and goto step 1

We have considered two different stocks in different periods, making sure that
the data obtained was correct and complete. The main parameters involved
were initially tuned with several runs, and then used in the two experiments
described below. We use a value of 10 for the time horizon h and 75 days as
training period. The decision thresholds σo, mulow, and µhigh were set to 1,
2.0 and 3.0 respectively. The first experiment refers to the daily sessions of the
Future Bund (the future on the decennial german government bond), in the 200
days from November 22nd 2002 to October 10th, 2003. In this period the Bund
has a positive trend with little fluctuations and our system is able to improve on
Buy & Hold strategy by a significant ratio (see Figure 1, a)). At the end of the
period, the Buy & Hold reports a gain of 1.049%, outoperformed by the 5.003%
obtained by the proposed method. In the second experiment we take into account
a stock with more fluctuations, in order to test the capability of the method in a
different situtation. The consider case is the Alitalia bond from August 27th 2004
to June 6th, 2005. While Buy & Hold registers a loss of −4.639%, the proposed
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Fig. 1. Comparison with Buy and Hold for German Bund (a) and Alitalia (b)
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method obtains, at the end of the period, a positive 6.148% (see Figure 1, b)).
We also note that the proposed strategy shows better performances for each
session of the experiment period.
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Abstract. Association mining cannot find such type of patterns, “the condi-
tional probability that a customer purchasing A  is likely to also purchase B  is 
not only greater than the given threshold, but also much greater than the prob-
ability that a customer purchases only B . In other words, the sale of A  can in-
crease the likelihood of the sale of B .” Such kind of patterns are both associ-
ated and correlated. Therefore, in this paper, we combine association with cor-
relation in the mining process to discover both associated and correlated pat-
terns. A new interesting measure corr-confidence is proposed for rationally 
evaluating the correlation relationships. This measure not only has proper 
bounds for effectively evaluating the correlation degree of patterns, but also is 
suitable for mining long patterns. Our experimental results show that the mining 
combined association with correlation is quite a valid approach to discovering 
both associated and correlated patterns. 

1   Introduction 

Data mining is defined as the process of discovering significant and potentially useful 
patterns in large volume of data. Although association or correlation mining can find 
many interesting patterns, the following two kinds of patterns generated from only 
association or correlation mining are misleading or meaningless, because neither of 
the two cases can lead to the result that the sale of A  increases the likelihood of the 
sale of B .  

1. A  and B  are associated but not correlated, that is, although the conditional prob-
ability that a customer purchasing A  is likely to also purchase B  is greater than the 
given threshold, the probability that a customer purchases only B  is not significantly 
less the conditional probability. 

2. A  and B  are correlated but not associated, that is, although whether a customer 
purchases B  is significantly influenced by whether she/he purchases A , the probabil-
ity that a customer purchases only B  is much greater than the conditional probability 
that a customer purchasing A  is likely to also purchase B .  

If pattern AB  satisfies the following two conditions, then the sale of A  can in-
crease the likelihood of the sale of B . 

1. The conditional probability that a customer purchasing A  is likely to also pur-
chase B  is great enough. 

2. The probability that a customer purchases only B  is significantly less than the 
conditional probability that a customer purchasing A  is likely to also purchase B . 
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For example, if P(B)=88%  and P(B/A)=90% , then the sale of A  cannot increase the 
likelihood of the sale of B , even though the conditional probability P(B/A)=90%  is 
much greater than the given threshold. In this case, A  and B  are associated but not 
correlated. If P(B)=90%  and P(B/A)=20% , then the sale of A  cannot increase the likeli-
hood of the sale of B , even if the purchase of B  is influenced by the purchase of A . 
It is the case that A and B  are correlated but not associated. 

Patterns which satisfy the first condition are associated and patterns which satisfy 
the second condition are correlated, so a pattern which satisfies the two conditions is 
both associated and correlated. Therefore, in this paper, we combine association with 
correlation in the mining process to discover both associated and correlated patterns.  

One difficulty is how to select a proper interestingness measure that can effectively 
evaluate the association degree of patterns, as there is still no universally accepted 
best measure for judging interesting patterns [6]. Omiccinski [5] introduced three 
alternative interestingness measures, called any-confidence, all-confidence and bond 
for mining associations. Won-young kim [9] and Young-koo lee [10] used all-
confidence to discover interesting patterns although both of them defined a pattern 
which satisfies the given minimum all-confidence as a correlated pattern. All-
confidence can be computed efficiently using its downward closure property [5], so it 
is employed for association mining in this paper.  

Another difficulty is that there are few measures which not only have proper 
bounds for effectively evaluating the correlation degree of patterns but also are suit-
able for mining long correlated patterns. The most commonly employed method for 
correlation mining is that of two-dimensional contingency table analysis of categori-
cal data using the chi-square statistic as a measure of significance. Brin et al. [2] ana-
lyzed contingency tables to generate correlation rules that identify statistical correla-
tion in both the presence and absence of items in patterns. H. Liu et al. [3] analyzed 
contingency tables to discover unexpected and interesting patterns that have a low 
lever of support and a high level of confidence. Bing Liu et al. [1] used contingency 
tables for pruning and summarizing the discovered correlations etc. Although the low 
chi-squared value (less than the cutoff value, e.g. 3.84  at the 95%  significance lever 
[4]) efficiently indicates that all patterns , , ,AB AB AB AB  are independent, that is, A  

and B , A  and B , A  and B , A  and B  are all independent. The high chi-squared 
value only indicates that at least one of patterns , , ,AB AB AB AB  is dependent, so it is 

possible that AB  is independent, i.e. A  and B  are independent, in spite of the high 
chi-squared value as showed in experimental results. Therefore, when only the pres-
ence of items is considered, in other words, when only the sale of A  and B  is con-
cerned, the chi-squared value is not reasonable for measuring the dependence degree 

of A  and B . For other commonly used measures, the measure ( ) ( ) ( )P AB P A P B  [2] 

does not have proper bounds. ( ) ( ) ( ) ( ) ( )(1 ( ))(1 ( ))P AB P A P B P A P B P A P B− − −  [8] is 

not suitable for generating long patterns. ( ) ( ) ( )P AB P A P B−  [7]   is not rational when 
( )P AB  is compared with ( ) ( )P A P B . For example, if ( ) 0.02P AB = , ( ) ( ) 0.01P A P B = , 

( ) 0.99P A B′ ′ =  and ( ) ( ) 0.98P A P B′ ′ = , then ( ) ( ) ( ) ( ) ( ) ( )P AB P A P B P A B P A P B′ ′ ′ ′− = − . The 

correlation degree of A  and B  is equal to the correlation degree of A′  and B′  
by ( ) ( ) ( )P AB P A P B− . However ( ) / ( ) ( ) 2P AB P A P B =  and ( ) / ( ) ( ) 1.01P A B P A P B′ ′ ′ ′ = , the 
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correlation degree of A  and B  is evidently higher than the correlation degree of A′  
and B′ . In this paper, a new interestingness measure corr-confidence is proposed for 
correlation mining. This measure not only has proper bounds for effectively evaluat-
ing the correlation degree of patterns, but also is suitable for mining long patterns. 

The remainder of this paper is organized as follows: In section 2, some related con-
cepts are given and an algorithm is developed for discovering both associated-
correlated patterns. We report our experimental and performance results in section 3. 
Section 4 concludes the paper. 

2   Mining Both Associated and Correlated Patterns 

This section first formalizes some related concepts and then gives an algorithm for 
efficiently discovering all both associated and correlated patterns. 

In statistical theory, 1 2, , , nA A A  are independent if k∀  and  1 21 ki i i n∀ ≤ < < < ≤ , 

1 2 1 2
( ) ( ) ( ) ( )

ik ki i i i iP A A A P A P A P A=                                    (1) 

In this paper, let all patterns have more than one item. A new measure corr-
confidence (denoted as ρ  ) is given as follows using (1): 

1. If a pattern has two items, such as pattern AB , then 

                            ( ) ( ) ( ) ( ) ( ) ( ) ( )AB P AB P A P B P AB P A P Bρ = − +                            (2) 

2. If a pattern has more than two items, such as pattern 
1 2

{ }
n

X i i i= , then 

1 2 1 2

1 2 1 2

( , ) ( ) ( ) ( )
( ) ( 1)

( , ) ( ) ( ) ( )

,
,

,
n n

n n

P i i i P i P i P i
X n

P i i i P i P i P i
ρ

−
= ≥

+
.                          (3) 

From (2) and (3), we can see that ρ  has two bounds, i.e. 1 1ρ− ≤ ≤ .  
Let η  be a given minimum corr-confidence, if pattern X has two items ,A B  and 

( )ABρ η> , then X  is called a correlated pattern or A  and B  are called correlated, 

else A  and B  are called independent. If pattern X  has more than two items, we de-
fine a correlated pattern and an independent pattern as follows: 

Definition 1 (a correlated pattern). Pattern X  is called a correlated pattern, if and 

only if there exists a pattern Y  which satisfies Y X⊆  and ( )Yρ η> . 

Definition 2 (an independent pattern). If pattern X  is not a correlated pattern, then 
it is called an independent pattern. 

By the definition 1, we conclude that (1) if pattern X  is a correlated pattern, any 
super pattern of X  is a correlated pattern and pattern X must have a subset which 
is a correlated pattern. (2) pattern X must have two subsets A  and B  which are 
correlated. 
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We define an associated pattern using the measure all-confidence [5].  

Let 1 2{ , , , }mT i i i=  be a set of m  distinct literals called items and D  be a set of 

variable length transactions over T . Each transaction contains a set of items, 

1 2
{ , , , }

kj j ji i i T⊂ . A transaction also has an associated unique identifier. Pattern 

X  is a subset of T . Let ( )p X  be a power set of pattern X . The interestingness 
measure all-confidence (denoted as α ) of pattern X  is defined as follows [5]:  

{ }

{ ( ( ) { } )}

d d D X d

MAX i l l p X l l X i d d D l d
α

φ

∈ ∧ ⊂
=

∀ ∈ ∧ ≠ ∧ ≠ ∧ = ∈ ∧ ⊂
                    (4) 

Definition 3 (an associated pattern). A pattern is called an associated pattern, if its 
all-confidence is greater than or equal to the given minimum all-confidence. 

Definition 4 (an associated-correlated pattern). A pattern is called an associated-
correlated pattern if it is not only an associated pattern but also a correlated pattern.  

Let pattern X  be an associated-correlated pattern, then it must have two subsets A  
and B  which satisfy the condition that the sale of A  can increase the likelihood of the 
sale of B . 

Example 1. For the transaction database TDB  in Table 1, we have ( ) 2 3ACα =  and 

( ) 2 3CEα = , so both AC  and CE  have all-confidence 2 3 . We also have  

( ) ( ) ( ) 1
( )

( ) ( ) ( ) 4

P AC P A P C
AC

P AC P A P C
ρ

−
= =

+
      and    

( ) ( ) ( ) 1
( )

( ) ( ) ( ) 19

P CE P C P E
CE

P CE P C P E
ρ

−
= =

+
.  

Let the given minimum all-confidence be 0.5  and the given minimum corr-
confidence be 0.1 , then both AC  and CE  are associated patterns. However, pattern 
AC  is a correlated pattern and pattern CE  is an independent pattern. Therefore pattern 
AC  is an associated-correlated pattern and pattern CE  is an associated but not corre-

lated pattern. From ( / ) 2 / 3, ( ) 2 / 5P A C P A= = , we can see that the sale of C  can in-

crease the likelihood of the sale of A . Meanwhile, ( / ) 1, ( ) 3 / 5P C A P C= = , we can also 
see that the sale of A  can also increase the likelihood of the sale of C . How-
ever ( / ) 2 / 3P C E = , and ( ) 3 / 5P C = , the sale of E  cannot evidently increase the like-
lihood of the sale of C .  

Table 1. Transaction database TDB  

Transaction id Items 

10 A,   B,   C 

20 C,   D,   E 

30      A,   C,   D,   E 

40 D,   E 

50 B,   D 
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We mine all frequent associated-correlated patterns in two steps. First, we discover 
all frequent associated patterns, and then test whether they are correlated. We use a 
level-wise algorithm for discovering all frequent associated-correlated patterns. 

Algorithm 
Input a transaction database TDB , a minimum support ξ , a 
minimum corr-confidence η  and a minimum all-confidence 
λ . 
Output the complete set of frequent associated-correlated 
patterns. 

kC : Candidate patterns of size k   

kL : Frequent associated patterns of size k  

kI : Frequent associated and independent patterns of size k   

c
kI : Frequent associated-correlated patterns of size k  

1L = {frequent items}   

1 1 1; c
I L I φ← ←  

For ( 1; ! ;kk L kφ= ≠ + + ) do begin 

1kC + = candidates generated from k kI I∗  

'
1kC +  =candidates generated from ,

c c c
k k k kI I I I∗ ∗  

For each transaction t  in database do  

      increment the count of all candidates in 1kC + ,
'

1kC +  

that are contained in t  

  1kL + = candidates in 1kC +  with minimum support and minimum 

all-confidence 
'

1kL +  = candidates in 
'

1kC +  with minimum support and mini-

mum all-confidence 

1 1
c
k kI L+ +

′←   

For each pattern 1kl +  in 1kL +  

  If ( )1lkρ η<+   insert 1kl +  into 1kI +  

     Else insert 1kl +  into 1
c
kI +  

Return 
c
kI∪  

Remark: In the algorithm, the prune step is performed as follows:  

Forall patterns 1kCc +∈  do 

Forall k -subsets s of c  do 

If ( ks L∉ ) or (
'

k
Ls ∉ ) delete c  from 1kC +  

Else if ( ks L∉ ) then insert c  into 
'

1kL +  
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Forall patterns 
'

1kCc +∈  do 

Forall k -subsets s  of c  do 

If (
'
kLs ∉ )  then delete c  from '

1kC +  

3   Experiments  

In this section, we report our experimental results. All experiments are performed on 
two kinds of datasets: 1. a dense dataset, Mushroom characteristic dataset, which 
consists of 8,124 transactions, each with an average length of 23 items. 2. a sparse 
dataset, Traditional Chinese Medicine (TCM) formula dataset, which consists of 
4,643 formulas with 21689 kinds of medicine involved, each with an average length 
of 10 kinds of medicine. TCM formula dataset is obtained from Information Institute 
of China Academy of Traditional Chinese Medicine. 

Table 2. Correlation confidence and chi-squared value of item pairs 

Mushroom dataset TCM formula dataset 

3<->39: 0.0207035...26.5377 55<->703: 0.210326...12.0025

9<->91: 0.0112898...111.029 55<->1187: 0.250133...73.2896

34<->91: 0.0120186…7111.33 55<->3442: 0.254997...15.7207

54<->76: 0.0117676…7.36221 452<->1187: 0.246849...118.593

 

Table 2 shows the chi-squared value and the corr-confidence of partly item pairs in 
mushroom dataset and TCM formula dataset. For example, 3<->39 is an item pair. 
The number after “:” indicates the corr-confidence and the chi-squared value respec-
tively. In mushroom database, item pair 34<->91 has chi-squared value 7111.33 and 
corr-confidence 0.0120186. Item pair 3<->39 has chi-squared value 26.5377 and corr-
confidence 0.0207035. Although the chi-squared value of item pair 34<->91 is very 
high, the corr-confidence of item pair 34<->91 is lower than the one of item pair 3<-
>39. Therefore, item pair 3<->39 has a higher level dependence than item pair 34<-
>91 according to the corr-confidence. The chi-squared statistic simultaneously and 
uniformly takes into account all possible combinations of the presence and absence of 
the various attributes being examined as a group, so when only the presence of items 
in patterns is concerned, the high chi-squared value cannot infer that items in patterns 
are highly dependent as shown in Table 2. 

Figure 1 (A) shows the runtime with limit the length of patterns and without limit 
the length of patterns as the minimum support ascends. Figure 1 (B) shows the run-
times with limit the length of patterns and without limit the length of patterns as the 
minimum all-confidence ascends with a fixed minimum support 1%. When the length 
of patterns produced exceeds 5, almost all frequent associated patterns are correlated 
patterns because of the upward closure property of correlated patterns. Therefore, we 
put a limit to the maximal length of patterns generated. Figure 1 indicates that if the 
maximum length of patterns produced does not exceed 5, the runtime decreases 
sharply even if the minimum support or the minimum all-confidence is low.  
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Table 3. Num. of patterns in mushroom data (min_sup 1%, min_len 2, max_len 5, c_conf 1%)  

All_conf (%) 30 40 50 60 70 80 90 

Independent 112 90 61 31 12 12 7 

Associated-correlated 3678 1012 279 83 36 16 8 

Table 4. Num. of patterns in TCM data (min_sup 1%, min_len2 max_len5, all_conf 10%) 

Corr_conf (%) 5 10 15 20 25 30 35 40 

Independent 3 7 16 31 55 76 112 160 

Associated-correlated 1058 1054 1045 1030 1006 985 949 901 

Table 5. Num. in mushroom data (min_sup1%, min_len 2, max_len 5, all_conf 30%) 

Corr_conf  (%) 1 2 3 4 5 

Independent  112 324 474 541 603 

Associated-correlated 3678 3466 3316 3249 3187 

 

 

Table 3 shows the number of associated-correlated patterns and associated but not 
correlated patterns generated in mushroom dataset when the minimum all-confidence 
increases with the fixed minimum support 1%, minimum corr-confidence 1%, 
minimum pattern length 2 and maximum pattern length 5. From Table 3, we can see 
that for the minimum corr-confidence 1% and the minimum all-confidence 90%, there 
are seven associated but not correlated patterns and eight associated-correlated 
patterns in mushroom dataset. We can conclude that not all associated patterns are 
correlated even if the minimum all-confidence is much high. Table 4 and Table 5 
show the number of associated-correlated patterns and associated but not correlated 
patterns generated in TCM dataset and mushroom dataset respectively as the 

 Fig. 1. The runtime of mushroom dataset 
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minimum corr-confidence varies. To our surprise, when the minimum corr-confidence 
is 5%, there are only 0.28% associated but not correlated patterns of all associated 
patterns in TCM dataset, while there are 16% associated but not correlated patterns of 
all associated patterns in mushroom dataset. 

4   Conclusions  

The mining combined association with correlation can discover both associated and 
correlated patterns that are extraordinary useful for making business decisions. In this 
paper, a new interestingness measure for correlation mining is proposed, which is not 
only suitable for mining long correlated patterns, but also more rational and easier to 
control than the chi-squared test and other commonly used measures as shown in 
experimental results. And an algorithm is developed for efficiently discovering all 
frequent both associated and correlated patterns. Experimental results show that the 
techniques developed in this paper are feasible. 
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Abstract. Mathematical programming based methods have been applied to 
credit risk analysis and have proven to be powerful tools. One challenging issue 
in mathematical programming is the computation complexity in finding optimal 
solutions. To overcome this difficulty, this paper proposes a Multi-criteria 
Convex Quadratic Programming model (MCCQP). Instead of looking for the 
global optimal solution, the proposed model only needs to solve a set of linear 
equations. We test the model using three credit risk analysis datasets and 
compare MCCQP results with four well-known classification methods: LDA, 
Decision Tree, SVMLight, and LibSVM. The experimental results indicate that 
the proposed MCCQP model achieves as good as or even better classification 
accuracies than other methods.   

Keywords: Credit Analysis, Classification, Mathematical Programming, Multi-
criteria Decision Making. 

1   Introduction 

This paper explores solving classification problem, one of the major sub-fields of data 
mining, through the use of mathematical programming based methods (Bradley et al 
1999, Vapnik 1964 and 2000). Such methods have proven to be powerful in solving a 
variety of machine learning problems (Chang and Lin 2001, Fung 2003, Joachims 
1999, Kou et al 2005, Mangasarian 1999, 2000 and 2005, Mitchell 1997, Zheng et al 
2004). However, it is difficult to find the optimal solution of a mathematical 
programming problem. To overcome this difficulty, a new Multi-criteria Convex 
Quadratic Programming model (MCCQP) is proposed. In the proposed model, we 
only need to solve a set of linear equations in order to find the global optimal solution. 

This paper is organized as follows: section 2 presents the MCCQP model, section 3 
illustrates the numerical implementation and comparison study with several well-
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established data mining software and reports the results, and section 4 summarizes the 
paper and discusses future research directions.     

2   Multi-criteria Convex Quadratic Programming Model 

This section introduces a new MCQP model. This model classifies observations into 
distinct groups via a hyperplane and based on multiple criteria. The following models 
represent this concept mathematically (Kou et al 2006):  

Each row of a rn × matrix A= (A1,…,An)T is an r-dimensional attribute vector 

Ai 1( ,..., ) r
i irA A= ∈ℜ which corresponds to one of the records in the training 

dataset of a binary classification problem, ;,...,1 ni = n is the total number of records 

in the dataset. Two groups, 1G  and 2G , are predefined while Φ=∩ 21 GG  and Ai 

1 2{ }G G∈ ∪ . A boundary scalar b can be selected to separate 1G  and 2G . Let X = 

1( ,..., )T r
rx x ∈ℜ  be a vector of real number to be determined. Thus, we can 

establish the following linear inequations (Fisher 1936, Shi et al. 2001): 

Ai X < b,   ∀ Ai ∈  1G ;                                       (1) 

Ai X ≥ b,   ∀ Ai ∈  2G ;                                      (2) 

In the classification problem, Ai X is the score for the ith data record. If all 

records are linear separable and an element Ai is correctly classified, then let iβ be 

the  distance from A i to b, and obviously in linear system, AiX = b - iβ  , ∀ Ai ∈  

1G  and AiX = b + iβ , ∀ Ai ∈  2G .  However, if we consider the case where the 

two groups are not completely linear separable, there exist some misclassified 

records. When an element Ai is misclassified, let iα  be the distance from Ai to b,  

AiX = b + iα  , ∀ Ai ∈  1G  and AiX = b - iα , ∀ Ai ∈  2G . To complete the 

definitions of iβ  and iα , let iβ =0 for all misclassified elements and iα equals to 

zero for all correctly classified elements. Incorporating the definitions of iβ  and 

iα , (1) and (2) can be reformulated as the following model: 

AiX = b - δ + iα  - iβ  , ∀ Ai ∈  1G  

AiX = b + δ  - iα + iβ , ∀ Ai ∈  2G                                 (3) 

δ  is a given scalar. b - δ  and b + δ  are two adjusted hyper planes for the 
model. 

Redefine X as X δ/ , b as b δ/ , iα as iα δ/ , iβ as iβ δ/ ,  and Define a 

nn × diagonal matrix Y which only contains “+1” or “-1” indicates the class 
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membership. A “-1” in row i  of matrix Y indicates the corresponding record Ai 

1G∈  and a “+1” in row i  of matrix Y indicates the corresponding record Ai 

2G∈ . The model can be rewritten as: 

Y ( <A⋅X>  -  eb )= 1 + α  - β ,                                        (4) 

where e=(1,1,…,1)T, T
n ),,( 1 ααα =  and T

n ),,( 1 βββ = .    

The proposed multi-criteria optimization problem contains three objective 

functions. The first mathematical function
1

( ) ( )
n

p p
ip

i

f α α α
=

= =   ( p —

norm of ∞≤≤ qi 1,β ) describes the summation of total overlapping distance of 

misclassified records to b. The second function 
1

( ) ( )
n

q q
iq

i

g β β β
=

= =   ( q —

norm of ∞≤≤ qi 1,β ) represents the aggregation of total distance of correctly 

separated records to b. In order to maximize the distance (
s
sX ||||

2
) between the two 

adjusted bounding hyper planes, the third function 
2

||||
)(

s
sX

Xh = should be 

minimized. Furthermore, to transform the generalized Multi-Criteria classification 
model into a single- criterion problem, weights Wα > 0 and Wβ > 0 are introduced for 

)(αf and )(βg , respectively. A single-criterion mathematical programming model 

can be set up: 

Model 1  Minimize 
1

|| ||
2

p qs
s p q

X W Wα βα β+ −  

Subject to:  Y (<A⋅X> - eb) = e - α  + β  

iα , 0≥iβ ,1  i n 

where Y is a given nn × diagonal matrix, e=(1,1,…,1)T, T
n ),,( 1 ααα =  , 

T
n ),,( 1 βββ = , X and b are unrestricted. 

Please note that the introduction of iβ  is one of the major differences between the 

proposed model and other existing Support Vectors approaches (Vapnik 1964 and 
2000). It is much easier to find optimal solutions for convex quadratic programming 
form than other forms of nonlinear programming. To make Model 1 a convex 
quadratic programming form, let 2=s , 1=q  and =p  2. The constraints remain 

the same and the objective function becomes: 
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Model 2  Minimize 
==

−+
n

i
i

n

i
i WWX

11

22
2||||

2

1 βα βα   

Subject to:  Y (<A⋅X> - eb) = e - α  + β  

 Let iii βαη −= . According to the definition, ii αη  =  for all misclassified records 

and ii βη −=  for all correctly separated records. The definition of iη  is one of the 

major differences between the proposed model and other existing approaches (Fung 
2003, Gonzalez-Castano and Meyer 2000). 

Add 2

2
b

Wb  to Model 2’s objective function and the weight bW  is an arbitrary 

positive number.  

Model 3  Minimize 2

11

22
2 22

||||
2

1
b

W
W

W
X b

n

i
i

n

i
i +++

==

ηη β
α    

   Subject to: Y (<A⋅X> - eb) = e - η  

where Y is a given nn × diagonal matrix, e=(1,1,…,1)T, T
n ),,( 1 ηηη = , η , X 

and b are unrestricted,1  i n . 
The Lagrange function corresponding to Model 5 is 

2 2 2 T
2

1 1

1
( , , , ) || || (Y ( <A X>  -  eb )-e+ )  

2 2 2

n n
b

i i
i i

W W
L X b X W bα

βη θ η η θ η
= =

= + + + − ⋅

where T
n ),,( 1 θθθ = , T

n ),,( 1 ηηη = , ,i iθ η ∈ℜ. 

According to Wolfe Dual Theorem, 0),,,( =−=∇ θθη YAXbXL T
X , 

0),,,( =+=∇ θθη YebWbXL T
bb ,  0),,,( =−+=∇ θηθη βαη eWWbXL .   

Introduce the above 3 equations to the constraints of Model 5, we can get: 

              
1 1

(( ) ( )) ( )T T

b

Y A A Y e e Y W e e
W W β

α

θ θ θ⋅ + + − =  

(1 )

1
(( ) )T T

b

W
e

W
I

Y A A ee Y
W W

β

α

α

θ
+

=
+ ⋅ +

                                     (5) 

Proposition 1. For some 0>αW ,

(1 )

1
(( ) )T T

b

W
e

W
I

Y A A ee Y
W W

β

α

α

θ
+

=
+ ⋅ +

 exists. 
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Proof. Let H=Y[A   – 2

1

)
1

(
bW

e], we get: 

1(1 )( )T
W I

HH e
W W

β

α α

θ −= + +  (5’) 

H∀ , 0>∃ αW , when αW is small enough, the inversion of  ( THH
W

I +
α

) exists.  

So 

(1 )

1
(( ) )T T

b

W
e

W
I

Y A A ee Y
W W

β

α

α

θ
+

=
+ ⋅ +

 exists.                                                             

Algorithm 1 
 Input: a rn × matrix A as the training dataset, a nn × diagonal matrix Y 

labels the class of each record. 
Output: classification accuracies for each group in the training dataset, score for 

every record, decision function   
,0

,0
){)sgn((

2

1**

GA

GA
bAX

i

i
i ∈≤

∈>
−⋅  

Step 1 compute T
n ),,( 1

* θθθ = by one of (5) or (6). αβ WW , and bW are 

chosen by standard 10-fold cross-validation. 

Step 2 compute ** θYAX T= , ** 1 θYe
W

b T

b

−= . 

Step 3 classify a incoming   Ai by using decision 

function   
,0

,0
){)sgn((

2

1**

GA

GA
bAX

i

i
i ∈≤

∈>
−⋅ .  

END 

3   Numerical Experiments in Credit Risk Analysis  

The model proposed can be used in many fields, such as general bioinformatics, 
antibody and antigen, credit fraud detection, network security, text mining, etc. We 
conducted three numerical experiments to evaluate the proposed MCCQP model. All 
experiments are concerned about credit risk analysis. Each record in these three sets 
has a class label to indicate its’ financial status: either Normal or Bad. Bad indicates a 
bankrupt credit or firm account and Normal indicates a current status account. The 
result of MCCQP is compared with the results of 4 widely accepted classification 
methods: Linear Discriminant Analysis (LDA) (SPSS 2004), Decision Tree based 
See5 (Quinlan 2003), SVM light (Joachims 1999) and LibSVM (Chang and  
Lin 2001). 
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The first benchmark set is a German credit card application dataset from UCI 
Machine Learning databases (UCI 2005). The German set contains 1000 records (700 
Normal and 300 Bad) and 24 variables. The second set is an Australian credit 
approval dataset from See5 (Quinlan 2003). The Australian set has 383 negative cases 
(Normal) and 307 positive cases (Bad) with 15 attributes. The last set is a Japanese 
firm bankruptcy set (Kwak et al 2005). The Japanese set includes Japanese bankrupt 
(Bad) sample firms (37) and non-bankrupt (Normal) sample firms (111) between 
1989 and 1999. Each record has 13 variables. 

Credit Classification Process  

Input: The Credit Card dataset A = { n321 A,,A,A,A }, a 

nn × diagonal matrix Y  
Output: Average classification accuracies for Bad and Normal of the test set in 

10-fold cross-validation; scores for all records; decision function. 
Step 1 Apply several classification methods: LDA, Decision Tree, SVM, MCCQP, 

to A using 10-fold cross-validation. The outputs are a set of decision functions, one 
for each classification method. 

Step 2 Compute the classification accuracies using the decision functions.  
END 

The following tables (Table 1, 2, and 3) summarize the averages of 10-fold cross-
validation test-sets accuracies of Linear Discriminant Analysis (LDA) (SPSS 2004), 
Decision Tree base See5 (Quinlan 2003), SVM light (Joachims 1999), LibSVM 
(Chang and Lin 2001), and MCCQP for each dataset. “Type I Error” is defined as the 
percentage of predicted Normal records that are actually Bad records and “Type II 
Error” is defined as the percentage of predicted Bad records that are actually Normal 
records. Since Type I error indicates the potential charge-off lost of credit issuers, it is 
considered more costly than Type II error. In addition, a popular measurement, KS 
score, in credit risk analysis is calculated. The higher the KS score, the better the 
classification methods. The KS (Kolmogorov-Smirnov) value is defined as: 

KS value = Max |Cumulative distribution of Bad - Cumulative distribution of 
Normal|. 

Table 1 reports the results of the five classification methods for German set. 
Among the five methods, LibSVM achieves the best results for all the measurements 
and MCCQP achieves the second best results. 

Table 1. 10-fold cross-validation result of German set 
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Table 2 summarizes the results for the Australian set. Among the five methods, 
MCCQP achieves the best overall accuracy, Normal accuracy and Type II error while 
LDA achieves the lowest Type I error rate and highest Bad classification accuracy 
and KS-score. 

Table 2. 10-fold cross-validation result of Australian set 

 

Table 3 summarizes the result for Japanese set. Among the five methods, MCCQP 
achieves the highest classification accuracies for overall, Normal, and Bad. In 
addition, MCCQP has the highest KS-score and lowest Type I and II error rates. 
Although See5 got the highest classification accuracy for Normal class, it’s 
classification accuracy for Bad is only 35.14%.  

Table 3. 10-fold cross-validation result of Japanese set 

4   Conclusion 

In this paper, a new MCCQP model for classification problem has been presented. In 
order to validate the model, we apply the model to three credit risk analysis datasets 
and compare MCCQP results with four well-known classification methods: LDA, 
Decision Tree, SVMLight, and LibSVM. The experimental results indicate that the 
proposed MCCQP model achieves as good as or even better classification accuracies 
than other methods.  

There are still many aspects that need further investigation in this research. 
Theoretically, MCQP is highly efficient method in both computation time and space 



 A New Multi-criteria Convex Quadratic Programming Model 483 

on large-scale problems. Since all 4 datasets used are relatively small, it will be a 

nature extension to apply MCQP in massive dataset.   ) AA ( ji ⋅ in Model 3 and 4 is 

inner product in the vector space and it can be substituted by a kernel   ) A,A K( ji , 

which will extend the applicability of the proposed model to linear  
inseparable datasets. Future studies may be done on establishing a theoretical 
guideline for selection of kernel that is optimal in achieving a satisfactory credit 
analysis result.  
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Abstract.  In credit card portfolio management a major challenge is to classify 
and predict credit cardholders’ behaviors in a reliable precision because 
cardholders’ behaviors are rather dynamic in nature. Multiclass classification 
refers to classify data objects into more than two classes. Many real-life 
applications require multiclass classification. The purpose of this paper is to 
compare three multiclass classification approaches: decision tree, Multiple 
Criteria Mathematical Programming (MCMP), and Hierarchical Method for 
Support Vector Machines (SVM). While MCMP considers all classes at once, 
SVM was initially designed for binary classification. It is still an ongoing 
research issue to extend SVM from two-class classification to multiclass 
classification and many proposed approaches use hierarchical method. In this 
paper, we focus on one common hierarchical method – one-against-all 
classification. We compare the performance of See5, MCMP and SVM one-
against-all approach using a real-life credit card dataset. Results show that 
MCMP achieves better overall accuracies than See5 and one-against-all SVM.  

Keywords: multi-group classification, decision tree, See5, Multiple criteria 
mathematical programming (MCMP), one-against-all SVM. 

1   Introduction 

One of the major tasks in credit card portfolio management is to reliably predict credit 
cardholders’ behaviors. This task has two impacts in credit management: (1) identify 
potential bankrupt accounts and (2) develop appropriate policies for different 
categories of credit card accounts. To appreciate the importance of bankrupt accounts 
prediction, some statistics are helpful: There are about 1.2 billion credit cards in 
circulation in US. The total credit card holders declared bankruptcy in 2003 are 
1,625,208 which are almost twice as many as the number of 812,898 in 1993 (New 
Generation Research 2004). The total credit card debt at the end of the first quarter 
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2002 is about $660 billion (Cardweb 2004). Bankrupt accounts caused creditors 
millions of dollars lost each year. In response, credit card lenders have made great 
effort to improve traditional statistical methods and recognized that more 
sophisticated analytical tools are needed in this area. Development of appropriate 
policies for various groups of credit card accounts also has a great impact on credit 
card issuers’ profits. From the creditor’s standpoint, the desirable policies should help 
to keep the profitable customers and minimize the defaults. It is meaningful to 
conduct multiclass credit cardholders’ behaviors classification because it enables card 
issuers to better manage credit card portfolio.  

As one of the major data mining functionalities, classification has broad 
applications such as credit card portfolio management, medical diagnosis, and fraud 
detection. Based on historical information, classification builds classifiers to predict 
categorical class labels for unknown data. Multiclass classification refers to classify 
data objects into more than two classes.  

Researchers have suggested various multiclass classification methods. Multiple 
Criteria Mathematical Programming (MCMP), decision tree, and Hierarchical Method 
for Support Vector Machines (SVM) are three of them. Decision tree induction is a 
tree structure wherein leaves represent classifications and branches represent 
conjunctions of features that lead to those classifications (Menzies and Hu, 2003). 
The decision tree software we used in this paper is See5, a Windows95/NT decision 
tree and rule induction product (RuleQuest 2004). Because See5 is well-known for its 
high classification accuracy, it is included in this study as a benchmark. MCMP and 
SVM are both based on mathematical programming and there is no comparison study 
has been conducted to date. The purpose of this paper is to compare these multiclass 
classification approaches. While MCMP considers all classes at once, SVM was 
initially designed for binary classification. It is still an ongoing research issue to 
extend SVM from two-class classification to multiclass classification and many 
proposed approaches use hierarchical approach. In this paper, we focus on one 
common hierarchical method – one-against-all classification. Decision tree induction 
is a popular classification, so we won’t describe it here. For more information about 
decision tree, please refer to Quinlan (1993).  

This paper is structured as follows. The next section discusses the formulation of 
multiple-group multiple criteria mathematical programming classification model. The 
third section describes one-against-all SVM multiclass classification method. The 
fourth section compares the performance of See5, MCMP, and one-against-all SVM 
using a real-life credit card dataset. The last section concludes the paper. 

2   Multi-group Multi-criteria Mathematical Programming Model  

This section introduces a MCMP model for multiclass classification. The following 
models represent this concept mathematically: Given an r-dimensional attribute 

vector ),...,( 1 raaa = , let r
irii AAA ℜ∈= ),...,( 1 be one of the sample records, 

where ;,...,1 ni = n represents the total number of records in the dataset. Suppose k 

groups, G1, G2, …, Gk, are predefined. kjijiGG ji ≤≤≠Φ=∩ ,1,,  and 
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}...{ 21 ki GGGA ∪∪∪∈ , ni ,...,1= . A series of boundary scalars 

b1<b2<…<bk-1, can be set to separate these k groups. The boundary bj is used to 

separate Gj and Gj+1. Let X = rT
r Rxx ∈),...,( 1  be a vector of real number to be 

determined. Thus, we can establish the following linear inequations (Fisher 1936): 

A i X < b1, ∀ A i ∈  G1; (1)bj-1 A i X< bj,∀ A i ∈  Gj; (2)A i X ≥ bk-1, ∀ A i ∈  Gk;     (1) 

2  j  k-1, 1  i n. 

In the classification problem, A i X is the score for the ith data record. If an element 

Ai jG∈  is misclassified into a group other than jG , then let ,i jα  be the distance 

from A i to bj, and AiX = bj + ji,α  , 11 −≤≤ kj and let , 1i jα −  be the distance 

from A i jG∈  to bj-1, and AiX = bj-1 - 1, −jiα  , kj ≤≤2 . Otherwise, 

ni1 k,j1,, ≤≤≤≤jiα , equals to zero. Therefore, the total overlapping of data 

can be represented as ,
1 1

( )
k n

p
i j

j i

α
= =

. If an element Ai jG∈  is correctly classified 

into jG , let ,i jζ  be the distance from A i  to bj, and AiX = bj - ji ,ζ , 

11 −≤≤ kj and let , 1i jζ −  be the distance from A i jG∈  to bj-1, and AiX = bj-1 + 

1, −jiζ , kj ≤≤2 . Otherwise, ni1 k,j1,, ≤≤≤≤jiζ , equals to zero. Thus, the 

objective is to maximize the distance ,i j p
ζ from A i to boundary if A i ∈ 1G  or kG  

and is to minimize the distance 
pji

jj bb
,

1

2
ζ−

− −
from A i to the middle of two 

adjunct boundaries bj-1 and bj if A i 12, −≤≤∈ kjG j . So the distances of every 

data to its class boundary or boundaries can be represented as 
= =orkj

n

i
pji

1 1
,ζ -

−

= =

− −
−1

2 1
,

1

2

k

j

n

i
pji

jj bb
ζ . As a result, the single-criterion mathematical 

programming model can be set up as: 

Model 1 Minimize wα
= =

k

j

n

i
pji

1 1
,α - wζ (

== =korjj
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i
pji

1 1
,ζ -
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,
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2
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j
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jj bb
ζ ) 

S. T.: AiX = bj + ji,α  - ji ,ζ , 11 −≤≤ kj                                                              (2) 
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AiX = bj-1 - 1, −jiα + 1, −jiζ  , kj ≤≤2                                        (3) 

ji ,ζ  bj  - bj-1 , kj ≤≤2 (a) ji ,ζ  bj+1  - bj , 11 −≤≤ kj (b)  

where Ai, i = 1, …, n are given, X and bj are unrestricted, and  ji,α , 

.1,0, niji ≤≤≥ζ .(a) and (b) are defined as such because the distances from any 

correctly classified data (A i 12, −≤≤∈ kjG j ) to two adjunct boundaries bj-1 and 

bj  must be less than bj - bj-1 . Let p = 2, then objective function in Model 1 can now be 
a quadratic objective and we have: 

(Model 2 Minimize wα
= =

k

j

n

i
ji

1 1

2
, )(α - wζ (

== =korjj

n

i
ji

1 1

2
, )(ζ -

−

= =
−−−

1

2 1
,1

2
, ])()[(

k

j

n

i
jijjji bb ζζ )                                                                          (4) 

Subject to: (4), (5), (c) and (d) 

3   SVM One-Against-All Multiclass Classification 

Statistical Learning Theory was proposed by Vapnik and Chervonenkis in the 1960s. 
Support Vector Machine (SVM) is one of the Kernel Machine based Statistical 
Learning Methods that can be applied on various types of data and can detect the 
internal relations among the data objectives. Given a set of data, one can define the 
kernel matrix to construct SVM and compute an optimal hyperplane in the feature 
space which is induced by a kernel (Vapnik, 1995). There exist different multi-class 
training strategies for SVM such as one-against-all classification, one-against-one 
(pairwise) classification, and Error correcting output codes (ECOC).  

SVM-light (Joachims 2004) is a well known software package for support vector 
machine binary classification. It is not designed to perform multiclass classification. 
We apply SVM-light to two-group classifications, then implement a one-against-all 
procedure for a four-class classification. Suppose the four groups are A, B, C and D. 
The four-class one-against-all procedure is: ABCD  A B+C+D  A B C+D  
A B C D. Table 1 shows the classification results and is displayed in the format of 
confusion matrices, which pinpoint classification accuracies. Table 2 gives an 
analysis of classification accuracies and false alarm rates (the percentage of 
misclassified records to all records which are classified to a group). The assumption 
of one-against-all procedure is described as following:  

The classification accuracy is stable. The classification accuracy of the forecasting 
dataset is equal to the classification accuracy of the testing dataset as well as the 
classification accuracy of the training dataset. The following symbols are used in this 
section. 

Nx  Number of records in group x 
Nxyz  Number of records in group x, y and z 
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4   Credit Cardholders’ Behaviors Classification 

The model proposed can be used in many fields, such as general bioinformatics, 
antibody and antigen, credit fraud detection, network security, text mining, etc. This 
research will focus on credit card classification. The real-life credit card dataset used 
in this paper is come from a US bank. It contains 6000 records and 7 variables. The 
variables are Interest charge, Interest charge as percent of credit line, Number of 
months since last payment, Credit line, Average payment of revolving accounts, Last 
balance to payment ratio, and Average OBT revolving accounts. This dataset has been 
used as a classic working dataset for various data analyses to support the bank’s 
business intelligence. We define four classes for this dataset using a label variable: 
The Number of Over-limits. The four classes are: Bankrupt charge-off accounts 
(Number of Over-Limits≥ 12), Non-bankrupt charge-off accounts (7 ≤Number of 
Over-Limits ≤ 11), Delinquent accounts (2 ≤ Number of Over-Limits ≤ 6), and 
Current accounts (0 ≤ Number of Over-Limits ≤ 2). Bankrupt charge-off accounts are 
accounts that have been written off by credit card issuers because of cardholders’ 
bankrupt claims. Non-bankrupt charge-off accounts are accounts that have been 
written off by credit card issuers due to reasons other than bankrupt claims. The 
charge-off policy may vary among authorized institutions. Delinquent accounts are 
accounts that haven’t paid the minimum balances for more than 90 days. Current 
accounts are accounts that have paid the minimum balances or have not balances. For 
decision tree method, we use See5.0. MCMP is solved by LINGO 8.0, a software tool 
for solving nonlinear models (LINDO Systems Inc.). SVM one-against-all is 
implemented using SVM-light version 6.01 (Joachims 2004), a well-known SVM 
software. 

Table 1. A example of one-against-all 4-classes classification results 

1st step A B+C+D 
Classified as Group A a bcdNbcd −  

Classified as Group
B,C,D 

aNa −  bcd 

2nd step B C+D 
Classified as Group B b 

cdN
N

bcd
cd

bcd

−×  

Classified as Group
C,D bN

N

bcd
b

bcd

−×  
cd 

3rd step C D 
Classified as Group C c 

dN
N

N

bcd
cd

N

bcd
d

cd
bcd

bcd

−×
×

×
 

Classified as Group D 
cN

N
N

bcd
cd

N

bcd
c

cd
bcd

bcd

−×
×

× d 
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The four-group classification results of See5, MCMP, and SVM-light on the 
credit card data are summarized in Table 3, 4, and 5, respectively. In addition, we 
compute Type I and II error rates. Type I error is defined as the rate of records that 
are misclassified as Current to records that are classified as Current. Type II error is 
defined as the rate of records that are actually Current but are misclassified as the 
other three classes (Bankrupt charge-off, Non-bankrupt charge-off, and Delinquent) 
to records that are classified as the other three classes. Since misclassified Current 
accounts contribute to huge lost in credit card business and thus creditors are more 
concern about Type I error than Type II error. From the confusion matrices in  
Table 3, 4, and 5, we observe that (1) MCMP achieves the lowest test Type I error 
rate: 1.65%. SVM-light has the second lowest test Type I error rate: 1.7%. See5 has 
the highest test Type I error rate: 2.2%; (2) Among the three classification  
methods, MCMP has the best test classification accuracies for Delinquent, Charge-
off, and Bankrupt classes. See5 has the best test classification accuracy for Current 
class. 

Table 2. Accuracy and False Alarm Rate analysis of 4-classes classification results 

 Accurac
y 

False Alarm Rate 

A 

aN

a
 

bcdNa

bcdN

bcd

bcd

−+
−
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b
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Table 3. See5 Credit Card Classification Results 

Evaluation on training data (280 cases): Accuracy Error Rate
(1) (2) (3) (4) <-classified as     
66 3 0 1 (1): Current 94.29% Type I 
6 35 27 2 (2): Delinquent 50.00% 9.59% 
1 5 56 8 (3): Charge-off 80.00% Type II 
0 6 37 27 (4): Bankrupt 38.57% 1.93% 
Evaluation on test data (5720 cases):     

(1) (2) (3) (4) <-classified as     
3830 609 455 87 (1): Current 76.89% Type I 
83 182 289 48 (2): Delinquent 30.23% 2.20% 
3 16 83 24 (3): Charge-off 65.87% Type II 
0 1 7 3 (4): Bankrupt 27.27% 63.80% 

Table 4. MCMP Credit Card Classification Results 

Evaluation on training data (280 cases): Accuracy Error Rate

(1) (2) (3) (4) <-classified as     

50 12 8 0 (1): Current 71.43% Type I 

5 55 10 0 (2): Delinquent 78.57% 13.79% 

2 5 55 8 (3): Charge-off 78.57% Type II 

1 1 5 63 (4): Bankrupt 90.00% 9.01% 

Evaluation on test data (5720 cases):     

(1) (2) (3) (4) <-classified as     

3406 1012 559 4 (1): Current 68.38% Type I 
53 440 100 9 (2): Delinquent 73.09% 1.65% 
4 23 92 7 (3): Charge-off 73.02% Type II 
0 0 2 9 (4): Bankrupt 81.82% 69.78% 

Table 5. SVM-light Credit Card Classification Results 

Evaluation on training data (280 cases): Accuracy Error Rate
(1) (2) (3) (4) <-classified as     
40 22 8 0 (1): Current 57.14% Type I 
1 69 0 0 (2): Delinquent 98.57% 4.76% 
0 0 70 0 (3): Charge-off 100.00% Type II 
1 1 2 66 (4): Bankrupt 94.29% 12.61% 

Evaluation on test data (5720 cases):     
(1) (2) (3) (4) <-classified as     

3411 1135 136 299 (1): Current 68.48% Type I 
55 199 66 282 (2): Delinquent 33.06% 1.70% 
3 27 23 73 (3): Charge-off 18.25% Type II 
1 0 1 9 (4): Bankrupt 81.82% 69.78% 
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5   Conclusion  

This is the first time that we investigate the differences among decision tree, MCMP, 
and one-against-all SVM for multiclass classification using a real-life credit card 
dataset. The results indicate that MCMP achieves better classification accuracy than 
See5 and one-against-all SVM. In our future research, we will focus on the theoretical 
differences between MCMP and one-against-all SVM. Another topic of interest is to 
study the subject of reducing computational cost and improving algorithm efficiency 
for high dimensional or massive datasets. 

References  

[1] Bradley, P.S., Fayyad, U.M., Mangasarian, O.L. (1999) Mathematical programming for data 
mining: Formulations and challenges. INFORMS Journal on Computing, 11, 217-238. 

[2] Cardweb.com, The U.S. Payment Card Information Network, accessed April 23, 2004, 
[available at: http://www.cardweb.com/cardlearn/stat.html]. 

[3] Quinlan, J.R. (1993) C4.5: Programs for Machine Learning, Morgan Kauffman 
Publication. 

[4] Hsu, C. W. and Lin, C. J. (2002) A comparison of methods for multi-class support vector 
machines, IEEE Transactions on Neural Networks, 13(2), 415-425. 

[5] Joachims, T. (2004) SVM-light: Support Vector Machine, available at: 
http://svmlight.joachims.org/. 

[6] Knerr, S., Personnaz, L., and Dreyfus, G. (1990), “Single-layer learning revisited: A 
stepwise procedure for building and training a neural network”, in Neurocomputing: 
Algorithms, Architectures and Applications, J. Fogelman, Ed. New York: Springer-Verlag. 

[7] Kou, G., Peng, Y., Shi, Y., Chen, Z. and Chen X. (2004b) “A Multiple-Criteria Quadratic 
Programming Approach to Network Intrusion Detection” in Y. Shi, et al (Eds.): 
CASDMKM 2004, LNAI 3327, Springer-Verlag Berlin Heidelberg, 145–153. 

[8] Li, J.P, Liu, J.L, Xu, W.X., Shi, Y. Support Vector Machines Approach to Credit 
Assessment. In Bubak, M., Albada, et al (Eds.) , ICCS 2004, LNCS 3039, Springer-
Verlag, Berlin, 892-899, 2004. 

[9] LINDO Systems Inc., An overview of LINGO 8.0, http://www.lindo.com/ 
cgi/frameset.cgi?leftlingo.html;lingof.html. 

[10] New Generation Research, Inc., April 2004, [available at: http:// 
www.bankruptcydata.com/default.asp]. 

[11] Menties, T. and Hu, Y. (2003) Data Mining for Very Busy People, IEEE Computer, p. 
18-25. 

[12] RuleQuest research (2004) [available at: http://www.rulequest.com/see5-info.html]. 
See 5.0. (2004) [available at:http://www.rulequest.com/see5-info.html]. 

[13] Stolfo, S.J., Fan, W., Lee, W., Prodromidis, A. and Chan, P.K. (2000) Cost-based 
Modeling and Evaluation for Data Mining With Application to Fraud and Intrusion 
Detection: Results from the JAM Project, DARPA Information Survivability Conference. 

[14] Vapnik, V. N. and Chervonenkis (1964), On one class of perceptrons, Autom. And 
Remote Contr. 25(1). 

[15] Vapnik, V. N. (1995), The Nature of Statistical Learning Theory, Springer, New York. 
[16] Zhu, D., Premkumar, G., Zhang, X. and Chu, C.H. (2001) Data Mining for Network 

Intrusion Detection: A comparison of Alternativest Methods, Decision Sciences, Volume 
32 No. 4, Fall 2001. 



V.N. Alexandrov et al. (Eds.): ICCS 2006, Part IV, LNCS 3994, pp. 493 – 500, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

Hybridizing Exponential Smoothing and Neural Network 
for Financial Time Series Predication 

Kin Keung Lai1, 2, Lean Yu2, 3, Shouyang Wang1, 3, and Wei Huang4 

1 College of Business Administration, Hunan University, Changsha 410082, China 
2 Department of Management Sciences, City University of Hong Kong, 

Tat Chee Avenue, Kowloon, Hong Kong 
{mskklai, msyulean}@cityu.edu.hk 

3 Institute of Systems Science, Academy of Mathematics and Systems Science, 
Chinese Academy of Sciences, Beijing 100080, China 

{yulean, sywang}@amss.ac.cn 
4 School of Management, Huazhong University of Science and Technology, 

1037 Luoyu Road, Wuhan 430074, China 

Abstract. In this study, a hybrid synergy model integrating exponential 
smoothing and neural network is proposed for financial time series prediction. 
The proposed model attempts to incorporate the linear characteristics of an ex-
ponential smoothing model and nonlinear patterns of neural network to create a 
“synergetic” model via the linear programming technique. For verification, two 
real-world financial time series are used for testing purpose. 

1   Introduction 

A challenging task in financial markets such as stock market and foreign exchange 
market is to predict the movement direction of financial markets so as to provide 
valuable decision information for investors. Thus, various kinds of forecasting meth-
ods have been developed by many researchers and business practitioners. Of the vari-
ous forecasting models, the exponential smoothing model has been found to be one of 
the effective forecasting methods. Since Brown [1] began to use simple exponential 
smoothing to predict inventory demand, the exponential smoothing models have been 
widely used in business and finance [2-3]. For example, Gardner [2] introduced expo-
nential smoothing methods into supply chain management for predicting demand, and 
achieved satisfactory results.  Leung et al. [3] used an adaptive exponential smoothing 
model to predict Nikkei 225 indices, and achieved good results. 

However, the exponential smoothing method is only a class of linear model and 
thus it can only capture linear feature of financial time series. But financial time series 
are often full of nonlinearity and irregularity. Furthermore, as the smoothing constant 
decreases exponentially, the disadvantage of the exponential smoothing model is that 
it gives simplistic models that only use several previous values to forecast the future. 
The exponential smoothing model is, therefore, unable to find subtle nonlinear pat-
terns in the financial time series data. Obviously, the approximation of linear models 
to complex real-world problems is not always sufficient. Hence, it is necessary to 
consider other nonlinear methods to complement the exponential smoothing model. 
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Recently, artificial neural network (ANN) models have shown their nonlinear mod-
eling capability in financial time series forecasting. Since Lapedes and Farker [4] used 
ANN to predict the chaotic time series, the ANN models are widely used in the time 
series forecasting. For example, Refenes et al. [5] applied multilayer forward network 
models to forecast foreign exchange prices and obtained good results. Although the 
ANN models achieve success in financial time series forecasting, they have some 
disadvantages. Since the real world is highly complex, there exist some linear and 
nonlinear patterns in the financial time series simultaneously. It is not sufficient to use 
only a nonlinear model for time series because the nonlinear model might miss some 
linear features of time series data. Furthermore, previous studies [6-7] are shown that 
using ANN to model linear problems may produce mixed results. 

In such situations, it is necessary to hybridize the linear model and nonlinear model 
for financial time series forecasting. This is because the ANN model and exponential 
smoothing model are complementary. On one hand, the ANN model can find subtle 
nonlinear features hidden in the time series data, but may miss some linear patterns 
when forecasting. On the other hand, the exponential smoothing model can give good 
results in the linear patterns of time series, but cannot capture the nonlinear patterns, 
which might result in inaccurate forecasts. Motivated by the previous findings, this 
study proposes a hybrid synergy model to financial time series prediction integrating 
exponential smoothing and ANN via linear programming technique. 

The exponential smoothing model rather than other linear models such as ARIMA 
is chosen as neural network model’s complement for several reasons. First of all, the 
major advantage of exponential smoothing methods is that they are simple, intuitive, 
and easily understood. These methods have been found to be quite useful for short-
term forecasting of large numbers of time series. At the same time, exponential 
smoothing techniques have also been found to be appropriate in such applications 
because of their simplicity. Second, the exponential smoothing model has less techni-
cal modeling complexity than the ARIMA model and thus makes it more popular in 
practice. As Lilien and Kotler [8] reported, exponential smoothing models have been 
widely used by approximately 13% of industry. Third, Mills [9] found little difference 
in forecast accuracy between exponential smoothing techniques and ARIMA models. 
In some examples, exponential smoothing models can even obtain better results than 
neural network model. Foster et al. [10] once argued that the exponential smoothing is 
superior to neural networks in forecasting yearly data. Generally, the exponential 
smoothing model is regarded as an inexpensive technique that gives forecasts that is 
“good enough” in a wide variety of applications.  

The remainder of the study is organized as follows. Sections 2 and 3 provide some 
basic backgrounds about the exponential smoothing and neural network methods for 
financial time series forecasting. In Section 4, the hybrid methodology combining the 
exponential smoothing and neural network model via linear programming is intro-
duced. For verification, two experiments are performed in Section 5. Finally, Section 
6 concludes the paper. 

2   The Exponential Smoothing Forecasting Model 

In the application of the exponential smoothing model, there are three types of models 
that are widely used in different time series. Simple exponential smoothing (Type I) is 



 Hybridizing Exponential Smoothing and Neural Network 495 

used when the time series has no trend. Double exponential smoothing (Type II) is an 
exponential smoothing method for handling a time series that displays a slowly 
changing linear trend. Two approaches are covered: one-parameter double exponen-
tial smoothing, which employs a single smoothing constant; and Holt-Winters’ two-
parameter double exponential smoothing, which employs two smoothing constants. 
The third is Winters’ method (Type III), which is an exponential smoothing approach 
to predicting seasonal data. This method also contains two approaches: multiplicative 
Winters’ method, which is appropriate for increasing seasonal variation; and additive 
Winters’ method, which is appropriate for constant seasonal variation [1-2]. 

In financial time series, there is irregularity, randomicity and no trend. These fea-
tures show that the simple exponential smoothing method is suitable for financial time 
series forecasting for the specified time period. Therefore, only the type I of the expo-
nential smoothing model is described in detail. For the type II & III, interested readers 
can be referred to [1-3] for more details. 

Suppose that the time series y1, y2, …, yn is described by the model 

tty εβ += 0  (1) 

where 0β  is the average of the time series and tε  random error. Then the estimate St   

of 0β made in time t is given by the smoothing equation 

1)1( −−+= ttt SyS αα  (2) 

where α is a smoothing constant between 0 and 1 and St-1 is the estimate of 0β in  t-1. 

Thus a point forecast made in time t for yt+1 is 

tttt yySy ˆ)1(ˆ 1 αα −+==+  (3) 

From Equation (2), we have 

211 )1( −−− −+= ttt SyS αα  (4) 

Substituting Equation (4) to Equation (2), then 

2
2

121 )1()1())1()(1( −−−− −+−+=−+−+= ttttttt SyySyyS αααααααα  (5) 

Similarly, substituting recursively for St-2, St-3, …, S1 and S0, we obtain 

01
1

2
2

11 )1()1()1()1(ˆ SyyyyyS tt
ttttt αααααααα −+−++−+−+== −
−−+  (6) 

Here we see that St, the estimate made in time t of the average 0β of the time se-

ries, can be expressed in term of observations yt, yt-1, …, y1 and the initial estimate S0. 
The coefficients measuring the contributions of the observations yt, yt-1, …, y1 – that 
is, 1)1(,),1(, −−− tααααα – decrease exponentially with time. For this reason this 

method is referred as simple exponential smoothing. 
In order to use Equation (6) to predict the time series, we need to determine the 

value of the smoothing constant α  and the initial estimate S0. For the smoothing 
constant, the ordinary least square (OLS) can be used to determine α ; while for the 
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initial value S0, we can let S0 be equal to y1, i.e. S0 = y1, or let S0 be equal to the simple 
arithmetic average of a few previous observations. For example, S0 = (y1+y2+y3)/3. 
Once determining α  and S0, exponential smoothing model can be used for prediction. 

The advantage of the exponential smoothing method is that it is capable of fitting 
the linear patterns of the time series well and easy to use. But the financial time series 
is often irregular and nonlinear, it is not sufficient to use exponential smoothing for 
financial time series modeling. 

3   The Neural Network Forecasting Model 

In this study, one of the widely used ANN models, the back-propagation neural net-
work (BPNN) [11], is used for time series forecasting. The main reason is that some 
studies (e.g. [11-12]) have shown that the BPNN with an identity transfer function in 
the output unit and logistic functions in the middle-layer units can approximate any 
continuous function arbitrarily well given a sufficient amount of middle-layer units 
[12]. Yu et al. [13] have also found that BPNN has been one popular model that can 
approximate various nonlinearities in the data series. 

Generally, the BPNN can be trained by the historical data of a time series in order 
to capture the non-linear characteristics of the specific time series. The model parame-
ters (connection weights and node biases) will be adjusted iteratively by a process of 
minimizing the forecasting errors. For time series forecasting, according to the previ-
ous computation process the relationship between the output (yt) and the inputs (yt−1, 
yt−2, …, yt−p) has the following mathematical representation. 

t

q

j

p

i itijjjt eywwfaay +++=
= = −1 100 )(  (7) 

where ja  (j = 0, 1, 2, …, q) is a bias on the jth unit, and ijw  (i = 0, 1, 2, …, p; j = 0, 

1, 2, …, q) is the connection weights between layers of the model, f(•) is the transfer 
function of the hidden layer, p is the number of input nodes and q is the number of 
hidden nodes. Actually, the BPNN model in (11) performs a nonlinear functional 
mapping from the past observation (yt−1, yt−2, …, yt−p). to the future value (yt), i.e., 

tptttt ewyyyy += −−− ),,,,( 21ϕ  (8) 

where w is a vector of all parameters and  is a function determined by the network 
structure and connection weights. Thus, in some senses, the BPNN model is equiva-
lent to a nonlinear autoregressive (NAR) model. 

A major advantage of neural networks is their ability to provide flexible nonlinear 
mapping between inputs and outputs. They can capture the nonlinear characteristics 
of time series well. However, using BPNN to model linear problems may produce 
mixed results [6-7]. Therefore, we can conclude that the relationship between expo-
nential smoothing and BPNN is complementary. To take full advantage of the indi-
vidual strengths of two models, it is necessary to integrate the exponential smoothing 
and BPNN models, as mentioned earlier. 
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4   The Hybrid Forecasting Methodology 

In real life, financial time series forecasting is far from simple due to high volatility, 
complexity, irregularity and noisy market environment. Furthermore, real-world time 
series are rarely pure linear or nonlinear. They often contain both linear and nonlinear 
patterns. If this is the case, there is no universal model that is suitable for all kinds of 
time series data. Both exponential smoothing models and BPNN models have 
achieved success in their own linear or nonlinear domains, but neither exponential 
smoothing nor BPNN can adequately model and predict time series since the linear 
models cannot deal with nonlinear relationships while the BPNN model alone is not 
able to handle both linear and nonlinear patterns equally well [6]. On the other hand, 
as previously mentioned, for time series forecasting the relationship between expo-
nential smoothing and BPNN is complementary. Exponential smoothing is a class of 
linear models that can capture time series’ linear characteristics, while BPNN models 
are a class of general function approximators capable of modeling nonlinearity and 
which can capture nonlinear patterns in time series. Hybridizing the two models may 
yield a robust method, and more satisfactory forecasting results may be obtained by 
incorporating an exponential smoothing model and a BPNN model. Therefore, we 
propose a hybrid methodology integrating the exponential smoothing and the BPNN 
for financial time series forecasting. Different from decomposition-hybrid principle 
described in [6], we adopt the “parliamentary” hybridization strategy [14] to create a 
synergetic model, as shown in Fig. 1. 

 

Fig. 1. The hybrid synergy forecasting model 

From Fig. 1, the input is fed simultaneously into a BPNN model and an exponen-
tial smoothing forecasting model. The BPNN model generates a forecast result, while 
the exponential smoothing model also generates a time series forecast result. The two 
forecast results are entered into the hybrid forecast module and generate a synergetic 
forecast result as final output. In the hybridization process, the “parliamentary” hy-
bridization strategy [14] is used, i.e., 
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where ES
tŷ  is the forecast result obtained from exponential smoothing model, BPNN

tŷ  

is the forecast result of the BPNN and  is the weight parameter. 
Through integrating linear patterns and nonlinear patterns of financial time series, a 

synergetic effect will believed to be created to improve the predication performance. 
In Equation (9), a critical problem is how to determine the weight parameter . Gen-
erally, the value of  can be estimated by the ordinary least square (OLS) method, i.e., 
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However, its drawback of this approach is that the square treatment will move the 
fitted curve to some exceptional points and thus reducing the forecasting accuracy. 
One modification in this study is to minimize the sum of absolute error between esti-
mated and the actual value, then 
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The Equation (11) can be solved by linear programming, let 
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Clearly, ,, tttttt vuevue −=+=  then the linear programming (LP) model can 

be formulated below. 
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Using the simplex algorithm, an optimal hybridization parameter can be obtained 
from the LP problem in Equation (13). To verify the effectiveness of the hybridization 
approach, two experiments about exchange rate predication are performed. 

5   Experiment Study 

The data set used in this paper are daily data from 1 January 2000 till 31 December 
2002 and are obtained from Pacific Exchange Rate Service (http://fx.sauder.ubc.ca/), 
provided by Professor Werner Antweiler, University of British Columbia, Vancouver, 
Canada. The daily data cover three years of observations of two major international 
currency exchange rates --- euros/US dollar (EUR/USD) and Japanese yen/US dollar 
(JPY/USD). In our empirical experiment, the data set is divided into two sample peri-
ods --- the estimation (in-sample) and the test (out-of-sample) periods. The estimation 
period covers observations from 1 January 2000 till 31 September 2002 and is used to 
estimate and refine the forecast model parameters. Meantime we take the data from 1 
October 2002 to 31 December 2002 as test sets, which are used to evaluate the good 
or bad performance. For space, the original data are omitted, and detailed data can be 
obtained from the website. 
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In this study, the root mean square error (RMSE) and directional statistics (Dstat) 
[13] are used as evaluation criteria. In addition, the individual exponential and BPNN 
models are selected as benchmark models for comparison purposes. Finally, only one-
step-ahead forecasting is considered in this study. 

Based on our analysis above, we examine the forecast performances of two major 
currency exchange rates in terms of RMSE and Dstat. The experimental results are 
reported in Table 1. 

Table 1. The experiment results of EUR/USD and JPY/USD 

Currencies EUR/USD JPY/USD 

Models ES BPNN Hybrid ES BPNN Hybrid 

RMSE 0.0047 0.0062 0.0035 0.6984 0.8226 0.6571 

Dstat (%) 56.45 62.90 67.74 51.61 58.06 66.13 

From the viewpoint of RMSE, the hybrid methodology is the best for both 
EUR/USD and JPY/USD, followed by the individual exponential smoothing and 
individual BPNN model. For example of EUR/USD, the RMSE of the individual 
BPNN model is 0.0062, and the individual exponential smoothing model is 0.0047, 
while the RMSE of the hybrid methodology is only 0.0035. 

However, the direction prediction is more important than the accuracy prediction in 
the financial markets because the former can provide decision information for inves-
tors directly. Furthermore, the high RMSE can not lead to high Dstat, as the exponen-
tial smoothing and the BPNN reveals. Focusing on the Dstat, the hybrid method per-
forms the best, followed by the individual BPNN model; the worst is the individual 
exponential smoothing. For example of JPY/USD, the Dstat of exponential smoothing 
is only 51.61%, the Dstat of the BPNN model is 58.06%, while that of the hybrid 
methodology arrives at 66.13%. The main reason is that the hybrid methodology 
integrating linear patterns and nonlinear patterns creates a synergetic effect and thus 
improves the prediction performance. 

6   Conclusions 

In this paper, we propose a hybrid synergy methodology incorporating exponential 
smoothing and neural network for financial time series forecasting and explore the 
forecasting capability of the proposed hybrid synergy methodology from the point of 
level prediction and direction prediction. Experimental results obtained reveal that the 
hybrid methodology performs better than the two benchmark models, implying that 
the proposed hybrid synergy approach can be used as an alternative solution to the 
financial time series forecasting. 
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Abstract. Operational risk is one of the most important risks for Chinese com-
mercial banks, and brings huge losses to Chinese commercial banks recent 
years. Using the public reported operational loss data from 1997 to 2005 of 
Chinese commercial banks, we simulate the operational loss distribution, find 
that loss frequency can be seen as Poisson distribution and the logarithm of loss 
is normal distribution. In accordance with the confidence level required by 
Basel II, aggregated loss distributions and operational Value-at-Risks (OpVaR) 
are calculated by Monte Carlo Simulation. Comparing with the real loss, this 
result is credible. We also calculate the economic capital by the 

99.9VaR , and it 

maybe help the banks to allocate appropriate their economic capital.  

1   Introduction  

Operational risk has gradually become an area of risk management in global banking. 
The increase of sophisticated and complex banking practices have raised the needs for 
an effective operational risk management and measurement system both to regulators 
and financial industry. In the aspect of definition, the Risk Management Group 
(RMG) of the Basel Committee and industry representatives have agreed on a stan-
dardized definition of operational risk[1], i.e. “the risk of loss results from inadequate 
or failed internal processes, people and systems or from external events”. This defini-
tion, which includes legal risk and excludes strategic and reputation risk, relies on the 
categorization of operational risks based on the underlying causes[2].  

Operational risk is mainly triggered by human error, system malfunction, and 
operational procedure mistake or control invalidation. It may result in huge loss of 
financial institutes. There are some well-known cases such as the Barings’ bank-
ruptcy in 1995, the $691 million trading loss at Allfirst Financial[3], LTCM, 
Natwest, and Allied Irish Bank[4], and the $140 million loss at the Bank of New 
York due to September 11th. 
                                                           
 * This research has been partially supported by a grant from National Natural Science Founda-

tion of China (#70531040), the President Fund of Chinese Academy of Sciences (yzjj946) 
and 973 Project( #2004CB720103), Ministry of Science and Technology, China. 
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Due to the growth of e-commerce, large-scale mergers and acquisitions, the en-
richment of financial service products, and the use of more highly automated tech-
nologies, the probability of operational risk is increasing [5].  

There have been several operational losses recently in Chinese commercial banks, 
such as the cheating case in Heilongjiang branch of Bank of China, the 4 billion loan 
deceived in Kaiping, etc.. The Chinese financiers and researchers have paid high 
attention to banks’ operational risks, but there have no effective measurements to 
operational risk[6]. It is critical to improve the operational risk management of Chi-
nese commercial banks.  

Many of the operational risk models [7-8] such as Advanced Measurement Ap-
proaches (AMA), function correlation approach, causal models and Bayesian models, 
actuarial models, etc., are restricted for applying to the Chinese commercial banks by 
lacking of credible internal loss database. As the Monte Carlo simulation can over-
come the deficiency of data by effective simulation and producing relative exact data, 
we use Monte Carlo Simulation to get OpVaRs and economic capital estimates for 
operational risk, this can help banks improve internal control and spur banks improv-
ing operational risk management. 

The paper is organized as follows: In section 2, we discuss the simulation method 
we used; section 3 describe the original data; section 4 presents the simulation results 
and analysis, including the testing of the distribution of the historic operational loss 
data, and calculation on the operational economic capital, and the result analysis; The 
last past concludes the paper and introduces some future research directions. 

2   The Simulation Method   

Two parameters are commonly used to describe operational risk: the frequency and 
the loss amount. If the loss frequency and the loss amount follow certain distributions, 
and the statistical distribution of frequency and the loss are stable, we can use historic 
loss data to estimate their distribution and operational loss.  

We use Monte Carlo simulation compute the frequency and the loss distribu-
tions[9]. Different OpVaRs are then simulated. The steps of the method are described 
as follows: 

Step1. Collect historic loss data of operational events; estimate the loss frequency 
and the loss, Normal distribution, uniform distribution, Poisson distribution 
and exponential distribution are tested to find a most suitable distribution;  

Step2. After generating the frequency distribution, we generate 1000 random num-
bers approximate to the distribution, representing the events for 1000 simu-
lated periods. 

Step3. For each period, generate required random number of loss (that is, if the 
simulated events for period k is X, then simulate X losses) and add them to 
get the aggregated loss for the period. 

Step4.  Run steps 1 to 3 ten times and take the average OpVaR as the final result. 

3   The Data Set 

We have collected operational losses of Chinese commercial banks from 1997 to 
2005 by public report, such as the website of National Audit Office of the P.R.C., 
website of china banking regulatory commission, finance news of banks cases and 



 Assessment the Operational Risk for Chinese Commercial Banks 503 

others, which counts 45 loss events, including 8 major commercial banks. Table 1 is 
describing the number events of each year, and Fig.1 is the histogram of loss events.  

Table 1. The number of operational loss events from 1997 to 2005 

Year 1997 1998 1999 2000 2001 2002 2003 2004 2005 

Num-
ber 

5 4 1 3 4 13 5 3 7 

 

Fig. 1. Loss histogram of 1997-2005 

4   Simulation Results and Analysis 

4.1   Testing on the Loss Frequency Distribution and Loss Distribution 

The loss varies significantly and most losses are under 5 million Yuan, so we test 11 
curve regressions to simulate the loss distribution, and find that the logarithmic fits 
the data best. The result of curve estimations is shown in table 2, Fig. 2 is the loga-
rithmic value of Fig.1; the software we used is SPSS 11.5. 

Table 2. The loss curve estimation  

Curve Function F value Rsq. Sig. 
Linear Y=20.1204+6.0E-05x 19.28 0.310 0.000 

Logarithmic Y=-23.037+5.2928lnx 850.38 0.952 0.000 
Inverse Y=25.3719-955.32/x 16.35 0.276 0.000 

Quadratic Y=17.2152+0.0002x-3.E-10x2 24.59 0.539 0.000 
Cubic Y=13.8314+.0005x-2.E-09x2+1.6E-15x3 41 0.75 0.000 
Power Y=15.4421(1.0000x) 7.29 0.145 0.01 

Compound Y=0.8556x0.3478 443.87 0.912 0.000 
S-curve Y=e3.1141-98.559/x 79.97 0.65 0.000 
Logistic Unfitted 
Growth Y=e2.7371+2.7E-06x 7.29 0.145 0.01 

Exponential Y=15.4421e2.7E-06x 7.29 0.145 0.01 
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Based on table 1 and Fig. 2, we estimate the loss frequency distribution and loss 
distribution, test the normal distribution, uniform distribution, Poisson distribution 
and exponential distribution separately to find a most suitable distribution, and use the 
Kolmogorov-Smirnov (K-S) test to reject or accept the null hypothesis that the data 
originate from the selected distribution with the estimated parameters. Table 3 shows 
the result.  
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Fig. 2. Logarithm of loss histogram of 1997-2005 

Table 3. Distribution test 

 Loss severity distribution Loss frequency distribution 
urve distribu-

tion 
Mean/Stdev. K-S Z 

Asymp. 
Sig.  

Mean/std
ev 

K-S Z 
Asymp. 

Sig.  
Normal 3.7775/1.0514 0.696 0.718 5/3.428 0.833 0.491 

Uniform 
1.41/5.84 
(max/min) 

1.192 0.117 
1/13 

(max/min) 
1.333 0.057 

Poisson Unfitted 5 0.485 0.972 
Exponential 3.7775 2.594 .000 5 1.02 0.249 

The results indicate that normal distribution and Poisson distribution fit the loga-
rithmic of loss and loss frequency better than all other distributions. As shown in table 
3, the loss frequency distribution is approximately 5 events per year. Considering the 
historic logarithm of loss distribution, the skewness is -0.354, while the standard de-
viation of skewness is 0.354, then the data can be regarded as symmetry, the kurtosis 
is -0.231, so we can conclude that the logarithm of single loss distribution follows 
normal distribution.  

4.2   The Losses Under Different Confidences  

After we get the single loss distribution, we can calculate the OpVaRs under different 
confidences, table 4 shows the result.  

Number 
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Table 4. The OpVaRs under different confidences of single loss 

25VaR  50VaR  75VaR  90VaR  
1170.347 5991.009 30667.99 133344.5 

95VaR  99VaR  9.99VaR  99.99VaR  
321340 1673071 10634453 48741655 

Then we can compute the aggregated loss in a one-year period, the steps are: 

Step1: Generate the Poisson random variables 1 2 1000, , ,n n n ;  

Step2: If i in k= , then generate ik  normal random variables, add them up and re-

sult is the loss this period; 
Step3: Run steps 1 to 2 ten times and take the average as the value; 
Step4: Using the 1000 potential loss to get the operational loss. 

The aggregated loss is simulated, and we get some important statistical data, the 
mean of the loss per year is 4659.799 million Yuan, while the standard deviation is 
1246536.699.  

As the new Basel Committee[10] required that the regulatory capital that covers the 
operational risks over a one-year period within a confidence interval of 99.9%,  we 
compute the 

99.9VaR , and other typical points of confidence level are shown as table 5: 

Table 5. The aggregated operational confidence level in one year (ten thousand Yuan) 

25VaR  50VaR  75VaR  90VaR  
42325.3 126969.7 377572.2 996322.6 

95VaR  99VaR  9.99VaR  99.99VaR  
1854812 5845208 17607593 85841937 

 
So the aggregate loss distribution as following Fig. 3: 
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Fig. 3. The aggregate loss distribution 
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4.3   Result Analysis 

4.3.1   There is Huge Potential Operational Loss in Bank System  
Most losses are not huge and there are 802 losses under 5 billion Yuan, there are 900 
events below 10 billion Yuan, but there may be very huge loss a year and the biggest 
loss we simulated is 176 billion, which can do harm to the survival of the banks. 

4.3.2   The Loss Severity Affects the Aggregate Loss Distribution Much  
Although the aggregate loss distribution is generated by the loss frequency and loss 
severity, the influence of the two distributions on the aggregate loss distribution is not 
equal, from table 4 and table 5 we can conclude that loss frequency distribution only 
affect the aggregate loss distribution slightly, especially for the tail distribution, and 
the higher frequency in one year, the less influence to aggregate loss; While the loss 
severity affect the aggregate loss distribution much more, which makes the curve of 
aggregate loss distribution is somewhat like the single loss distribution. 

4.3.3   The Proposed Operational Economic Capital 
Our purpose is not only to work out the aggregate loss distribution of operational loss, 
but also use it to help determine the approximate operational economic capital of 
Chinese commercial banks. Based on the results in 4.2, we can calculate the opera-
tional economic capital of Chinese commercial banks: 

99.9Economic capital = -mean = 16707593-465979.9 =17141613.1VaR  (Ten thousand) 

So according to the new Basel committee’s suggestion, Chinese commercial banks as 
a whole, should prepare 171.42 billion Yuan for operational loss.  
4.3.4. The method and results are comparatively credible.  
We present a simulation method and get some results to the operational risk, to verify 
the result. The result is tested by two ways.  

The first way is to use the aggregate loss distribution to map the 1000 periods to 9 
periods and then comparing them with the real loss from 1997 to 2005. Table 5 shows 
the detail.  

Table 6. The result compared with the real data (9 years) 

Loss(billion) 
Frequency 

0-5 5-10 0-2 2-4 4-5 
Simulated (times) 7 1 6 1 0 

Real (times) 8 1 6 1 1 

The simulated result is almost the same with real time, for example, the simulate 
result shows that there is only one year’s losses between 5 to 10 billion if the period is 
9 years, and the real data is 1. This comparison study shows that the simulation results 
are pretty good.  

Second, since we simulated 1000 random data of loss frequency, according to the 
theoretical result, there is about one number bigger 99.9VaR , or about 10 numbers 

bigger than 99.9VaR , etc.. Table 6 shows the 4 group compared results. 
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Table 7. The estimation of OpVaRs 

Frequency > 9.99VaR  > 99VaR  > 95VaR  > 90VaR  
Theoretical 1 10 50 100 
Simulated 0 11 50 101 

Although there is no number bigger than the 99.9VaR , the biggest one in our simu-

lation is 176.07135 billion, which is very close to the 99.9VaR  (176.07593 billion). 

The other three also accord with the theoretical result very well. It shows the simula-
tion is reasonable.  

5   Conclusions 

Many operational models can’t be used to measure operational risk efficiently for 
Chinese banks since Chinese commercial banks having little operational loss data and 
it is critical to quantify the operational loss. In this paper, we present a simulation 
method to the Chinese commercial banks as a whole, find that the logarithmic of loss 
follows the normal distribution while the loss frequency follows the Poisson distribu-
tions. We calculate the OpVaRs, and compare them to the real loss data per year. The 
results show that our method is comparatively reasonable and creditable, and the 
supervision capital we calculated may help the regulators to determine the operational 
economic capital. 

Since the loss data is small, our simulation may be not exactly correct.  If we have 
more operational loss data, we will re-calculate the certain bank’s operational losses, 
and test more models such as the Multiple-Criteria Programming [11,12], Support 
Vector Machines[13] to find more suitable model. The model proposed in 
this paper may be also used in general bioinformatics, any antibody and any antigen. 

This is our further work. 
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Abstract. This paper presents a data mining system of performance
evaluation for multimedia communication networks (MCNs). Two im-
portant performance evaluation problems for the MCNs are considered
in this paper. They are: (1) the optimization problem for construction
of the data mining system of performance evaluation; (2) the problem
of categorizing real-time data corresponding to the data mining system
by means of dividing the performance data into usual and unusual cat-
egories. An algorithm is employed to identify performance data such
as throughput capacity, package forwarding rate, and response time. A
software named PEDM2.0 (Performance Evaluation Data Miner) is pro-
posed to improve the accuracy and the effectiveness of the fuzzy linear
programming (FLP) method compared with decision tree, neural net-
work, and multiple criteria linear programming methods.

1 Introduction

Performance evaluation and network planning are the key tools in a reliable mul-
timedia communication operation. Multimedia communication networks (MCNs)
to support several different traffic types have become so complex that intuition
alone is not sufficient to evaluate their performance. Mathematical models of per-
formance systems range from relatively simple ones, whose solution can be ob-
tained analytically, to very complex ones that must be simulated [1].

An important challenge for identification mining in MCNs is the identification
speed that can forward the exponentially increasing volume of traffic. The data
mining system can provide the new identification service that is needed by next-
generation MCNs.

Research of linear programming (LP) approaches for classification problems
was initiated by [3]-[5]. [6] and [7] applied the compromise solution of multiple
criteria linear programming (MCLP) to deal with the same identification mining

V.N. Alexandrov et al. (Eds.): ICCS 2006, Part IV, LNCS 3994, pp. 509–516, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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question. [8] presented an analysis for fuzzy linear programming in classification
of credit card holder behavior. In [9] the identification mining of unusual patterns
for MCNs based on FLP is put forward for the first time. In this paper, we present
some new research work.

The unusual pattern mining process can be described as follows: given a set
of n performance evaluation data, there will be K objects that are considerably
dissimilar, exceptional, or inconsistent with the remaining data.

In Section 2, we describe a data mining system for performance evaluation.
The subsystems for an identification mining engine based on fuzzy linear pro-
gramming are presented in Section 3. In Section 4, the results of data experiments
are listed out. Finally, we conclude with a brief summary in Section 5.

2 Data Mining System for Performance Evaluation

Generally, the methods to calculate network performance include analytical,
numerical and simulation methods. Nowadays, emulation is the main method
for performance evaluation systems for MCNs.

A data mining system for performance evaluation can be constructed with the
above three methods of analytical, numerical and simulation method.
Fig. 1 shows the architecture of the data mining system for performance evalu-
ation that we present in this paper.

These components are explained in detail as follows:

Graphical user interface
This module communicates between the users and the data mining system, allow-
ing the user to interact with the system by specifying a performance evaluation
query or task, and providing information to help focus the search.

Index system for performance evaluation
The main idea of this index system comes from [1]. The details of the index can
be found from the following multi-dimensional data warehouse module.

Pattern evaluation
The process of this module is shown in Fig. 2.

An index system is acceptable if (1) it is easily understood by humans, (2) it
is valid on new or test data with some degree of certainty, (3) it is potentially
useful, and (4) it is novel [2].

Multi-dimensional data warehouse
Before we use our on-line analytical processing (OLAP) tools, the multi-
dimensional data warehouse for performance evaluation must be constructed.
The snowflake schema is a variant of the star schema, where some dimension
tables are normalized thereby further splitting the data into additional tables.
The snowflake schema of data warehouse is shown in Fig. 3.

Pre-computation and summarization
This module, which involves data integration and data cleaning, can be viewed
as an important preprocessing step for data mining. Data from operational
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Graphical user interface

Index system for performance 

evaluation of MCNs

Multi-dimensional

data warehouse

Pre-computation and summarization

Data mining engine

Pattern evaluation

Graphical user interface

Query or reportAnalysisOthers

Knowledge base

Pattern evaluation

External sources

Operational database

Fig. 1. Architecture of data mining system for performance evaluation

Fig. 2. Pattern evaluation process

databases and external sources (such as performance information provided by
external sensors) are extracted using application program interfaces known as
gateways.

3 Identification Mining Model

A basic framework of the identification mining model of unusual patterns can
be presented as follows:

Given a set of r attributes about a MCN, let Ai =(Ai1, ..., Air), i = 1, 2, ..., n
be training set data for the variables of every MCN, where Ai is the attributes set
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Fig. 3. Snowflake schema of data warehouse

of the ith training set, and n is the sample size. We want to determine the best
coefficients of the variables X = (X1, X2, ..., Xr)

T , where Xj is the coefficient
of the variable Aij , i = 1, 2, ..., n, j = 1, 2, ..., r. A boundary value b (a scalar) to
separate the two classes: N (normal patterns) and M (unusual patterns), is as
follows:

AiX ≤ b,Ai ∈M,

AiX ≥ b,Ai ∈ N. (1)

To measure the separation of usual and unusual patterns, we define that αi is
the overlapping of a two-class boundary for case Aij (external measurement), i =
1, 2, ..., n, j = 1, 2, ..., r. α is the maximum overlapping of a two-class boundary
for case Aij , αi < α.

We define βi to be the distance from case Aij to their adjusted boundaries
(internal measurement), i = 1, 2, ..., n, and β to be the minimum distance from
case Aij to their adjusted boundaries, βi > β.

A model that seeks MSD (the minimal sum of the deviations of the observa-
tions from the critical value) can be written as follows:

(M1) Minimize
n∑

i=1

αi,
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AiX ≤ b+ αi, Ai ∈M,

AiX ≥ b− αi, Ai ∈ N (2)

where Ai is given, X and b are unrestricted, and αi ≥ 0, i = 1, 2, ..., n.
The alternative of the above model is to find MMD (the minimal distances of

observations from the critical value are maximized). It can be written by

(M2) Maximize
n∑

i=1

βi,

AiX ≥ b− βi, Ai ∈M,

AiX ≤ b+ βi, Ai ∈ N (3)

where Ai is given, X and b are unrestricted, and βi ≥ 0, i = 1, 2, ..., n.
In a linear discriminate model, the misclassification of data separation can

be described by two objects: MSD and MMD. Therefore, the main research aim
in the identification of unusual patterns of MCNs is to seek the method that
produces the higher detection accuracy.

Let y1L be MSD and y2U be MMD, the maximum value of
∑n

i=1 αi is y1U and
the minimum value of

∑n
i=1 βi is y2L. To explore this possibility, we propose a

heuristic identification of the unusual pattern method by using the fuzzy linear
programming for discovering the unusual patterns in MCNs as follows:

(M3) Maximize ξ,

ξ ≤
∑
αi − y1L

y1U − y1L
,

ξ ≤
∑
βi − y2L

y2U − y2L
,

AiX = b+ αi − βi, Ai ∈M,

AiX = b− αi + βi, Ai ∈ N (4)

where Ai, y1L, y1U , y2L, y2U are known, X and b are unrestricted, and αi, βi,
ξ ≥ 0, i = 1, 2, ..., n.

Method

(1) Create data warehouse for the performance evaluation of every MCN at
every selected time spot.

(2) Generate a set of relevant attributes from the data warehouse, transform
the scales of the data warehouse into the same numerical measurement, de-
termine the two classes of usual and unusual patterns, as well as the classifi-
cation threshold τ that is selected by the user, and the training set and the
verifying set.

(3) Give a class boundary value b and use models (M1), (M2), and (M3) to
learn and compute the overall scores AiX (i = 1, 2, ..., n) of the relevant
attributes or dimensions over all observations repeatedly.

(4) If (M1) exceeds the threshold τ , go to (7), otherwise go to (5).
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(5) If (M2) exceeds the threshold τ , go to (7), otherwise go to (6).
(6) If (M3) exceeds the threshold τ , go to (7), otherwise go to (3) to consider

to give another b.
(7) Apply the final learned scores X∗ to predict the unknown data in the veri-

fying set.
(8) Find the unusual patterns of the MCNs.

The FLP approach proposed in this paper is simpler and easier to get the
meaningful results. For example, this FLP approach can get more meaningful
solutions than the common classification approaches in the multiple criteria lin-
ear programming.

Real-time CNs data can be used to test our data mining system. Based on the
above analysis, we have developed a software named performance evaluation data
miner (PEDM2.0) [10]. This miner is an OLAP miner integrated with an OLAP
whose mining is in relational databases. The development language is the C++
syntax based on Linux. This miner also combines with the algorithm of linear &
non-linear programming in those softwares named Lingo9.0 and Lindo8.0 [11].

The FLP approach is not the only module in identification mining of the
PEDM2.0. Statistics, decision tree, linear programming, multiple criteria lin-
ear programming, neutral networks are also used. The output results in the
PEDM2.0 are the synthesis integration results based on different methods. A
comparison study in terms of computational efficiency implementation will be
discussed in the next section.

4 Data Experiments

Given a set of attributes, such as throughput capacity, package forwarding rate,
response time, connection attempts, delay time, transfer rate and the criteria
for “unusual” patterns, the purpose of pattern recognition for the MCNs is to
find the better classifier through a training set and use the classifier to predict
all other aspects of the performance of MCNs.

The frequently used pattern recognition in the telecommunication industry is
still two-class separation technique. The key of two-class separation is to sepa-
rate the “unusual” patterns called fraudulent activity from the “usual” patterns
called normal activity and identify as many MCNs as possible. This is also known
as the method of “detecting fraudulent list”.

In this section, a real-time performance data mart with 65 derived attributes
and 1000 records of a major CHINA TELECOM MCN database is first used to
train the different classifiers [12]. Then, the training solution is employed to pre-
dict the performance of another 5000 records of MCNs. Finally, the classification
results are compared with the decision tree, neural network and MCLP.

The results are shown in Table 1. Three known classification techniques have
been used to run and test the 5000 records of the CHINA TELECOM MCN
database. These results are compared with the FLP approach shown in Table 1.
The software of the decision tree is the commercial version called C5.0 [13], while
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Table 1. Identification rate comparisons on balanced 5000 records

Approaches Identification rate Time (second)
Decision Tree 79.39% 0.335

Neural Network 64.20% 0.201
MCLP 80.03% 0.936
FLP 81.74% 0.284

the software for both MCLP and FLP were developed at Chinese Academy of
Science in China and Konan University in Japan [10].

Note that in Table 1 the column identification rate represents the rate of
identifying the right unusual patterns in respective models as: Identification
Rate = (Number of identified unusual patterns exactly) / (Number of unusual
patterns) ×100%.

The identification time is calculated using different models. Because this data
mining system is special for the MCNs, the FLP model is not the model with
the fastest calculation speed, but it does have a higher calculation speed and
higher identification rate.

The greater the identification rate is, the better the result is. As we see, the
model that predicts best is the FLP with 81.74%. The second best model is the
MCLP with 80.03%. The decision tree model has the third best prediction rate
with 79.39% while the neural network is the worst one with 64.20%.

The shorter the identification time is, the better the result is. The fastest
model on the identification time is the neural network with 0.201 seconds. The
second is FLP with 0.284. Decision tree has the third fastest time with 0.335
seconds while MCLP is the slowest one with 0.936 seconds.

Both short identification time and high identification rate are important in
identification mining calculations of MCNs. Therefore, if the data set is bal-
anced, it is meaningful to implement FLP algorithm proposed in this paper.
This conclusion, however, may not be true for all kinds of data sets because of
the different data structure and data feature.

Many decision makers in MCNs often get a better result through an FLP
approach. It has been recognized that in many decision making problems, instead
of finding the exist “optimal solution” (a goal value), decision makers often
approach a “satisfying solution” between upper and lower aspiration levels that
can be represented by the upper and lower bounds of acceptability for objective
payoffs. The model proposed in this paper also can be used in bioinformatics,
antibody and antigen.

5 Conclusions

In this paper, an identification mining model of unusual patterns for MCNs
has been presented. The construction flow of data mining systems of MCNs
for performance evaluation, the snowflake schema of a data warehouse, and the
algorithm of fuzzy linear programming were shown in detail. The data experi-
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ments proved that the fuzzy linear programming (FLP) approach we proposed
in this paper has excellent accuracy and effectiveness compared with decision
tree, neural network, multiple criteria linear programming methods.
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Abstract. We compare the predication performance of neural networks with the 
different frequencies of input data, namely daily data, weekly data, monthly 
data. In the 1 day and 1 week ahead prediction of foreign exchange rates fore-
casting, the neural networks with the weekly input data performs better than the 
random walk models. In the 1 month ahead prediction of foreign exchange rates 
forecasting, only the special neural networks with weekly input data perform 
better than the random walk models. Because the weekly data contain the ap-
propriate fluctuation information of foreign exchange rates, it can balance the 
noise of daily data and losing information of monthly data. 

1   Introduction 

Exchange rates are one of the most important economic indices in the international 
monetary markets. Because of its complicated nonlinear behavior, many researchers 
employ neural networks to forecast foreign exchange rates. Several design factors 
significantly affect the prediction performance of neural networks [1]. Although for-
eign exchange rates are high-frequency financial time series, fluctuating every min-
ute, the researchers seldom employ the hourly observations for forecasting. Because 
there is too much noises in the observations of high-frequency, no body use the fre-
quency that is higher than daily data. It is a common practice to predict the future 
value daily ahead with daily data[2, 3], to predict the future value weekly ahead with 
weekly data[4-6], to predict the future value monthly ahead with monthly data[7-10]. 
Hann and Steurer compare the prediction performances of neural network models 
with linear monetary models in forecasting USD/DEM by using the monthly data and 
weekly data. Out-of-sample results show that, for weekly data, neural networks are 
much better than linear models and a random walk model. However, if monthly data 
are used, neural networks do not show much improvement over linear models[11].  

In fact, different frequencies of input data may affect the performances of neural 
networks, due to the volatility of currency movements. However, few researchers 
investigate the effect of different frequencies of input data. Our contribution of the 
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paper is to compare the prediction performance of the neural networks by using the 
different frequencies of input data. The remainder of this paper is organized as fol-
lows. Section 2 gives the experiment design. Section 3 discusses the experiment re-
sults. Finally, conclusions are given in Section 4.     

2   Experiment Design 

We employ the three frequencies of data, namely daily data { d
ty }, weekly data 

{ w
ty }, monthly data { m

ty }. The daily data is the closing price of every trading day. 

The weekly data is compiled from the average of daily data in that week. The monthly 
data is compiled from the average of daily data in that month. 

2.1   Random Walk Models 

The weak form of efficient market theory describes that prices always fully reflect the 
available information, that is, a price is determined by the previous value in the time 
series because all the relevant information is summarized in that previous value.  An 
extension of this theory is the random walk (RW) model. The random walk model 
uses the actual value of current period to predict the future value of next period as 
follows: 

1ˆ +ty = ty  (1) 

where 1ˆ +ty  is the predicted value of the next period; ty  is the actual values of current 

period.  
Therefore, the predicted values of next day, week, month by RW model are com-

puted in the following way:  

d
ty 1ˆ + = d

ty  (2) 

w
ty 1ˆ + = w

ty  (3) 

m
ty 1ˆ + = m

ty  (4) 

2.2   Neural Network Models 

In this study, we employ one of the widely used neural networks models, the three-
layers back-propagation neural network (BPNN), for foreign exchange rates forecast-
ing. The activation function used for all hidden nodes is the logistic function, while 
the linear function is employed in the output node. The number of input nodes is a 
very important factor in neural network analysis of a time series since it corresponds 
to the number of past lagged observations related to future values. To avoid introduc-
ing a bias in results, we choose the number of input nodes as 3, 5, 7 and 9, respec-
tively. Because neural networks with one input nodes are too simple to capture the 
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complex relationships between input and output, and it is rarely seen in the literatures 
that the number of input nodes is more than nine. Generally speaking, too many nodes 
in the hidden layer produce a network that memorizes the input data and lacks the 
ability to generalize. Parsimony is a principle for designing neural networks. Hence, 
the number of hidden nodes is equal to the number of input nodes.  

Because there is no daily data of economic indicators such exportation, importa-
tion, we employ univariate input for the neural networks. The inputs of neural net-
work are the past, lagged observations of exchange rates; the output is the future 
value. In some sense, the neural networks of univariate input are equivalent to a 
nonlinear autoregressive mode as follows: 

1ˆ +ty = F ( ty , 1−ty  ,…, Kty − ) (5) 

where 1ˆ +ty  is the output of the neural networks, namely the predicted value of the 

next period; ty , 1−ty ,…, Kty −  are the inputs for the neural networks, namely the 

actual value at the period t , 1−t ,…, Kt − , respectively; function F  is a nonlinear 
function determined by the neural networks; K  is the max lag period, which is de-
termined by the number of input nodes. In the study, when the number of input nodes 
is 3, 5, 7 and 9, K  is 2, 4, 6, 8, respectively. 

We employ daily data, weekly data, monthly data as inputs of the neural networks 
to predict the future foreign exchange rates of the next day as follows: 

d
ty 1ˆ + = d

dF ( d
ty , d

ty 1− , …, d
Kty − ) (6) 

d
ty 1ˆ + = w

dF ( w
ty , w

ty 1− , …, w
Kty − ) (7) 

d
ty 1ˆ + = m

dF ( m
ty , m

ty 1− , …, m
Kty − ) (8) 

where d
ty 1ˆ +  is the output of the neural networks, namely the predicted value of the next 

day; function d
dF , w

dF , m
dF  are the nonlinear functions determined by the neural 

networks with the input of daily data, weekly data, monthly data, respectively. 
We employ daily data, weekly data, monthly data as inputs of the neural networks 

to predict the future foreign exchange rates of the next week as follows: 

w
ty 1ˆ + = d

wF ( d
ty , d

ty 1− , …, d
Kty − ) (9) 

w
ty 1ˆ + = w

wF ( w
ty , w

ty 1− , …, w
Kty − ) (10) 

w
ty 1ˆ + = m

wF ( m
ty , m

ty 1− , …, m
Kty − ) (11) 

where w
ty 1ˆ +  is the output of the neural networks, namely the predicted value of the next 

week; function d
wF , w

wF , m
wF  are the nonlinear functions determined by the neural 

networks with the input of daily data, weekly data, monthly data, respectively. 
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We employ daily data, weekly data, monthly data as inputs of the neural networks 
to predict the future foreign exchange rate of the next month as follows: 

m
ty 1ˆ + = d

mF ( d
ty , d

ty 1− , …, d
Kty − ) (12) 

m
ty 1ˆ + = w

mF ( w
ty , w

ty 1− , …, w
Kty − ) (13) 

m
ty 1ˆ + = m

mF ( m
ty , m

ty 1− , …, m
Kty − ) (14) 

where m
ty 1ˆ +  is the output of the neural networks, namely the predicted value of the next 

month; function d
mF , w

mF , m
mF  are the nonlinear functions determined by the neural 

networks with the input of daily data, weekly data, monthly data, respectively. 

2.3   Performance Measure 

We employ root of mean squared error (RMSE) to evaluate the prediction perform-
ance of neural networks as follows: 

RMSE =
T

yy
t

tt − 2)ˆ(
  (15) 

where ty  is the actual value; tŷ  is the predicted value; T  is the number of the pre-

dictions 

2.4   Data Preparation 

From Pacific Exchange Rate Service provided by Professor Werner Antweiler, Uni-
versity of British Columbia, Canada, we obtain 3291 daily observations, 678 weekly 
data and 156 monthly data of U.S. dollar against the British Pound (GBP) and Japa-
nese Yen (JPY) covering the period the period from Jan 1990 to Dec, 2002. First, we 
produce the testing sets for each neural network models by selecting 60 patterns of the 
latest periods from the three datasets, respectively. Then, we produce the appropriate 
training sets for each neural networks model from the corresponding left data in the 
three datasets by using the method in [12].  

3   Experiments Results 

Table 1 shows the prediction performances of the random walk models, which are used as 
benchmarks of prediction performance of foreign exchange rates for the different 
forecasting horizons. The prediction performance become worse as the forecasting 
horizon becomes longer. This pattern is consistent with the assumption of random 
walk model.  

Table 2-5 show the 1 day ahead prediction performance of the neural networks 
with 3, 5, 7, 9 input nodes, respectively. In the 1 day ahead prediction of foreign ex-
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change rates, the neural networks with weekly input data perform better than the ran-
dom walk models; the neural networks with daily, monthly input data perform worse 
than the random walk models. Because the daily input data contain too much noise, 
while the monthly input data lose too much fluctuation information of foreign ex-
change rates at the scale of day. 

Table 6-9 show the 1 week ahead prediction performance of the neural networks 
with 3, 5, 7, 9 input nodes, respectively. In the 1 week ahead prediction of foreign 
exchange rates, the neural networks with weekly input data perform better than the 
random walk models; the neural networks with daily, monthly input data perform 
worse than the random walk models. Because the daily input data can not cover the 
enough period which contains the behavior of foreign exchange rate at the scale of 
week, while the monthly input data lose some fluctuation information of foreign ex-
change rates at the scale of week.  

Table 10-13 show the 1 month ahead prediction performance of the neural net-
works with 3, 5, 7, 9 input nodes, respectively. In the 1 month ahead prediction of 
foreign exchange rates, the neural networks with weekly input data perform little 
better than the random walk models when the number of the input nodes is 5 and 7; 
the other neural networks models perform worse than the random walk models. It 
indicates that the neural networks models are not suitable for the long term forecast-
ing when the foreign exchange rates fluctuate a lot 

Table 1. The prediction performance of the random walk models 

Forecasting horizon RMSE of GBP RMSE of JPY 
1 day ahead 0.0054715 0.007508 

1 week ahead 0.0128701 0.01608 
1 month ahead 0.0387545 0.042368 

Table 2. The 1 day ahead prediction performance of the neural networks with 3 input nodes 

Frequency of input data RMSE of GBP RMSE of JPY 
daily 0.0186794 0.021576 

weekly 0.0054705 0.007439 
monthly 0.0381506 0.041369 

Table 3. The 1 day ahead prediction performance of the neural networks with 5 input nodes 

Frequency of input data RMSE of GBP RMSE of JPY 
daily 0.0155469 0.017623 

weekly 0.004491 0.00635 
monthly 0.0380584 0.040172 

Table 4. The 1 day ahead prediction performance of the neural networks with 7 input nodes 

Frequency of input data RMSE of GBP RMSE of JPY 
daily 0.0149991 0.017417 

weekly 0.004496 0.00636 
monthly 0.0380457 0.039505 
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Table 5. The 1 day ahead prediction performance of the neural networks with 9 input nodes 

Frequency of input data RMSE of GBP RMSE of JPY 
daily 0.0186669 0.021558 

weekly 0.0054671 0.007293 
monthly 0.038303 0.04163 

Table 6. The 1 week ahead prediction performance of the neural networks with 3 input nodes 

Frequency of input data RMSE of GBP RMSE of JPY 
daily 0.0187851 0.022372 

weekly 0.012474 0.015306 
monthly 0.0346265 0.034005 

Table 7. The 1 week ahead prediction performance of the neural networks with 5 input nodes 

Frequency of input data RMSE of GBP RMSE of JPY 
daily 0.0179622 0.019123 

weekly 0.01154 0.01421 
monthly 0.0345032 0.033285 

Table 8. The 1 week ahead prediction performance of the neural networks with 7 input nodes 

Frequency of input data RMSE of GBP RMSE of JPY 
daily 0.0172154 0.019116 

weekly 0.011508 0.0143 
monthly 0.0336946 0.033712 

Table 9. The 1 week ahead prediction performance of the neural networks with 9 input nodes 

Frequency of input data RMSE of GBP RMSE of JPY 
daily 0.018782 0.022365 

weekly 0.012528 0.015432 
monthly 0.035721 0.035353 

Table 10. The 1 month ahead prediction performance of the neural networks with 3 input nodes 

Frequency of input data RMSE of GBP RMSE of JPY 
daily 0.0585355 0.063101 

weekly 0.0402285 0.043588 
monthly 0.0552075 0.059799 

According to the above results, we may see that weekly data is the appropriate fre-
quency which matches the scale of fluctuation behavior of foreign exchange rates 
fluctuation behavior. Weekly data balance the noise of daily data and losing informa-
tion of monthly data. 
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We notice that the networks with 5, 7 inputs nodes perform better than the net-
works with 3, 9 input nodes. Because the neural networks with 5, 7 input nodes are at 
the appropriate level of complexity, which balances the over-fitting and under-fitting. 

Table 11. The 1 month ahead prediction performance of the neural networks with 5 input nodes 

Frequency of input data RMSE of GBP RMSE of JPY 
daily 0.0574925 0.061378 

weekly 0.0383246 0.041754 
monthly 0.0543704 0.058285 

Table 12. The 1 month ahead prediction performance of the neural networks with 7 input nodes 

Frequency of input data RMSE of GBP RMSE of JPY 
daily 0.0571355 0.060978 

weekly 0.0385933 0.041929 
monthly 0.0540548 0.05809 

Table 13. The 1 month ahead prediction performance of the neural networks with 9 input nodes 

Frequency of input data RMSE of GBP RMSE of JPY 
daily 0.0593892 0.062386 

weekly 0.0405666 0.044135 
monthly 0.0558715 0.060805 

4   Conclusions  

In this paper, we investigate the effects of different frequencies of input data of for-
eign exchange rates forecasting with neural networks. The neural networks with the 
weekly input data performs better than those neural networks with the input of daily 
data and monthly data. Weekly data is the appropriate frequency which matches the 
scale of fluctuation behavior of foreign exchange rates fluctuation behavior. 
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Automatic Differentiation of C++ Codes
for Large-Scale Scientific Computing

Roscoe A. Bartlett, David M. Gay, and Eric T. Phipps
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Abstract. We discuss computing first derivatives for models based on
elements, such as large-scale finite-element PDE discretizations, imple-
mented in the C++ programming language. We use a hybrid technique of
automatic differentiation (AD) and manual assembly, with local element-
level derivatives computed via AD and manually summed into the global
derivative. C++ templating and operator overloading work well for both
forward- and reverse-mode derivative computations. We found that AD
derivative computations compared favorably in time to finite differenc-
ing for a scalable finite-element discretization of a convection-diffusion
problem in two dimensions.

Computing derivatives is ubiquitous in scientific computing; examples include
algorithms for nonlinear equation solving, optimization, stability analysis, and
implicit time integration. Computing derivatives quickly and accurately improves
both the efficiency and robustness of these numerical algorithms, particularly in
the presence of ill-conditioning. In this paper, we discuss computing first deriva-
tives of element-based models implemented in ANSI/ISO C++. We use the
term “element” in a broad sense to encompass any model whose computation
consists of repeated evaluations of a small set of functions, each involving rel-
atively few of the variables of the overall problem. Many classes of models fall
into this category, including finite-element and finite-volume PDE discretizations
and network models. We use a hybrid technique of automatic differentiation
(AD) and manual assembly similar to [1, 2] to carry out the model evaluation
and derivative computation one element at a time. This decomposition is dis-
cussed in more detail in Section 1, which generalizes the ideas in [2] to general
element-based models and additionally describes how to compute the global
adjoint.

We focus on ANSI/ISO C++ codes because much modern scientific code de-
velopment is done in C++. Since no source transformation tools for C++ were
available to us, we used C++ operator overloading to implement AD for comput-
ing the element-level derivatives. We assume the reader is familiar with AD and

�� Sandia is a multiprogram laboratory operated by Sandia Corporation, a Lockheed
Martin Company, for the United States Department of Energy under Contract DE-
AC04-94AL85000.
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the methods for implementing it; see [3] for a good introduction to these con-
cepts. We used two separate AD packages: the public domain package Fad [4]
for forward-mode AD and our own reverse-mode package Rad [5]. We sought
to determine if AD based on operator overloading could be incorporated effec-
tively into a large, evolving scientific application code and whether the resulting
derivative calculations would be efficient enough for scientific use, particularly
for reverse-mode gradient evaluations. We applied this approach to a large-scale
finite-element simulation code called Charon, developed at Sandia National Lab-
oratories for reacting fluid flows and semiconductor device simulations. Details of
the implementation are presented in Section 2, along with a discussion of difficul-
ties we encountered. To assess efficiency, in Section 3 we report flop counts and
run times for Jacobian and Jacobian-transpose products and finite differences
on a small convection-diffusion problem.

We believe the work presented here to be novel in a number of ways. While
there have been several successful applications of automatic differentiation to
Fortran-based scientific codes using source transformation, we knew of no expe-
rience with this in large C++ codes. Successfully incorporating AD by operator
overloading and templating into such an application code is, we believe, both
nontrivial and new, and the process we used merits discussion. While computing
element derivatives was used as motivation for development of the Rad tool pre-
sented in [5], the work here represents the first measurement of the performance
of Rad in a real scientific code.

1 Computing Derivatives of Element-Based Models

We are concerned with evaluating and computing derivatives of a continuously
differentiable, vector valued function f : Rn → Rm, in which m and n may be
large, on the order of millions, and in which f(x) is the sum

f(x) =
N∑

i=1

QT
i eki(Pix) (1)

of a large number N of elements taken from a small set {ek} of element functions
ek : Rnk → Rmk where typically each nk, mk are on the order of 10 to 100. The
matrices Pi ∈ Rnki

×n and Qi ∈ Rmki
×m map global vectors to the local element

domain and range spaces respectively. Often we seek x such that f(x) = 0, so
we call f(x) the global residual.

In some applications, such as the one we discuss in Section 3, it is convenient
to deal with “interior” and “boundary” elements separately, with the boundary
elements modifying or replacing some values computed by the interior elements.
In effect, we compute f(x) = (I − STS)fI(x) + ST fB(x), where (I − STS) is a
projection matrix that replaces some components of the sum fI(x) of the interior
elements by zeros. We suppress this extra complexity in what follows, since it is
orthogonal to the other issues we discuss.

Given (1), we can clearly compute the global Jacobian J = ∂f/∂x and adjoint
J̄ = wTJ element-wise:
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∂f

∂x
=

N∑
i=1

QT
i JkiPi, wT ∂f

∂x
=

N∑
i=1

(Qiw)TJkiPi

where Jki = ∂eki/∂Pix is the Jacobian matrix of eki .
With these decompositions, we have translated the difficult task of comput-

ing the global Jacobian and adjoint into a series of much smaller computations
on elements. In principle, any method can be used to compute these element-
level derivatives: AD, symbolic differentiation, or finite differencing. This task is
well suited to AD for several reasons. First, each element function ek has only
a few independent and dependent variables, often around ten and at most a
few hundred, so the element Jacobians Ji = ∂eki/∂Pix can be treated as dense
matrices, and there is no need to use sparse AD techniques. Second, each ele-
ment computation is fairly simple, involving only a few operations per variable.
Thus the memory burden of reverse-mode AD is reasonable and checkpoint-
ing is not generally required. Third, all parallel communication occurs during
gathering of the local variables and scattering of the results to the global residu-
als/derivatives, which means it is not necessary to differentiate through parallel
communications. Lastly, the structure of the derivative assembly closely mir-
rors the residual assembly, particularly when we implement AD via templating
and operator overloading. This allows much of the same code for the residual
evaluation to be reused for the derivative computation, as discussed next.

2 Computing Element Derivatives Via AD in C++

We turn now to some practical details of implementing AD via operator over-
loading in the large, element-based scientific C++ code Charon, developed at
Sandia National Laboratories for simulation of reacting fluid flows and semicon-
ductor devices. Our goals were to determine if AD based on operator overloading
could be effectively incorporated into such an application code and whether the
resulting derivative calculations would be efficient enough for production use.

To compute derivatives using forward AD, there are many publicly available
C++ tools that in principle could be applied. We chose the Fad [4] package
because of its reputation for efficiency, flexibility, and simplicity. Fad uses ex-
pression templates to eliminate much of the overhead normally associated with
operator overloading. However, because the exact physics Charon is simulating
is not known until run time, we were forced to use the version of Fad that uses
dynamic memory allocation of the derivative array.

For reverse-mode derivative computations, we chose the Rad [5] package,
which is designed precisely for element gradient computations. Rad records just
enough detail during an element evaluation to permit efficient reverse accumula-
tion of the element gradient; Rad retains scratch memory, immediately reusing
it when evaluation of the next element begins.

To use these tools in Charon, we found C++ templating highly effective for
computing the element functions ek. In brief, we changed scalar floating-point
types (double or float) to templated types in all C++ classes used in computing
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the ek. Then by instantiating the resulting templated classes on the floating-point
type, we get the original element evaluations, and by instantiating on the AD
types, we compute both the element functions and their derivatives. We also
templated the initialization and post-processing classes that gather and scatter
to and from local variables (i.e., that compute Pix and QT

i eki , given eki). In
addition to gathering and scattering, the AD specializations initialize the seed
matrix (for Fad) and extract the element derivatives.

By providing other AD types, one could obtain many other kinds of deriva-
tives, such as Hessian-vector products, and Taylor polynomials. This results
in major savings in code development time, since only one templated residual
computation needs to be written and maintained. We believe this approach is
significantly more suitable to a large, evolving application code than the stan-
dard approach of copying the undifferentiated source and manually changing
the type. Templating makes it impossible for the differentiated source code to
become out of sync with the undifferentiated source, and forces the developer to
think about how the source should be differentiated at development time.

Overall, we found our approach to be an effective way to use AD in Charon,
but we did encounter some difficulties. First, interfacing the templated functions
and classes for computing the ek to the rest of the non-templated application
code in a manner that easily allows new template types to be added to the
application code required some significant C++ software engineering. In brief,
we used container classes for storing instantiations of each templated class. This
allows “glue” code to interface template and non-template code in a manner
independent of the choices of AD data types.

Second, most C++ application codes use libraries written in other languages,
such as Fortran. For example, Charon uses Chemkin [6] to simulate chemical
reactions appearing in elements. A simple way to deal with this is to provide
a templated interface class that has specializations for each AD type. These
specializations extract derivative values out of the C++ classes and then com-
pute derivatives of the Fortran source by whatever mechanism is available. In
Charon, we have a forward-mode differentiated version of the Chemkin source
provided by ADIFOR 2.0 [7], and this version is used by both the Fad and Rad
Charon/Chemkin interface classes. We plan later to make reverse-mode differ-
entiated Chemkin source available for the Rad specialization, provided by one
or more of OpenAD [8], ADIFOR 3.0, or Tapenade [9].

Third, templating the application code classes can lengthen the time taken to
compile the application significantly. Since definitions of templated functions and
classes must be available at the time they are instantiated, typically when they
are first referenced in a source file, the template definitions are often placed in
header files along with the declarations. This results in code-bloat, and increased
compile times since all of the template definitions must be recompiled in each
translation unit. This additional compile time was probably the single largest
hurdle to effectively incorporating AD into Charon. To cope, we split the header
file for a templated class into three files, a declaration header, an implementation
header, and a source file that includes both and explicitly instantiates the class on
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all AD types via a preprocessor macro. This drastically reduces the recompilation
time of the application code, putting it on par with the original un-templated
code.

Finally, passive variables gave us trouble with incorporating reverse-mode AD
into Charon. Such “variables” act as constants, but are stored as AD types for
flexibility. Since Charon supports multiple physics, it is hard in some parts of the
code to know whether a quantity, say temperature, is a constant or an unknown
being solved for. To avoid storing the temperature as a passive variable, we could
provide two instantiations of the element functions, one for when temperature is
an unknown (AD type) and one for when it is constant (a floating-point type).
This would be necessary for any quantity that could be constant or variable,
yielding a combinatorial explosion of template instantiations. To avoid this ex-
plosion, we always store potentially active variables as active. For reverse AD,
this requires us to tell Rad which of these active variables are really constants
(since they will not be reinitialized), so Rad can store them in memory that is
not recycled at the beginning of each element evaluation. We think we can find
a place in Charon where all passive variables are known, so Rad could be told
before the first function evaluation to treat them as constants, but so far we have
pursued more ad-hoc (and less satisfactory) approaches. Currently we use traits
to mark passive variables as constants, but this requires finding all potentially
passive variables, a daunting task that is unlikely to be maintainable. Another
approach would be to assume a variable is constant until it is reinitialized and
only to reuse memory for such non-constants. We believe this would substan-
tially reduce Rad’s efficiency, but it is an approach that would be helpful for
debugging, and we are looking into it.

3 An Example Convection-Diffusion Problem

We now compare costs of alternative derivative computations in a small, two di-
mensional reacting convection-diffusion problem implemented in Charon. Since
we compute derivatives element-wise, the size of the AD computation is propor-
tional to the degrees-of-freedom (DOF) per element, so we study how the costs
of the Jacobian and adjoint computations scale with the DOF.

Our test problem has a two dimensional rectangular domain Ω of width 2
and height 1 containing an ideal fluid with unit density and constant but spa-
tially varying fluid velocity u. The fluid containsN chemical speciesX1, . . . , XN ,
with mass fractions Y1, . . . , YN , unit molecular weights and unit diffusion coef-
ficients. The chemical species undergo the following hypothetical chemical re-
actions: 2Xj ⇀↽ Xj−1 + Xj+1, j = 2, . . . , N − 1, with both unit forward and
reverse rate constants. For each reaction j, the rate of progress for that reaction,
qj , satisfies

qj = [Xj ]2 − [Xj−1][Xj+1] = Y 2
j − Yj−1Yj+1, j = 2, . . . , N − 1.

Then the production rate ω̇j of chemical species Xj is ω̇j = qj−1 − 2qj + qj+1
for j = 3, . . . , N − 2, with ω̇1 = q2, ω̇2 = −2q2 + q3, and ω̇N−1 = qN−2 − 2qN−1.
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The partial differential equations governing the mass fractions of the N species
are given by

∂Yj

∂t
+ u · ∇Yj + ∇2Yj = ω̇j, j = 1, . . . , N − 1

N∑
j=1

Yj = 1.
(2)

Charon uses bilinear basis functions and quadrangle finite elements in a Galerkin,
least-squares discretization [10]. Each element has a side length of 0.1, giving 200
total elements and four nodes per element.

Normally we would use Chemkin to compute the production rates ω̇j, but to
study the efficiency of the operator overloading approach, we used hand-coded
C++ instead. We ignored spatial boundary conditions on the domain Ω, since
they are not relevant to the computational complexity of the residual, Jacobian,
and adjoint computations. To avoid complications in time integration, we made
this a steady-state problem by setting ∂Yj/∂t = 0, j = 1, . . . , N . While these
simplifications give a highly contrived test problem that is not physically mean-
ingful, it does have two important qualities. First, structurally it is qualitatively
similar to many of the PDE problems to which Charon is applied, and second
we can easily vary the number of unknowns to see how the cost of AD scales.

We computed ratios of Jacobian to residual evaluation time for the discretized
form of (2), using both Fad and finite differencing to compute the element-level
Jacobians. Figure 1(a) shows how these ratios vary with the degrees-of-freedom
per element. We computed corresponding floating-point operation (flop) count
ratios, which are shown in Figure 1(b). (Templating made getting the flop counts
easy.) We used gcc 3.4.4 with -O2 optimization on a 3.2 Ghz dual-processor
(Xenon) workstation having 2 GB of RAM and a 512 KB level-1 cache, run-
ning Fedora Core 3 Linux. Note that while an individual element computation
may fit entirely in cache, the entire 200 element residual evaluation does not.
As expected, both the time and flop-count ratios scaled nearly linearly with the
DOF per element, with slopes of about 0.27 and 1.55 respectively. While Fad Ja-
cobian computations used roughly 50% more operations than finite differences,
Fad was more than three times faster. The exact cause of this timing difference
is unclear, but is likely related to improved data locality due to vectorization
of the forward mode. A relative flop count slope slightly above 1.5 is not unex-
pected [3]. Fad recomputes each operation once for every derivative component,
to give the compiler a chance to optimize temporary template objects away. We
are investigating ways to cache operation results while still letting the compiler
optimize temporaries away, in hopes of making Fad even more efficient.

Relative times and flop counts for an adjoint (wTJ) computation appear in
Figures 1(c) and 1(d). The adjoint computation took between 7.5 and 9.5 times
longer than the residual computation, but used only about 5.6 to 5.8 times as
many operations. Compared with Fad, Rad had a larger ratio of time to flops,
because of the extra memory overhead of reverse-mode AD. However, this still
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Fig. 1. Jacobian and adjoint evaluations versus degrees of freedom (DOF = 4 ×
number of species). (a) Relative Jacobian computation times. (b) Relative Jacobian
flop counts. (c) Relative adjoint (wT J) times. (d) Relative adjoint flop counts.

seems reasonably efficient: computing an adjoint with 400 DOF is ten times faster
than computing the full Jacobian using Fad and multiplying by the transpose.

4 Summary and Conclusions

Our tests covered a range of 20 to 400 DOF per element, which encompasses the
problem sizes normally seen in finite-element application codes. Again, since the
derivatives are computed element-wise, it is this dimension that dictates the dif-
ficulty of the AD problem, not the number of elements or global number of un-
knowns. Thus for PDE discretizations with up to millions of unknowns, we have
shown that forward-mode AD via Fad is a highly efficient method for computing
the global Jacobian, more efficient than finite differencing and with better scaling
to larger numbers of PDE equations. In fact Charon recently computed a transient
simulation of the electric current in a finite element discretization of a bipolar junc-
tion transistor with more than 2.7 million elements on 128 processors, leveraging
the Fad Jacobian computation for implicit time integration. We also found that
Rad provides reverse-mode derivative computations with reasonable efficiency,
which makes gradients available for use in optimization and sensitivity analysis.

We are highly encouraged by both the efficiency of forward and reverse mode
AD in C++ codes, and by our experiences with implementation via templating.
The Fad Jacobian computation is much faster than conventional finite differ-
encing and provides analytic derivatives as well. Templating allows the code
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developer to write and maintain one version of source code that has analytic
derivatives available essentially for free. Many different derivative quantities then
become available, which should enable development and use of advanced non-
linear solver, optimization, time integration, stability analysis, and uncertainty
quantification algorithms. We successfully overcame all hurdles encountered in
templating Charon, and templating is now a permanent feature of the code.
All new code development of Charon relating to element computations is tem-
plated, so analytic derivatives will always be available for any new features that
are added. Charon has become an integral component of many important Sandia
projects that require computational simulation and analysis, in no small part due
to availability of analytic derivatives and the advanced algorithms they enable.
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Bücker, H.M., Corliss, G., Hovland, P., Naumann, U., Norris, B., eds.: Automatic
Differentiation: Applications, Theory, and Tools. Lecture Notes in Computational
Science and Engineering. Springer (2005)

6. Kee, R.J., Rupley, F.M., Miller, J.A., Coltrin, M.E., Grcar, J.F., Meeks, E., Moffat,
H.K., Lutz, A.E., Dixon-Lewis, G., Smooke, M.D., Warnatz, J., Evans, G.H., Lar-
son, R.S., Mitchell, R.E., Petzold, L.R., Reynolds, W.C., Caracotsios, M., Stewart,
W.E., Glarborg, P., Wang, C., Adigun, O., Houf, W.G., Chou, C.P., Miller, S.F.,
Ho, P., Young, D.J.: CHEMKIN Release 4.0, San Diego, CA. (2004)

7. Bischof, C.H., Carle, A., Khademi, P., Mauer, A.: ADIFOR 2.0: Automatic dif-
ferentiation of Fortran 77 programs. IEEE Computational Science & Engineering
3(3) (1996) 18–32

8. Utke, J.: OpenAD: Algorithm implementation user guide. Technical Memoran-
dum ANL/MCS–TM–274, Mathematics and Computer Science Division, Argonne
National Laboratory, Argonne, Ill. (2004)
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Abstract. A global sea-ice modeling component of the Community
Climate System Model was augumented with automatic differentiation
(AD) technology. The numerical experiments were run with two problem
sets of different grid sizes. Rigid ice regions with high viscous properties
cause computational difficulty in the propagation of AD-based derivative
computation. Pre-tuning step was required to obtain successful conver-
gence behavior. Various thermodynamic and dynamic parameters were
selected for multivariate sensitivity analysis. The major parameters con-
trolling the sea-ice thickness/volume computation were ice and snow den-
sitives, albedo parameters, thermal conductivities, and emissivity con-
stant. Especially, the ice and snow albedo parameters are found to have
stronger effect during melting seasons. This high seasonal variability of
the thermodynamic parameters underlines the importance of the multi-
variate sensitivity approach in global sea-ice modeling studies.

1 Introduction

The Community Climate System Model (CCSM, see www.ccsm.ucar.edu) is a
fully-coupled, global climate simulation model developed by NCAR and DOE.
It provides the capbility to simulate the interconnected Earth’s climate sys-
tems including the atmosphere, ocean, land, and sea-ice. The parameterization
schemes of the CCSM model involve a number of adjustable modeling parameters
with different scales of uncertainty. This impedes new parameterization schemes
since the entire model must be tuned with each new parameterization scheme.
Furthermore, current sensitivity analysis and parameter tuning experiments of
the CCSM model are performed by slow and labor-intensive approach:“expert
judgement” of a handful of scientists. Against this background, the sensitivity-
enhanced CCSM simulation approach for the global sea-ice modeling component,
CICE was implemented with the AD method. This AD-based approach allows
the derivative-enhanced CICE code to simultaneouly compute analytical deriva-
tives in addition to original simulation results.

The modeling outputs of the CICE code are the global sea-ice conditions such
as ice thickness, compactness, and horizontal velocity [3]. Thermodynamic, dy-
namic mass and energy balances coupled with transport equations are used to
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derive the CICE modeling formulation. There were many early sensitivity stud-
ies to see the impact of parameter changes on simulation results. These include
the works of Parkinson and Washington [6], Harder and Fischer [2], and Miller at
al. [5]. From these studies, it was concluded that sea-ice modeling parameters are
strongly interdependent and an objective computational scheme for tuning mod-
eling parameters is a critical step in improving the sea-ice model development. In
this paper, we used the AD source code transformation package TAPENADE [4]
developed by the French National Institute for Research in Computer Science
and Control (INRIA) to investigate the parameter sensitivities of the CICE
model. This study was intended to help climate modelers objectively identify
important modeling parameters and further use the AD-computed sensitivities
as parameter tuning guide. Following a brief discussion of the model and the
TAPENADE-based implementation, we discuss the numerical experiments and
conclude with a brief summary.

2 Model Description

The major components of the CICE model are the thermodynamics, dynamics,
and horizontal transport routines, solving the snow and ice physical status. The
governing equations for each modeling component are solved on a generalized
orthogonal grid by using an explicit time-step procedure. We summarize the
main elements of the formulation here to identify the parameters used in the
numerical sensitivity experiments. A complete description can be found in the
user’s manual of the CICE model [3]. Selected parameters for the sensitivity
study are listed in Table 1.

2.1 Thermodynamic Parameters

The thermodynamic portion of the model determines the temperature profile
and thickness changes of ice and snow based on an energy balance of radiative,
turbulent, and conductive heat fluxes in each grid cell. For the energy flux from
the atmosphere to the ice, the incoming shortwave flux is computed as func-
tion of α, the shortwave albedo, and i◦, the fraction of absorbed shortwave flux
penetratting into the ice. Outgoing longwave radiation takes the standard black-
body form, FL↑ = −εσ (Tsf )4, where ε is the emissivity of snow or ice, σ is the
Stefan-Boltzmann constant, and Tsf is the surface temperature. The minimum
wind speed parameter, umin, is used to maintain finite sensible and latent heat
fluxes for the situation of no wind. The net absorbed shortwave flux is actually
a summation over two different radiative quantities (visible and near-infrared)
with two corresponding albedos. In addition to these parameters, the constants
such as snow area fraction fsnow, penetrating fraction of visible solar readiation
ic, and bulk extinction coefficient κi are identified as adjustable to compute the
flux of shortwave radiation. The rate of temperature change in the ice interior is
computed by the conductive heat balance equation given as a function of various
parameters. These include the densities and thermal conductivities of snow and
ice. The thermal conductivity is the function of the conductivity of fresh ice k◦,



A Sensitivity-Enhanced Simulation Approach for CCSM 535

Table 1. Model parameters chosen for sensitivity testing

Parameter Description Value
ε emissivity of snow and ice 0.95

umin minimum wind speed for turbulent fluxes 1 m/s
αiv visible ice albedo 0.78
αin near-IR ice albedo 0.36
αsv visible cold snow albedo 0.98
αsn near-IR snow albedo 0.70
ic penetrating fraction of visible solar radiation 0.7
κi visible extinction coefficient in ice 1.4 m−1

ρi ice density 917 kg/m3

β T , S proportionality constant in conductivity 0.13 W/m/psu
k◦ thermal conductivity of fresh ice 2.03 W/m/deg
ρs snow density 330 kg/m3

ks thermal conductivity of snow 0.30 W/m/deg
Smax maximum salinity, at ice base 3.2 psu
hmix ocean mixed-layer depth 20 m
Dw drag parameter for water on ice 5.49936 kg/m3

G∗ fractional area participating in ridging 0.15
H∗ determines mean thickness of ridged ice 25 m
Cs fraction of shear energy contributing to ridging 0.25
Cf ratio of ridging work to PE change in ridging 17.

an empirical constant β, the ice salinity S, and the temperature T . The salinity
profile varies from S = 0 at the top surface (z = 0) to S = Smax at the bottom
surface (z = 1).

2.2 Dynamics and Ridging Parameters

Ice motion and deformation are determined by balancing five major stresses:
wind stress from the atmosphere, water stress from the interaction between ice
and ocean, Coriolis force, the stress from the tilt of the ocean surface, and the
internal ice stress. A momentum balance equation is solved to obtain the ice
velocity in each grid cell, using the elastic-viscous-plastic (EVP) rheology [3] to
relate the internal ice stress and the rates of strain. The drag coefficient Dw

is used to determine the stress between the ocean and the ice. The ice ridging
scheme of the CICE code includes several tuning parameters. An empirical con-
stant G∗ is used to determine a ridging weighting function. Larger values of G∗

allow thicker ice to participate in ridging, thereby increasing the ice strength.
H∗ determines the thickness of ridging ice. Cs is the fraction of shear dissipa-
tion energy that contributes to ridge building. Another empirical parameter, Cf ,
accounts for frictional energy dissipation.

3 Processing the CICE Code with TAPENADE

Given the Fortran 90 CICE code, TAPENADE successfully produced a portable
Fortran 90 CICE.AD code that allows the tangent linear derivative computation
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of partial derivatives of ice conditions with respect to various thermodynamic
and dynamic input parameters. Still under the development, TAPENADE sup-
ports most of the Fortran 90 standard. Lack of support for count, present,
and dynamic memory allocation requires a preprocessing step to replace some
Fortran 90 constructs with ones acceptable to TAPENADE. Also, some type
mismatch problems with the Fortran MOD intrinsic function calls were observed
in processing the CICE code. Various netCDF calls are used in the CICE code
to write a restart file and history files during simulation. Working as I/O state-
ments, these netCDF routines are not directly related to the differentiation pro-
cess. We used TAPENADE’s blackbox approach to bypass the netCDF routines
when differentiating. To do this, we had to supply differentiation information to
TAPENADE. The same approach was used to handle the MPI library routine
calls in the CICE code. The number of lines of the TAPENADE-generated CICE
code (50000 lines) is about double the size of the original CICE code (27000
lines). The computational time of the AD-generated tangent-linear CICE code
increased proportionally with the number of independent variables.

4 Numerical Results

4.1 Valid Derivative Computation with Pre-tuning Step

In the EVP ice dynamics of the CICE model, several tuning parameters are
used to maintain the stability of the EVP routine. The constraining constant
∆min (named tinyarea) for the ice strain rate computation P/max(∆,∆min)
critically controls the convergence behavior of computed ice velocity. Figure 1
shows the ice velocity computation with different values of tinyareas for the
EVP subcycling iterations. In the figure, the AD-generated derivatives are also
plotted for each of the choices of tunyarea. The derivatives are computed for
the ice velocity with respect to the ocean drag coefficient. Significant oscillations
were observed in ice velocity computation with the smaller value of tinyarea,
which resulted into a divergent behavior of the AD-generated derivatives. Thus,
we further tuned the CICE code with increased tinyarea to maintain the stability
of the AD-generated derivatives. Similar oscillations were reported by Bücker [1]
with two-dimensional aircraft design optimization problems. They used delayed
propagation approach to control the oscillation.

4.2 AD Sensitivity Experiment

Two different problem sets were used for the sensitivity experiments: 100 ×
116 and 900 × 601 orthogonal grid points with 5 different ice categories and
4 ice layers in single ice category. The forcing variables of surface air temper-
ature, specific humidity, down-welling short-wave and long-wave radiation, and
geostropic winds derived from National Centers of Environmental Prediction
(NCEP) reanalysis and European Center for Medium-Range Weather Forecasts
(ECMWF) global analyses were used for the simulation of the year 1987 and
1996. The multi-year spin-up result of ice thickness, concentration, and velocity
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Fig. 1. Convergence behaviors of EVP subcycling step: a) u-velocity computed with
tinyarea = 1. × 10−12, b) its AD derivative with tinyarea = 1. × 10−12, c) u-velocity
computed with tinyarea = 1.×10−6, and d) its AD derivative with tinyarea = 1.×10−6

fields on January 1 was used as the initial state for the experiments. Sensitivity
experiments were carried out with respect to two main dependent variables, ice
thickness and hemispheric ice volume. A linux cluster system was used to run
the numerical experiments. Table 2 shows the measured parallel performance of
the CICE.AD code. Reasonable speed-up was achieved on up to 60 processors.
Most of the computational time was spent on the ice dynamic part where the
momentum equations for ice velocity are explicitly integrated.

Table 3 shows the sensitivity results of hemispheric ice volume for the 1987
ice conditions on coarse grid data. Note that the ice volume can be directly
computed by the multiplication of ice thickness and area of each grid cell. The
derivative numbers were nondimensionalized by using the computed ice volume
and parameter values. The first column of the table lists the 12-month sum of
sensitivity magnitudes for each of the 20 parameters, with larger values indi-
cating greater sensitivity. The high sensitivity result of ice density is largely an
artifact of the way density is treated in the CICE code. Increasing ice density re-
sulted in a smaller value of the specific heat of melting and a higher temperature
change. This unphysical warming reduces winter ice growth and increases sum-
mer melting. Multiple year runs are required to determine the true sensitivity
of the thickness to ice density. From the table we see that parameters affect-
ing the conductivity and radiative absorption are of paramount importance for
simulating ice volume in the sea ice model; with the exception of Dw, dynamics
and ridging parameters are less important than the thermodynamic parameters.
If we were using ice velocity as the dependent variable, however, the dynamics
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Table 2. Computational time (seconds) of the CICE.AD code for the fine grid problem
set: multi-directional tangent derivative computation for one-day (January 1 of 1996)
sensitivity computation of two independent parameters, ρi and αiv

Routines 10 CPUs 20 CPUs 30 CPUs 60 CPUs
Total 1256.02 772.70 493.70 314.91

Dynamics 829.32 511.24 338.87 200.03
Advection 184.06 96.74 66.33 37.15
Thermo 93.00 42.78 26.67 11.95
Ridging 15.80 7.52 5.24 2.53

Cat Conv 12.84 5.66 3.84 1.62
Bound 701.79 444.91 291.25 173.64

Fig. 2. Ice thickness (m) distribution of the first week of January, 1996 (left) and
colormap of sensitivity to ice density (right): 900 × 601 orthogonal grid points

parameters would be more prominent. For the fine grid problem, Figure 2 shows
the sensitivity distribution of ice thickness to ice density over Antarctic region.
The derivative colormap shows how the ice density affects on the ice thickness
computation.

5 Summary

In this study, a sensitivity-enhanced simulation approach for global sea-ice mod-
eling was investigated through the AD method. We observed a pre-tuning step
was required to obtain stable convergence behaviors of the AD-based CICE code.
An important result from this study is the prominent sensitivity of ice thickness
to radiative control parameters. For example, emissivity and albedo parame-
ters have not been scrutinized in sea ice model development. This study shows
that multivariate sensitivity analysis for those parameters can be easily accom-
plished based on the AD method. Also, the AD-based scheme for computing
derivatives provides an efficient guideline to adjust those important parameters.



A Sensitivity-Enhanced Simulation Approach for CCSM 539

Table 3. Magnitudes of AD sensitivities, summed over the 12 months for northen
hemisphere ice volume and its monthly sensitivity for the year of 1987

Parameter sum January April July
ε 0.6439 × 10−1 0.1057 × 10−2 0.1497 × 10−2 0.2075 × 10−1

umin 0.4450 × 10−3 0.4061 × 10−4 0.1133 × 10−4 −0.6007 × 10−5

αiv 0.1088 0.8533 × 10−4 0.2259 × 10−2 0.3200 × 10−1

αin 0.1057 0.2317 × 10−4 0.7777 × 10−3 0.3573 × 10−1

αsv 0.2050 × 10−1 0.2577 × 10−3 0.3578 × 10−2 0.8714 × 10−3

αsn 0.1184 × 10−1 0.9199 × 10−4 0.1494 × 10−2 0.9106 × 10−3

ic 0.2079 × 10−1 −0.3489 × 10−4 −0.3462 × 10−3 0.7601 × 10−2

κi 0.3247 × 10−2 −0.3503 × 10−5 0.3237 × 10−4 0.1125 × 10−2

ρi 0.2044 × 10+1 −0.2759 −0.1782 −0.7975 × 10−1

β 0.1092 × 10−1 −0.1625 × 10−2 −0.1031 × 10−2 −0.1974 × 10−3

k◦ 0.1796 0.2809 × 10−1 0.1537 × 10−1 0.1432 × 10−2

ρs 0.2784 × 10−1 0.2191 × 10−2 0.5501 × 10−2 0.6088 × 10−4

ks 0.5190 × 10−1 0.1034 × 10−1 0.1944 × 10−2 0.3975 × 10−4

Smax 0.1161 0.1114 × 10−1 0.1012 × 10−1 0.9196 × 10−2

hmix 0.4713 × 10−1 −0.5548 × 10−2 −0.2656 × 10−2 0.4201 × 10−2

Dw 0.4723 × 10−2 −0.6713 × 10−3 −0.4030 × 10−4 0.2838 × 10−4

G∗ 0.2742 × 10−2 0.2370 × 10−3 0.1088 × 10−3 −0.3818 × 10−3

H∗ 0.1233 × 10−2 −0.2690 × 10−3 −0.1638 × 10−3 0.1209 × 10−4

Cs 0.3252 × 10−2 0.5369 × 10−3 0.3284 × 10−3 −0.3460 × 10−4

Cf 0.3526 × 10−2 −0.6684 × 10−3 −0.4144 × 10−3 0.5138 × 10−4

Implemented by the black-box approach of TAPENADE, the parallel MPI rou-
tines of the CICE were successfully processed. Significant parallel performance
was obtained for a large-size problem set. In future work, we plan to further ex-
plore the CICE model’s parameter space using the best available data for both
hemispheres, including satellite-derived ice concentration and ice deformation.
Furthermore, we plan to tune the model using long-term (decadal) observational
data.
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Abstract. Using the basic reverse mode of automatic differentiation,
the memory needed for the computation of discrete adjoints is propor-
tional to the number of operations performed. This behavior is frequently
not acceptable, especially for large-scale problems that involve a kind of
time-stepping procedure. Therefore, we integrate a checkpointing mecha-
nism into ADOL-C, a tool for the automatic differentiation of C and C++
programs. This checkpointing procedure is optimal for a given number
of checkpoints in the sense that it yields the minimal number of recom-
putations. The resulting effects on the run-time behavior are illustrated
by means of the derivative computation for an ODE-based optimization
problem.

1 Introduction

The reverse mode of automatic differentiation (AD) provides an efficient method
to compute discrete adjoint information. For example, the operation count for
computing the gradient of a scalar-valued function is only a small multiple of
the operation count needed to evaluate the function [3]. However, the memory
needed by the reverse mode in its basic form is proportional to the operation
count of the function evaluation. For real-world problems this fact may lead to
an unacceptable memory requirement. For that reason, several checkpointing
approaches have been developed.

If the considered function evaluation has no specific structure, one may allow
the user of an AD-tool to place checkpoints somewhere during the function
evaluation to reduce the overall memory requirement. This simple approach is
provided for example by the AD-tool TAF [1]. As alternative, one may exploit the
call graph structure of the function evaluation to place checkpoints at the entries
of specific subroutines. This so-called joint reversal, see, e.g., [3], then leads to a
reduction of the memory requirement. The subroutine-oriented checkpointing is
used for example by the AD-tools Tapenade [8] and OpenAD [11]. As soon as one
can exploit additional information about the structure of the function evaluation,
an appropriate adapted checkpointing strategy can be used. This is in particular
the case if a time-stepping procedure is contained in the function evaluation
allowing the usage of a time-stepping oriented checkpointing. If the number of
� Partially supported by the DFG grant WA 1607/2-1.
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time steps l is known a priori and the computational costs of the time steps
are almost constant, one very popular checkpointing strategy is to distribute
the checkpoints equidistantly over the time interval. However, it was shown in
[12] that this approach is not optimal. A more advanced but still not optimal
approach is the binary checkpointing used for example in [10]. However, optimal
checkpointing schedules can be computed in advance to achieve an optimal, i.e.
minimal, run time increase for a given number of checkpoints [2, 5]. In this paper,
we present the usage of the optimal, also called binomial, checkpointing within
the AD-tool ADOL-C [4] to obtain a drastic decrease in the memory requirement
by taping only one instead of l time steps. For the considered numerical example
the memory reduction leads even to an overall run-time reduction due to the
reduced access cost for the required memory. Hence, we face for the first time
the situation where checkpointing leads to a decrease in run-time despite the fact
that a considerable amount of intermediate information has to be recomputed.

The structure of this paper is the following: In Sect. 2, we present the adapted
implementation of ADOL-C to employ the time-stepping oriented checkpoint-
ing. This includes a description of the modified internal function representation
based on nested taping. Subsequently, the derivative computation exploiting
binomial checkpointing is illustrated. This section ends with a short introduc-
tion to the usage of the new checkpointing facility. Section 3 discusses possible
run-time effects using as example the derivative computation for an ODE-based
optimization problem. Finally, a conclusion and an outlook are given in Sect. 4.

2 Optimal Checkpointing in ADOL-C

The AD-tool ADOL-C uses operator overloading for the automatic differentia-
tion of function evaluations y = F (x) written in C or C++. For this purpose,
the new class adouble is introduced by ADOL-C. The user has to declare the
independent variables x and all quantities that directly or indirectly depend on
them of type adouble. Other variables that do not depend on the independent
variables but enter, for example, as parameters, may remain one of the passive
types double, float, or int. During the function evaluation with adouble variables,
ADOL-C stores for each operation the corresponding operator and the variables
that are involved into a data structure called tape. Once, the tape, i.e., the in-
ternal representation is generated, the required derivatives are calculated on the
basis of the internal function representation using the elemental differentiation
rules. Due to the described approach, the derivative calculations involve a pos-
sibly substantial but always predictable amount of data that is accessed strictly
sequentially. The size of the much smaller randomly accessed memory can be
precalculated using information on the tape.

However, this approach may lead to the storage of a significant amount of
redundant information if the function evaluation contains a time-stepping pro-
cedure. To overcome this difficulty, the next version of ADOL-C will provide a
checkpointing facility based on the binomial checkpointing procedure revolve [5].
To exploit this additional functionality, the number l of time steps in the time-
stepping part must be known before this iterative process starts. Furthermore,
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the user has to provide the number c of checkpoints that can be stored in an
internal data structure of ADOL-C. As shown in [5], the applied checkpointing
strategy is optimal if the computational costs of the time steps are identical or
almost identical. Nevertheless, numerical tests presented for example in [7] show
that the checkpointing procedure provided by revolve also yields surprisingly
good results for varying computational costs of the time steps. Therefore, it is
also feasible to use the provided checkpointing possibility in these cases.

To apply the checkpointing routine revolve inside of ADOL-C, the generation
of the internal representation, i.e. the taping mechanism, as well as the derivative
evaluation have to be adapted as described in the next paragraphs.

Generating the Internal Function Representation: Nested Taping

For illustrating the modified taping mechanism, we assume that the function
evaluation y = F (x) consists of three parts: A start up calculation G, the time-
stepping procedure H , and a final calculation evaluating for example a target
function J , i.e., y = J ◦H ◦G(x) with

u = G(x), v = H(u), y = J(v)

and the evaluation of H(u) is given by

u1 = H̃(u), . . . , ui = H̃(ui−1), . . . , ul = H̃(ul−1), v = ul .

The corresponding consequences for the tape generation using the “basic”
taping approach as implemented in ADOL-C so far are shown in the left part
of Fig. 1. As can be seen, the iterative process is completely unrolled due to

tape generation

︸ ︷︷ ︸
u=G(x)

︸ ︷︷ ︸
v=H(u)

︸ ︷︷ ︸
y=J(v)

tape generation

Basic taping process Advanced taping process

Fig. 1. Different taping approaches

the taping process. That is, the tape contains an internal representation of each
time step. Hence, the overall tape comprises a serious amount of redundant
information as illustrated by the light gray rectangles in Fig. 1.

To overcome the repeated storage of essentially the same information, recently
we incorporated a nested taping mechanism into ADOL-C as illustrated on the
right-hand side of Fig. 1. This new capability allows the encapsulation of the
time-stepping procedure such that only the last time step ul = H̃(ul−1) is taped
as one representative of the time steps. This is illustrated by the white rectan-
gles where only the function is evaluated but no taping is performed. Only the
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last time step is taped as illustrated by the light gray rectangle. Additionally, a
function pointer to the evaluation procedure H̃ is stored for a possibly necessary
retaping during the derivative calculation as explained below. Furthermore, c
checkpoints are distributed by revolve. It is important to note that the overall
tape size is drastically reduced due to the advanced taping strategy. For the
implementation of this nested taping we introduced a so-called “differentiating
context” that enables ADOL-C to handle different internal function representa-
tions during the taping procedure and the derivative calculation. This approach
allows the generation of a new tape inside the overall tape, where the coupling
of the different tapes is based on the external differentiated function concept
presented at the AD2004 conference.

Computing the Derivative Information

Applying the reverse mode of AD to the function y = F (x) consists of three
steps: First the discrete adjoint v̄ = J̄(v, ȳ) of J(v) is calculated, then the dis-
crete adjoint ū = H̄(u, v̄) of H(u), and finally the discrete adjoint x̄ = Ḡ(x, ū)
of G. The computation of v̄ and x̄ is straightforward and implemented in the
current version of ADOL-C. The situation changes completely for the compu-
tation of ū due to the usage of a checkpointing approach for the time-stepping
procedure and the resulting nested taping. For calculating the discrete adjoint ū
of the time-stepping part, the routine revolve is used to steer the reverse mode
differentiation as illustrated in Fig. 2. For this purpose, the nested taping in com-

derivative generation

optimal checkpointing based
on revolve

switching the differentiation
context

︸ ︷︷ ︸
x̄=Ḡ(x,ū)

︸ ︷︷ ︸
ū=H̄(u,v̄)

︸ ︷︷ ︸
v̄=J̄(v,ȳ)

Fig. 2. Derivative computation using a checkpointing procedure

bination with the two “differentiating contexts” for the overall function F and
the time-stepping part are exploited. This allows a switching from the derivative
calculation for F to the more involved derivative computation for the time-
stepping procedure based on a checkpointing strategy for the subfunction H . In
the ideal case, the adjoint computation for H consists only of recomputations
of intermediate states ui and derivative computations based on the internal
representation of one time step according to the reversal schedule provided by
revolve for the given number c of checkpoints. This approach yields in the case
of constant computational costs for all time steps a minimal run-time for the
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checkpointing approach. If the control flow changes during the time step evalua-
tion due to a change of an adouble value, a “retaping” of the time-step function
H̃ is automatically initiated for a corresponding update of the internal represen-
tation. Further information on the validity of tapes can be found in subsection
2.6 of the ADOL-C manual. Alternatively, an additional flag set by the user to
the value 1 causes the retaping of each time step to take changes of non-adouble
values into account.

The next version of ADOL-C will provide this checkpointing capability also
for higher derivative computations and the vector mode although probably the
most common usage will be the computation of gradient information using the
scalar reverse mode of AD.

Interface of the Checkpointing Facility

Written under the objective of a lean and concise interface, the checkpointing
routines of ADOL-C need only very limited information. The user must pro-
vide two routines as implementation of the time-stepping function H̃ with the
signatures

int time step function(int n, adouble *u);
int time step function(int n, double *u);

where the function names can be chosen by the user as long as the names are
unique. Furthermore, it is assumed that the result vector of one time step iter-
ation overwrites the argument vector of the same time step. Therefore, no copy
operations are required to prepare the next time step.

At first, the adouble version of the time step function has to be registered using
the C or C++ interface, respectively.

C: CpInfos *cpInfos = reg timestep fct(ADOLC TimeStepFunction);
C++: CP Context cpc(ADOLC TimeStepFunction);

Using either cpInfos or cpc and the appropriate interface the user has to provide
the remaining checkpointing information:

– a pointer to the double version of the time step routine,
– the number of time steps l,
– the number of checkpoints c,
– the tape number to be used internally for the nested taping,
– the dimension of the argument vector u,
– a pointer to the argument vector storing the initial value of u and
– a pointer to the result vector storing the final value v of the time integration.

In addition a flag for enforcing the retaping of every timestep might be set. Then,
the nested taping and the derivative calculation using binomial checkpointing is
initiated by calling the ADOL-C function

C: info = checkpointing(cpInfos);
C++: info = cpc.checkpointing();
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at the corresponding point of the function evaluation during the taping pro-
cess. Subsequently, ADOL-C computes derivative information using the optimal
checkpointing strategy provided by revolve internally, i.e., completely hidden
from the user.

3 Numerical Example

The numerical example that serves to illustrate the run-time effects of the check-
pointing procedure is an industrial robot as depicted in Figure 3 that has to

q3

q3

q2

90◦ + q2 − q3

Fig. 3. Industrial robot ABB IRB 6400

perform a fast turn-around maneu-
ver. We denote by q = (q1, q2, q3)
the angular coordinates of the
robot’s joints, q1 referring to the
angle between the base and the
two-arm system. The robot is con-
trolled via three control functions
u1 through u3, denoting the respec-
tive angular momentum applied to
the joints (from bottom to top) by
electrical motors. The control prob-
lem under consideration is to min-
imize the energy-related objective

J(q, u) =
∫ tf

0
[u1(t)2 + u2(t)2 + u3(t)2] dt

where the final time tf is given. The robot’s dynamics obeys a system of three
differential equations of second order:

M(q) q̈ = v(q, q̇) + w(q) + τfriction(q̇) + τreset(q) + u

where M(q) is a 3×3 symmetric positive definite matrix containing moments of
inertia, called a generalized mass matrix. The vector v is composed of centrifugal
and Coriolis force entries, and w contains the gravitational influence. Finally, we
allow for forces induced by dry friction and reset forces by means of τfriction
and τreset, respectively. The complete equations of motion can be found in [9].
The robot’s task to perform a turn-around maneuver is expressed by means
of initial and terminal conditions as well as control constraints [6]. However, for
illustrating the run-time effects of the checkpointing facility integrated in ADOL-
C we consider only the gradient computation of J(q, u) with respect to u.

To compute an approximation of the trajectory x, we apply for the integra-
tion the standard Runge-Kutta method of order 4 resulting in about 800 lines
of code. The integration and derivative computations were computed using an
AMD Athlon64 3200+ (512 kB L2-cache) and 1GB main memory. The resulting
averaged run-times in seconds for one gradient computation are shown in Fig. 4,
where the run-time required for the derivative computation without checkpoint-
ing, i.e., the basic approach (BA), is illustrated by a dotted line. The run-time
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Fig. 4. Comparison of run-times for l = 100, 500, 1000, 5000

needed by the checkpointing approach (CP) using c = 2, 4, 8, 16, 32, 64(, 128, 256)
checkpoints is given by the solid line. To illustrate the corresponding savings in
memory requirement, Table 1 shows the tape sizes for the basic approach as well
as the tape and checkpoint sizes required by the checkpointing version. The tape
size for the later varies since the number of independents is a multiple of the
number of time steps l due to the distributed control u. One basic checkpointing
assumption, i.e., the more checkpoints are used the less runtime the execution
needs, is clearly depicted by case l = 1000 in Fig. 4. The smaller runtime for
the basic approach completes the setting. However, the more interesting cases
from this example are l = 100 and l = 5000, respectively. In these situations a
smaller runtime was achieved even though checkpointing was used. These results
are effected by an insight well known, i.e., computing from a level of the mem-
ory hierarchy that offers cheaper access cost may result in a significant smaller
runtime. In the mentioned cases of the robot example the computation could

Table 1. Memory requirements for l = 100, 500, 1000, 5000

# time steps l 100 500 1000 5000
without checkpointing

tape size (Byte) 4.388.720 32.741.979 92.484.730 1.542.488.152
with checkpointing

tape size (Byte) 79.367 237.367 434.867 2.014.912
checkpoint size (Byte) 11.440 56.240 112.240 560.240
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be redirected from the main memory mainly into the L2-cache of the processor
(l = 100) and from at least partially hard disk access completely into the main
memory (l = 5000). The last case from Fig. 4 (l = 500) depicts a situation where
only the tape and a small number of the most recent checkpoints can be kept
within the L2-cache. A well chosen ratio between l and c in this case causes a sig-
nificantly smaller recomputation rate and results in a decreased overall runtime,
making the checkpointing once more preferable.

4 Conclusion and Outlook

In this paper, we present a new nested taping approach incorporated into the
AD-tool ADOL-C. This new strategy allows a compressed internal representa-
tion for time stepping procedures in combination with a checkpointing approach
for the derivative calculation. In addition to the drastic decrease in memory
requirement due to the nested taping, the new capability may even lead to a re-
duction of the overall run-time for such cases where the reduced memory access
costs compensate the required recomputations.

We plan to employ the nested taping also for an efficient differentiation of fix-
point iterations, where the computation of gradient information can be based
only on the last iteration performed during the function evaluation. Hence, also
in this situation a complete unrolling and hence the storage of the full internal
representation can be avoided. Therefore, also in these situations the applicabil-
ity of ADOL-C will be extended.
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Abstract. In this paper we analyze the consistency and stability prop-
erties of Runge-Kutta discrete adjoints. Discrete adjoints are very pop-
ular in optimization and control since they can be constructed auto-
matically by reverse mode automatic differentiation. The consistency
analysis uses the concept of elementary differentials and reveals that the
discrete Runge-Kutta adjoint method has the same order of accuracy as
the original, forward method. A singular perturbation analysis reveals
that discrete adjoints of stiff Runge-Kutta methods are well suited for
stiff problems.

Keywords: Runge-Kutta methods, discrete adjoints.

1 Introduction

Consider the ordinary differential equation (ODE)

y′ = f(t, y) , y (t0) = y0 , t0 ≤ t ≤ tF . (1)

We will denote the Jacobian of the ODE function by J(t, y) = ∂f(t, y)/∂y.
We are interested in the following optimization problem, which arises in impor-

tant applications like control and data assimilation. Find the initial conditions
for which a function of the system state at the final time is minimized,

min
y0

Ψ (y0) = h
(
y(tF)

)
subject to (1) . (2)

To apply a gradient based optimization procedure one needs to compute the
derivatives of the cost function Ψ with respect to the initial conditions. It can
be shown [6] that these derivatives can be obtained efficiently by solving the
continuous adjoint equation

λ′ = −JT
(
t, y(t)

)
λ , λ (tF) =

∂h

∂y

(
y(tF)

)
, tF ≥ t ≥ t0 (3)

backwards in time from tF to t0 to obtain

λ(t0) =
∂Ψ

∂y0
.
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Note that the continuous adjoint equation (3) is formulated based on the forward
solution y(t).

In practice the equation (1) is solved numerically on a computer to obtain
approximations of the ODE solution yn ≈ y(tn). Using a one-step numerical
method (e.g., Runge-Kutta) the numerical solution is advanced in time as follows

yn+1 = Mn (yn) , yN = MN−1

(
MN−2

(· · ·M0(y0)
))

, (4)

where tN = tF and the numerical solution at the final time is yN ≈ y(tF).
The optimization problem (2) is formulated in terms of the numerical solution
minimized,

min
y0

Ψ (y0) = h
(
yN

)
subject to (4) . (5)

To estimate the gradient of the cost function (5) several approaches are possi-
ble. In the continuous adjoint approach one solves the continuous adjoint equa-
tion (3) backwards in time using any numerical discretization technique, e.g.,
a Runge-Kutta method. The terminal value of the adjoint variable λ(t0) is an
approximation of the gradient of (2), and (hopefully) is also an approximation
of the gradient of (5).

In the discrete adjoint approach the gradient of (2) is computed directly from
(4) using the transposed chain rule(

dΨ

dy0

)T

=
(
dM0

dy0
(y0)

)T

· · ·
(
dMN−1

dyN−1
(yN−1)

)T (
dh

dyN
(yN )

)T

.

This calculation proceeds backwards in time, i.e. the expression is evaluated
right to left as follows

λN =
(
dh

dyN
(yN )

)T

. . . λn =
(
dMn

dyn
(yn)

)T

λn+1 . . . λ0 =
(
dΨ

dy0

)T

. (6)

We will call λn discrete adjoint variables. Their evaluation requires the forward
numerical solution y0 to yN to be available during the backward calculation.

Discrete adjoints are useful in optimization since they provide the gradients of
the numerical function that is being minimized. Continuous adjoints are useful
for sensitivity analysis studies. They are relatively easy to compute by applying a
numerical solver of choice to the continuous equation (3), and using the forward
solution y(t) obtained by interpolation from a sequence of checkpoints.

The calculation of gradients by reverse automatic differentiation leads to the
discrete adjoint approach. This paper is focused on analyzing some of the prop-
erties of the discrete adjoint variables λn and their relationship with the contin-
uous adjoint variables λ(tn) when the numerical integration (both forward and
backward in time) is performed by Runge-Kutta methods.

Consistency properties of discrete Runge-Kutta adjoints have been studied
by Hager [5], who gives additional order conditions necessary in the context of
control problems. Walther [7] has studied the effects of reverse mode automatic
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differentiation on explicit Runge-Kutta methods, and finds that the order of the
discretization is preserved by discrete adjoints. Giles [2] has discussed Runge-
Kutta adjoints in the context of steady state flows. In this paper we consider
control problems where only the initial conditions are the control variables. This
setting is simpler than the distributed control case considered by Hager [5] and
Walther [7].

1.1 Runge-Kutta Methods

A general s-stage Runge-Kutta discretization method is defined as [3, Section
II.1]

yn+1 = yn + h

s∑
i=1

bi ki , h = tn+1 − tn ,

ki = f ( tn + cih, Yi ) , Yi = yn + h
s∑

j=1

ai,jkj ,

(7)

where the coefficients ai,j , bi and ci are prescribed for the desired accuracy and
stability properties. If ai,j 	= 0 for j ≥ i the stage derivative values ki are defined
implicitly, and are obtained by solving the nonlinear system (7).

Hager [5] has shown that the discrete adjoint (6) of the Runge-Kutta method
(7) is

λn = λn+1 +
s∑

j=1

θj ,

θi = h JT
(
tn + cih, Yi

) ⎛⎝biλn+1 +
s∑

j=1

aj,iθj

⎞⎠ , i = 1 · · · s .
(8)

Hager has also shown that if all bi 	= 0 then the discrete adjoint reads

λn = λn+1 + h

s∑
i=1

bi �i , �i = JT
(
tn + cih, Yi

)
Λi ,

Λi = λn+1 + h

s∑
j=1

ai,j�j , with bi = bi , ai,j =
aj,ibj
bi

.

(9)

In the continuous adjoint approach one solves the equation (3) with a Runge-
Kutta method (7) with coefficients ãi,j , b̃i, c̃i to obtain

λn = λn+1 + h

s∑
i=1

b̃i �̃i ,

�̃i = JT
(
tn+1 − c̃ih, y(tn+1 − c̃ih)

)
Λi , Λi = λn+1 + h

s∑
j=1

ãi,j �̃j .

(10)
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2 Consistency of the Discrete Adjoint Method

We now regard the discrete adjoint equation (8) as a numerical method applied to
the continuous adjoint equation (3) and try to assess how accurate this numerical
method is. At a first glance if bi 	= 0 we can use the similarity between (9) and
(10) and apply the standard Runge-Kutta order conditions to the method with
coefficients ai,j = (aj,ibj)/bi, bi, ci. The difficulty consists in the fact that in
the continuous adjoint (10) the transposed Jacobian is evaluated using the exact
numerical solution y(tn+1 − c̃ih), while in the discrete adjoint (9) the Jacobian
is evaluated using the stage solutions in the forward method Yi. Therefore the
accuracy with which these stage solutions are evaluated in the forward run affects
the accuracy of the discrete adjoint method.

In implicit Runge-Kutta processes Yi are the solutions of a nonlinear system
of equations. The accuracy with which the nonlinear system is solved impacts
further the accuracy of the discrete adjoint. In this paper we will analyze the
order conditions under the assumption that the nonlinear systems are solved
exactly in both the forward (7) and the discrete adjoint (8) methods. An addi-
tional complication is given by the fact that black-box application of automatic
differentiation tools will result in a differentiation of the iterations needed to
solve the nonlinear system in the forward method. A discussion of the behavior
of the resulting (differentiated) iterations is beyond the scope of this paper.

Walther [7] found that the order of the discrete adjoints of explicit Runge-
Kutta methods is the same as the order of the original method. In this section
we will prove the same result in greater generality; our proof is applicable to
both explicit and implicit Runge-Kutta methods.

Before we start the analysis we introduce the following “transfer functions”.
The discrete adjoint is obtained from the “discrete transfer function” RD

λn =
(
dyn+1

dyn

)T

λn+1 = RD λn+1

Similarly from the linear continuous adjoint equation (3) we derive a linear
dependence between the continuous adjoint variables at different time, and
call this dependence the “continuous transfer function” RC such that λ(tn) =
RC λ(tn+1).

The analysis of the order of discrete adjoints is based on the concept of ele-
mentary differentials in the theory of order conditions explained in Hairer et al.
[3, section II.2]. The numerical solution of the forward Runge-Kutta method (7)
satisfies (

yJ
n+1

)(q)∣∣∣
h=0

=
∑

τ∈LTq

γ(τ)
∑

j

bjΦj(τ)F J (τ)(yn) (11)

where the superscipt J denotes the component number, the first summation is
taken after all labeled trees of order q, and F (τ)(yn) is the elementary differential
associated with τ . Φj(τ) is a combination of method coefficients associated with
τ and γ(τ) is the multiplicity of tree τ .
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The derivative of the solution yn+1 with respect to yn satisfies(
∂yJ

n+1

∂yP
n

)(q)
∣∣∣∣∣
h=0

=
∂

∂yP
n

(
yJ

n+1
)(q)∣∣∣∣

h=0
=

∑
τ∈LTq

γ(τ)
∑

j

bjΦj(τ)F J
P (τ)(yn)

(12)
where F J

P (τ)(yn) is the partial derivative of the elementary differential with
respect to P -th argument, namely yP

n . Consequently the (P, J)-th entry in the
discrete transfer function has the following derivatives(

RP,J
D

)(q)
∣∣∣∣
h=0

=
∑

τ∈LTq

γ(τ)
∑

j

bjΦj(τ)F J
P (τ)(yn) . (13)

The exact solution of the direct system satisfies [3, Section II.2](
yJ
)(q)∣∣∣

t=tn

=
∑

τ∈LTq

F J(τ)(yn) . (14)

Consider now the continuous adjoint equation. With∆t = tn−tn+1 the Taylor
series of RC about tn+1 is

λ(tn) = RC λ(tn+1) =
∑
j≥0

∆tq

q!
R

(q)
C λ(tn+1) =

∑
j≥0

∆tq

q!
λ(q)(tn+1)

and therefore R(q)
C maps λ(tn+1) to λ(q)(tn+1). It can be shown that the deriva-

tives of the exact solution of the adjoint equation, taken with respect to (−t) at
tn, are (

λP
)(q)∣∣∣

t=tn

=
∑

τ∈LTq

F J
P (τ)(yn)λJ (tn) . (15)

This implies that for the continuous transfer function(
RP,J

C

)(q)
=

∑
τ∈LTq

F J
P (τ)(yn) . (16)

For example taking the derivative w.r.t. (−t) in (3) gives

λ(1) = JT
(
t, y(t)

)
λ⇒ (

λP
)(1)

=
∑

J

fJ
Pλ

J =
∑
J

F J
P (τ1)λJ .

This implies that for the continuous transfer function(
RP,J

C

)(1)
= F J

P (τ1)(yn) .

Similarly(
λP

)(2)
=
∑
J,K

fJ
PKf

KλJ +
∑

J

fJ
P (λJ )(1) =

∑
J,K

fJ
PKf

KλJ +
∑
J,K

fJ
P f

K
J λ

K

=
∑
J,K

⎛⎝fJ
PKf

K +
∑
J,K

fJ
Kf

K
P

⎞⎠λJ =
∑

J

F J
P (τ21)λJ ,
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and therefore for the continuous transfer function we have(
RP,J

C

)(2)
= F J

P (τ21)(yn) .

Continuing this process one obtains (16).
A comparison of (13) and (16) shows that the numeric transfer function equals

the continuous transfer function up to order p iff∑
j

bjΦj(τ) =
1

γ(τ)
,

for all trees τ of order ≤ p. But these are exactly the conditions under which
the forward method is of order p. Consequently, the discrete adjoint of an or-
der p Runge-Kutta method is a discretization of order p of the continuous ad-
joint equation if the problem is sufficiently smooth (y(t) has p+1 continuous
derivatives).

3 Discrete Adjoints and Stiff Problems

The traditional linear stability analysis approach [4] considers the transfer func-
tion R(z) of a Runge-Kutta method when applied to a linear scalar test problem
y′ = αy. One can easily see that the transfer function of the discrete adjoint
method (8) is the same as the transfer function of the forward Runge-Kutta
method (7), and therefore the discrete adjoints inherits the stability properties
of the original method.

To better understand the behavior of discrete Runge-Kutta adjoints on stiff
systems we consider the singular perturbation model problem

y′ = f(y, z) , εz′ = g(y, z) , t0 ≤ t ≤ tF (17)

with the sub-Jacobian gz assumed nonsingular. For this system we distinguish
between the adjoint variables of the nonstiff and of the stiff components

λ(t) =
∂Ψ

(
y(tF), z(tF)

)
∂y(t)

, µ(t) =
∂Ψ

(
y(tF), z(tF)

)
∂z(t)

.

The adjoint variables satisfy the continuous adjoint equation⎡⎣λ
µ

⎤⎦′

= −
⎡⎣fT

y ε−1gT
y

fT
z ε−1gT

z

⎤⎦ ⎡⎣λ
µ

⎤⎦ . (18)

Consider an ε-expansion of the solution

λ =
∑
i≥0

εi λi , µ =
∑
i≥0

εi µi , (19)
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insert it into (18) and equate the ε series. The ε−1 term leads to

µ0 = 0 . (20)

We equate recursively the higher order terms to obtain{
(λi)′ =

(−fT
y + gT

y g
−T
z fT

z

)
λi + gT

y g
−T
z (µi)′

µi+1 = −g−T
z

(
(µi)′ + fT

z λi
)
,

for i = 0, 1, 2, . . . (21)

The zeroth order term evolution is given by the equation

(λ0)′ =
(−fT

y + gT
y g

−T
z fT

z

)
λ0 .

Consider now the Runge-Kutta discrete adjoint (8) for the method applied to
the singular perturbation systems (17). Denote by A, b, c the coefficient matrices
of the Runge-Kutta method, by e a vector of ones, and let

GZ = diagi

(
gz(Yi, Zi)

)
, FZ = diagi

(
fz(Yi, Zi)

)
,

GY = diagi

(
gy(Yi, Zi)

)
, FY = diagi

(
fy(Yi, Zi)

)
,

ST = FT
Y −GT

Y G
−T
Z FT

Z ,

A careful analysis based on ε-expansions of the discrete solution and of the
stage vectors leads to the following conclusions.

If the Runge-Kutta coefficient matrix A is invertible then the adjoints of the
stiff variables are integrated using

µ0
n = R(∞)µ0

n+1 ,

where R(·) is the stability function of the RK method. We see easily that for
methods with R(∞) = 0 the first order term in the µ adjoint is zero, µ0

n = 0.
This is desirable considering the exact solution (20). In this case the values of µ
are solved with the same accuracy as the original method, within O(ε).

The adjoints of the non-stiff variables are integrated as

λ0
n =

(
1 + heT

(
I − hSTAT

)−1
ST b

)
λ0

n+1

+eT
(
I − hSTAT

)−1
GT

Y G
−T
Z A−T b µ0

n+1 (22)

Therefore the adjoint with respect to the nonstiff variable depends on both µ0
n+1

and λ0
n+1.

If R(∞) = 0 and we are away from the initial condition then µ0
n+1 = 0 and

we have a discretization of the reduced adjoint equation (21). The same holds if
the cost function depends only on the non-stiff variables, Ψ = Ψ(y). In this case
the values of λ are solved with the same accuracy as the original method, within
O(ε). Note that the initialization of µ0

N 	= 0 can introduce an O(1) perturbation
in λ0

N−1.



On the Properties of Runge-Kutta Discrete Adjoints 557

4 Conclusions

In this paper we analyze the consistency and stability properties of Runge-Kutta
discrete adjoints. Discrete adjoints are very popular in optimization and control
since they can be constructed automatically by reverse mode automatic dif-
ferentiation. However, the properties of the discrete adjoints are often poorly
understood.

The consistency analysis uses the concept of elementary differentials and re-
veals that the Runge-Kutta discrete adjoint method has the same order of ac-
curacy as the original, forward method. The discrete adjoint also inherits the
linear stability properties of the original method. A singular perturbation anal-
ysis shows that L-stable Runge-Kutta methods with an invertible coefficient
matrix are well-behaved under discrete adjoint operation.

Acknowledgments

This work was supported by the National Science Foundation (NSF) through the
awards NSF CAREER ACI-0413872, NSF ITR AP&IM 020519, and NSF CCF–
0515170, by the National Oceanic and Atmospheric Administration (NOAA)
and by the Texas Environmental Research Consortium (TERC).

References

1. M.L. Baguer and W. Romisch. Computing gradients in parametrization-
discretization schemes for constrained optimal control problems. Approximation
and Optimization in the Carribbean II, p. 14–34, M. Florenzano editor, Peter Lang,
Frankfurt am Main, 1995.

2. M.B. Giles. On the Use of Runge-Kutta Time-Marching and Multigrid for the So-
lution of Steady Adjoint Equations. Technical Report NA00/10, Oxford University
Computing Laboratory, 2000.

3. E. Hairer, G. Wanner, and S.P. Norsett. Solving Ordinary Differential Equations I.
Nonstiff Problems. Springer Series in Computational Mathematics, 1991.

4. E. Hairer and G. Wanner. Solving Ordinary Differential Equations II. Stiff and
Differential-Algebraic Problems. Springer Series in Computational Mathematics,
1996.

5. W. Hager. Runge-Kutta methods in optimal control and the transformed adjoint
system. Numerische Mathematik 87(2):247–282, 2000.

6. A. Sandu, D. Daescu, and G.R. Carmichael: “Direct and Adjoint Sensitivity Anal-
ysis of Chemical Kinetic Systems with KPP: I – Theory and Software Tools”, At-
mospheric Environment, Vol. 37, p. 5083–5096, 2003.

7. A Walther. Automatic Differentiation of Explicit Runge-Kutta methods for Optimal
Control. Technical University Dresden technical report WR-06-2004. To appear in
Journal of Computational Optimization and Applications.



Source Transformation for MATLAB
Automatic Differentiation

Rahul V. Kharche and Shaun A. Forth

Cranfield University (Shrivenham Campus), Shrivenham, Swindon SN6 8LA, UK
{R.V.Kharche, S.A.Forth}@cranfield.ac.uk

Abstract. We present MSAD, a source transformation implementation
of forward mode automatic differentiation for MATLAB. MSAD spe-
cialises and inlines operations from the fmad and derivvec classes of the
MAD package. The operator overloading overheads inherent in MAD
are eliminated while preserving the derivvec class’s optimised deriva-
tive combination operations. Compared to MAD, results from several
test cases demonstrate significant improvement in efficiency across all
problem sizes.

1 Automatic Differentiation in MATLAB

MATLAB is popular for rapid prototyping and numerical computing owing to its
high-level abstraction of matrices and its rich set of function and GUI libraries.
MATLAB’s interpreted nature and high-level language make programming intu-
itive and debugging easy. Optimised BLAS and LAPACK routines for internal
matrix operations facilitate good performance. MATLAB may be extended by
further general purpose and application specific toolboxes (e.g., for optimisation,
partial differential equations, control, etc.). We believe the robustness and effi-
ciency of many MATLAB toolboxes and user’s applications would benefit from
an effective automatic differentiation (AD) [1] package.

Coleman and Verma’s ADMAT [2] was the first significant MATLAB AD
tool and implemented forward and reverse mode differentiation, with support
for Jacobian compression, via operator overloading. The later ADiMat tool [3]
adopted a hybrid source transformation/operator overloading implementation
of forward mode AD and out-performed ADMAT on several problems. Simul-
taneously the fmad class of MAD [4], an operator overloaded implementation
of forward mode AD, was also shown to outperform ADMAT. MAD’s efficiency
is due to appropriate data-structures and use of high-level matrix operations
within its derivvec class which holds and propagates derivatives. Use of MAT-
LAB’s sparse data-type to hold and propagate sparse derivatives enables run-
time sparsity exploitation – greatly enhancing performance for problems where
sparsity is unknown or difficult to exploit via compression techniques.

Because there is no compilation before execution of operator-overloaded MAT-
LAB code, performance of overloaded implementations of AD suffer due to over-
heads from the interpreter and the type check and dispatch mechanism of over-
loading. Note that MATLAB’s recent just-in-time (JIT) compiler is restricted to
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a subset of MATLAB’s intrinsic classes and so is not applicable to the derivvec
class. Moreover, overloaded operations typically involve substantial logic and
branching dependent on the shape (scalar, vector, matrix, N-D array) or storage
class (complex, sparse) used for derivatives. For example, consider the times
operation of the derivvec class in Fig. 1. Here .derivs refers to the operand’s
derivative matrix, and .shape to the size of the operand. We see that the test
on line 9 checks if operands have equal sizes and those of lines 15 and 17 test
for scalar operands. Similarly, line 10 checks for sparse storage of derivatives.
Such tests incur further run-time overheads. Other generic MATLAB overheads
are described by [8] and their relevance to AD is discussed in [14].

function cdv = times(a,b)
if isa(b,’derivvec’)

cdv = b; mults = a;
else

cdv = a; mults = b;
end
ssd = prod(cdv.shape); sm = size(mults); ssm = prod(sm);
mults = mults(:);
if ssd == ssm % line 9

if issparse(cvd.derivs) % line 10
% sparse mode operations omitted for brevity

else
cdv.derivs = mults(:,ones(1,cdv.nderivs)).*cdv.derivs; % line 13

end
elseif ssd == 1 % line 15

cdv.derivs = mults*cdv.derivs; cdv.shape = sm;
elseif ssm == 1 % line 17

cdv.derivs = mults.*cdv.derivs;
end

Fig. 1. derivvec - times operation from MAD

The MSAD (MATLAB Source transformation AD) tool aims to demonstrate
the benefits obtained by combining source transformation with MAD’s efficient
data structures. An initial, hybrid source transformation/operator overloading
approach, similar to that of ADiMat, showed significant speedup compared to
MAD for smaller test cases but asymptotically reached the performance of MAD
as the problem size increased [6]. Section 2 of this paper describes our improved
source transformation approach, which now specialises and inlines all required
derivative operations. The benefits of this approach are demonstrated by the
test cases of Section 3. Conclusions are presented in Section 4.

2 Source Transformation Via Specialising and Inlining

MSAD uses ANTLR-based LL(k) scanner, parser and tree parsers [5] to analyse
and source transform MATLAB programs for AD [6]. Program transformation
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is carried out via four phases - scanning and parsing for Abstract Syntax Tree
(AST) and symbol table generation, attribute synthesis for activity analysis [7],
size and class propagation, and finally derivative code generation. MSAD’s parser
recognises the complete MATLAB (Release 14) grammar, but differentiation of
code involving branches, loops, structures, cells, nested functions and programs
spanning multiple files is currently not implemented. Despite these restrictions,
by replacing loops with array operations, many tests cases can be differentiated.

The attribute synthesis phase propagates flags that mark a variable’s activ-
ity, class, storage type and derivative storage type. Input programs are pre-
pared by using directives to indicate the active inputs and optionally sparse
storage for their derivatives. Users may optionally supply size information of
input variables. For example, the directives in Fig. 2 indicate to MSAD that
the size parameters (nx, ny) and the vortex parameter (vornum) are scalars.
The directives also label variable x as an active input and that its derivatives
be stored as a sparse matrix. MSAD emulates MATLAB’s sparse type propa-
gation and size computation rules for each elementary operation of the source
code to deduce the storage type and size of all variables. If a variable’s size and
storage type cannot be determined, MSAD marks these attributes as unknown.
The sizes of scalar and array constants within a program are automatically
propagated.

function fgrad = gdgl2(nx, ny, x, vornum)
%! size(nx) = [1, 1], size(ny) = [1, 1], size(vornum) = [1, 1]
%! active(x), sparseDer(x)

Fig. 2. User directives used with gradient function of MINPACK DGL2 problem

The derivative code is generated in a final pass during which the operations
from MAD’s fmad and derivvec classes are specialised and inlined. Specialisa-
tion uses a variable’s size, class, storage class and activity information to resolve
condition checks and simplify size computations in the fmad and derivvec class
operations. For variables with unknown size and storage attributes, MSAD con-
servatively inlines operations involving size and storage checks.

We illustrate the process of specialisation and inlining by considering the FT-
BROY function of Fig. 3 [11], specifically the subexpression (3-2*x(n)).*x(n)
of line 8. Line 3 of the program implies n equals the length of the vector x. Al-
though this length can be determined only at run-time, n can safely be deduced
to be a scalar. This further implies x(n) is a scalar, as is 3-2*x(n). MSAD au-
tomatically carries out this size inference during the attribute synthesis phase.
During specialisation, because the operands x(n) and 3-2*x(n), held in vari-
ables tmp 5 and tmp 4 in the generated code of Fig. 4, are inferred to be scalars,
the condition on line 9 from the derivvec-times operation in Fig. 1 is satisfied.
Assuming derivatives are stored in their full form, only lines 8 and 13 from Fig. 1
need to be inserted into the generated code as seen in lines 17 to 20 of Fig. 4.
Comments in Fig. 4, and the later Fig. 5, were added by hand to indicate to the
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reader which line computes which expression or expression’s derivatives; D[a]
denotes the derivatives of variable a.

function f = ftbroy(x)
%! active(x)
n = length(x); % line 3
p = 7/3; y = zeros(n,1);
i = 2:(n-1);
y(i) = abs((3-2*x(i)) .* x(i) - x(i-1) - x(i+1) + 1).^p; % line 6
y(n) = abs((3-2*x(n)) .* x(n) - x(n-1) + 1).^p; % line 7
y(1) = abs((3-2*x(1)) .* x(1) - x(2) + 1).^p; % line 8
j = 1:(n/2); z = zeros(length(j),1);
z(j) = abs(x(j) + x(j+n/2)).^p;
f = 1 + sum(y) + sum(z);

Fig. 3. FTBROY function

tmp 1 = x(n); % x(n)
tmp ind = reshape((1:numel(x)), size(x));
tmp ind = tmp ind (n);
d tmp 1 = d x(tmp ind (:),:); % D[x(n)]
tmp 2 = 2 .* tmp 1 ; % 2*x(n)
tmp mults = 2;
d tmp 2 = tmp mults (:,ones(1,res tmp1 )).*d tmp 1 ; % D[2*x(n)]
tmp 3 = 3 - tmp 2 ; % 3-2*x(n)
d tmp 3 = -d tmp 2 ; % D[3-2*x(n)]
tmp 4 = tmp 3 ; % (3-2*x(n))
d tmp 4 = d tmp 3 ; % D[(3-2*x(n))]
tmp 5 = x(n); % x(n)
tmp ind = reshape((1:numel(x)), size(x));
tmp ind = tmp ind (n);
d tmp 5 = d x(tmp ind (:),:); % D[x(n)]
tmp 6 = tmp 4 .* tmp 5 ; % (3-2*x(n)).*x(n)
tmp mults = tmp 5 ; % line 17
d tmp 7 = tmp mults (:,ones(1,res tmp1 )).*d tmp 4 ; % x(n).*D[(3-2*x(n))]
tmp mults = tmp 4 ;
d tmp 8 = tmp mults (:,ones(1,res tmp1 )).*d tmp 5 ; % (3-2*x(n)).*D[x(n)]
d tmp 6 = d tmp 7 + d tmp 8 ; % D[(3-2*x(n)).*x(n)]

Fig. 4. MSAD generated derivative code for the subexpression (3-2*x(n)).*x(n) of
the TBROY function. (Comments added for clarity)

In the subexpression (3-2*x(i)).*x(i) on line 6 in Fig. 3, the size of x(i)
cannot be determined since i is a vector dependent on the value of n. MSAD
therefore conservatively inlines lines 7 to 19 of the derivvec-times operation.
The first product of D[3-2*x(i).*x(i)], analogous to lines 17 and 18 from
Fig. 4, can be seen in Fig. 5.
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d tmp 4= d tmp 3 % D[(3-2*x(i))]
tmp mults = tmp 5 (:); % x(i)
tmp ssa = numel(tmp mults ); % length(x(i))
tmp ssb = numel(tmp 4 ); % length((3-2*x(i)))
if tmp ssa == tmp ssb % equal sizes

d tmp 7 = tmp mults (:,ones(1,res tmp1 )) .* d tmp 4 ;
elseif tmp ssb == 1 % (3-2*x(i)) scalar

d tmp 7 = tmp mults * d tmp 4 ;
elseif tmp ssa == 1 % x(i) scalar

d tmp 7 = tmp mults .* d tmp 4 ;
end

Fig. 5. Additional checks for vector times operation in D[(3-2*x(i))].*x(i). (Com-
ments added for clarity)

3 Test Results

MSAD computed derivatives were tested for correctness and performance on
several optimisation, BVP and ODE problems [14]. A subset of those tests,
all performed using MATLAB Release 14 on a Linux machine with a 2.8 GHz
Pentium-4 processor and 512 MB of RAM, are presented here.

In Table 1 we compare use of MSAD and MAD’s fmad class to compute
derivatives by repeating the large-scale test cases from MATLAB’s Optimisa-
tion Toolbox [11] performed in [4]. The test cases are: nlsf1a– sparse Jaco-
bian from vector residual; brownf, tbroyf – gradient from objective function;
browng, tbroyg – Hessian from hand-coded gradient. Both automatic differenti-
ation tools may use Jacobian/Hessian compression (denoted cmp) [1, Chap. 7] or
sparse storage (denoted spr) [1, Chap. 6] where appropriate. The only MSAD
user directives required were those to specify the active input variables and
use of sparse derivative storage. For comparison, we have included MATLAB’s

Table 1. Ratio CPU(∇f + f )/CPU(f ) – Jacobian/gradient (including function) to
function CPU time ratio for given techniques on MATLAB Optimisation Toolbox large-
scale examples. (m, n) gives the number of dependents and independents, n̂ the maxi-
mum number of non-zero entries in a row of the Jacobian and p the number of colours
for compression

CPU(∇f + f )/CPU(f ) for
Problem Hand- sfd- msad fmad msad fmad (m, n) n̂ p

coded (nls) (cmp) (cmp) (spr) (spr)
nlsf1a(Jac) 4.4 38.3 6.9 22.5 19.4 35.1 (100,1000) 3 3
brownf(grad) 4.6 1064.9 – – 9.3 13.7 (1,1000) 1000 –
browng(Jac) 5.2 9.5 4.2 8.4 15.3 19.6 (1000,1000) 3 3
tbroyf(grad) 3.8 810.7 – – 8.8 15.9 (1,800) 800 –
tbroyg(Jac) – 13.8 3.3 10.1 15.8 23.5 (800,800) 6 7
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finite-difference (sfd(nls)) evaluation of the gradient/Jacobian/Hessian and,
where available, hand-coding.

Clearly, MSAD yields significant savings compared to fmad in like-for-like
computation of derivatives for these moderate sized problems (n ≈ 1000). For
compressed derivative computation we get savings of over 50% using msad(cmp)
and for sparse storage gains of about 30%. Compressed AD (msad(cmp),
fmad(cmp)) out-performs compressed finite-differencing (sfd(nls)). For the gra-
dient problems (brownf, tbroyf) sparse AD (msad(spr), fmad(spr)) is several
times faster than sfd(nls) because the functions brownf and tbroy are par-
tially value separable [4] and the sparse derivative computation may utilise in-
termediate sparsity whereas finite-differencing cannot. For the browng problem
msad(cmp) outperforms hand-coding due to the use of complicated expressions
in the hand-coding.

Table 2 lists the total optimisation run-times with derivatives supplied using
the methods of Table 1. Source transformed derivatives yield substantial savings
in the total run-time compared to fmad’s overloading approach and run-times
are comparable to those using hand-coded derivatives.

The 2-D Ginzburg-Landau unconstrained minimisation problem (GL2) [12, 13]
uses an nx×ny mesh with 4 variables per mesh point yielding n = 4nxny indepen-
dent variables. The objective function is again partially value separable and the
gradient code is supplied. The sparse Hessian is computed as the Jacobian Jg of
the gradient g. Differentiated functions were generated using MSAD for full and
sparse storage of derivatives; the user directives for sparse storage can be seen
in Fig. 2. Table 3 gives the derivative computation ratio CPU(Jg + g)/CPU(g)
for increasing problem size. Using compression, msad(cmp) is nearly 80% more
efficient than fmad(cmp) for small n. With increasing problem size, the floating
point operation cost of the derivative computation of either method increases
relative to its overheads and the relative advantage of source transformation
decreases. However, even for n as large as 65, 536 msad(cmp) is nearly twice as
fast as overloading. With sparse derivatives (msad(spr), fmad(spr)) we see a
similar trend but smaller relative improvement due to the common overhead of
manipulating MATLAB’s sparse data structures.

The total optimisation time using MATLAB’s fminunc solver with the differ-
ent Hessian calculation techniques of Table 3 is shown in Table 4. The decrease

Table 2. Averaged CPU time for optimisation of the large-scale examples from the
MATLAB Optimisation Toolbox with derivatives supplied using given techniques

Optimisation CPU time (s) for
Problem Hand- sfd- msad fmad msad fmad

coded (nls) (cmp) (cmp) (spr) (spr)
nlsf1a 0.16 0.36 0.17 0.31 0.20 0.35
brownf 0.56 – – – 0.7 1.25
browng 0.29 0.56 0.23 0.41 0.46 0.64
tbroyf 0.72 – – – 1.29 2.89
tbroyg – 0.76 0.20 0.48 0.55 0.86
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Table 3. Ratio CPU(Jg + g)/CPU(g) – Hessian (including gradient) to gradient func-
tion CPU time ratio for the MINPACK 2-D Ginzburg-Landau problem using given
techniques; p gives the number of colours for compression. For all problem sizes, the
maximum number of non-zero entries in a row of the Jacobian is n̂ = 14.

CPU(Jg + g)/CPU(g) for problem size n
Method 64 256 1024 4096 16384 65536
msad(cmp) 24.72 23.69 21.84 23.31 37.95 52.16
fmad(cmp) 115.32 105.89 89.57 72.82 72.11 90.47
msad(spr) 28.11 29.18 35.02 52.63 88.97 177.10
fmad(spr) 122.80 113.84 107.73 108.72 126.45 222.81
#colours p 20 23 25 24 25 25

in overall computation time obtained by using MSAD’s more efficient derivative
computation is seen – but this is not proportional to the decrease in derivative
computation time. This is because for larger problem size the number of Newton
iterations (which require a Hessian recalculation) stays fixed but the number of
conjugate gradient iterations (which do not) increase [15].

Table 4. Optimisation CPU time for the MINPACK Ginzburg-Landau (GL2) problem
using MATLAB’s fminunc with derivatives supplied using given techniques

Problem size n
64 256 1024 4096 16384

Method CPU time (s) for optimisation
msad(cmp) 0.74 0.59 1.34 6.95 29.62
fmad(cmp) 4.45 2.78 3.79 10.71 38.70
msad(spr) 1.23 1.14 2.87 13.05 61.93
fmad(spr) 4.79 3.32 5.41 17.05 73.83
sfd 1.41 1.29 3.60 19.91 216.30

4 Conclusion

The previous, hybrid source transformation/operator overloading implementa-
tion of MSAD [6] gave reasonable speedup over operator overloading for small
problem sizes. This speedup diminished with increasing problem size. The im-
proved implementation presented here inlines and, where possible specialises,
the remaining overloaded function calls. This eliminates the type check and dis-
patch overhead of overloading, reduces logic and branching, and exposes a larger
section of the augmented code to MATLAB’s JIT acceleration. Section 3’s test
cases clearly demonstrate these benefits. Figure 4’s code indicates the scope for
further performance improvements by eliminating redundant temporaries and
common subexpressions. Preliminary results obtained by implementing such im-
provements by hand on one test case produced a 42% speedup [14] and highlight
the need for such compiler-like optimisations within a MATLAB AD-tool.
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Abstract. Checkpointing is a technique to reduce the memory con-
sumption of adjoint programs produced by reverse Automatic Differen-
tiation. However, checkpointing also uses a non-negligible memory space
for the so-called “snapshots”. We analyze the data-flow of checkpoint-
ing, yielding a precise characterization of all possible memory-optimal
options for snapshots. This characterization is formally derived from the
structure of checkpoints and from classical data-flow equations. In par-
ticular, we select two very different options and study their behavior
on a number of real codes. Although no option is uniformly better, the
so-called “lazy-snapshot” option appears preferable in general.

1 Introduction

Mathematical derivatives are a key ingredient in Scientific Computation. In par-
ticular, gradients are essential in optimization and inverse problems. The meth-
ods to compute gradients can be classified in two categories. In the first category,
methods use CPU more intensively because several operations are duplicated.
This can be through repeated tangent directional derivatives, or through reverse
Automatic Differentation using the “Recompute-All” strategy. This is not the
context of this paper. In the second category, methods spare duplicated opera-
tions through increased memory use. This encompasses hand-coded resolution of
the “adjoint equations” and reverse Automatic Differentation using the “Store-
All” strategy, which is the context of this work.

Being a software transformation technique, reverse AD can and must take
advantage from software analysis and compiler technology [1] to minimize these
efficiency problems. In this paper, we will analyze “checkpointing”, an AD tech-
nique to trade repeated computation for memory consumption, with the tools of
compiler data-flow analysis. Checkpointing offers a range of options that influ-
ence the resulting differentiated code. Our goal is to formalize these options and
to find which ones are optimal. This study is part of a general effort to formalize
all the compiler techniques useful to reverse AD, so that AD tools can make the
right choices using a firmly established basis.

2 Reverse Automatic Differentiation

Automatic Differentiation by program transformation takes a program P that
computes a differentiable function F , and creates a new program that com-
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putes derivatives of F . Based on the chain rule of calculus, AD iserts into P
new “derivative” statements, each one corresponding to one original statement
of P . In particular, reverse AD creates a program P that computes gradients.
In P , the derivative statements corresponding to the original statements are
executed in reverse order compared to P . The derivative statements use some
of the values used by their original statement, and therefore the original state-
ments must be executed in a preliminary “forward sweep”

−→
P , which produces

the original values that are used by the derivative statements forming the “back-
ward sweep”

←−
P . This is illustrated by Fig. 1, in which we have readily split P

in three successive parts, U Upstream, C Center, and D Downstream. In our
context, original values are made available to the backward sweep through PUSH
and POP routines, using a stack that we call the “tape”. Not all original values

forward  sweep

backward  sweep

time:
t
t

t

1
2

3

U

U

C

C

D

D

PUSH

POP

Fig. 1. Basic structure of reverse differentiated programs

are required in the backward sweep. Because of the nature of differentiation,
values that are used only “linearly” are not required. The “To Be Recorded”
(TBR) analysis [2, 6] finds the set of these required values denoted by Req.
Set Req evolves as the forward sweep advances. For example in Fig. 1, TBR
analysis of U finds the variable values required by

←−
U (i.e. actually use(

←−
U )),

which must be preserved between the end of
−→
U and the beginning of

←−
U . To

this end, each time a required value is going to be overwritten by a statement,
it is PUSH’ed beforehand, and it is POP’ped just before the derivative of this
statement.

Although somewhat complex, reverse AD can be easily applied by an auto-
matic tool, and has enormous advantages regarding the number of computation
steps needed to obtain the gradient [4, chapter 3].

In [5], we studied the data-flow properties of reverse differentiated programs,
in the basic case of Fig. 1, i.e. with no checkpointing. We formalized the structure
of these programs and derived specialized data-flow equations for the “adjoint
liveness” analysis, which finds original statements that are useless in the differ-
entiated program, and for the TBR analysis. In this paper, we will focus on the
consequences of introducing checkpointing. In this respect this paper, although
stand-alone, is a continuation of [5].
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3 The Equations of Checkpointing Snapshots

Checkpointing modifies the differentiated code structure to reduce the peak
memory consumption. When code fragment C is “checkpointed” (notation [C]),
the adjoint now written [C];D is formally defined by the recursive rewrite rule:

Req � [C];D = PUSH(Sbk);
PUSH(Snp);
C;

ReqD � D
POP(Snp);

ReqC � C
POP(Sbk);

(1)

Boxes show terms to be rewritten, whereas terms outside boxes are plain pieces
of code. This new code structure is sketched in Fig.2, to be compared with
Fig. 1. Now, C is first run in its original version, so that the tape consumed by

time:
t
t

t

t

1
2

3

4

CHECKPOINTINGSbk SnpU C D

D
C

CU

PUSH

POP

Fig. 2. Checkpointing in reverse AD

D � −→
D ;

←−
D (“;” denotes code sequence) is freed before execution of C � −→

C ;
←−
C .

The peak memory consumption for [C];D is thus reduced to the maximum of
the peak after

−→
C and the peak after

−→
D . However, duplicate execution of C

requires that “enough” variables (the “snapshot” Snp) are preserved to restore
the context of execution. This also uses memory space, although less than the
tape for

−→
C . To not lose the benefit of checkpointing, it is therefore essential we

find the smallest snapshot for a fixed C, and in further studies the placement of
C that uses least memory.

This proves tricky: a larger snapshot can mean smaller tapes, and conversely.
Therefore, unlike what happens with no checkpoints, there is no unique best
choice for these sets. There are several “optimal” choices, among which none
is better nor worse than the others. Our goal is to establish the constraints
that define and link the “snapshot” and “tape” sets, and to characterize all
the optimal choices. For our AD tool tapenade, we settled on one solution (cf
Sect. 4) that our benchmarks indicated as a mean best choice.
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Four Unknown Sets of Variables. Let’s examine checkpointing definition (1)
in more detail. The rewrite context Req is the incoming “required set” of variables
imposed by U , that must be preserved across execution of Req � [C];D. On the
other hand, ReqD and ReqC are the sets of variables that � C and � D will
be required to preserve, respectively. For us, ReqD and ReqC are unknowns,
to be determined together with the snapshot. About the snapshot itself, due
to the stack structure, there are two places where variables may be restored
from the stack: before

−→
C and before

←−
U . Therefore we introduce two snapshot

sets: Snp, the “usual snapshot”, contains variables to be restored just before
C, thus ensuring that their value is the same for both executions of C. Sbk,
the “backward snapshot”, contains variables to be restored just before

←−
U . Thus,

whatever happens to these variables during Req � [C];D, their value is preserved
for

←−
U . Using Sbk instead of Snp and ReqC may improve memory traffic. In total,

we have four “unknown” sets to choose: ReqD, ReqC , Sbk and Snp. Those sets
must respect constraints parameterized upon Req, ReqD, ReqC , Sbk, Snp, and
upon the fixed data-flow sets use (variables used) and out (variables partly
written) of the code fragments C, D, C, and D. These constraints will guarantee
that checkpointing preserves the semantics, i.e. the computed derivatives.

Two Necessary and Sufficient Conditions. Fig. 1 shows the differentiated
program in the reference case with no checkpointing. This reference program is
assumed correct. All we need to guarantee is that the result of the differentiated
program, i.e. the derivatives, remain the same when checkpointing is done. This
can be easily formulated in terms of data-flow sets. We observe that the order of
the backward sweeps is not modified by checkpointing. Therefore the derivatives
are preserved if and only if the original, non-differentiated variables that are used
during the backward sweeps hold the same values. In other words, the snapshot
and the tape must preserve the use set of C between time t1 and t3 i.e.

out

⎛⎜⎜⎜⎜⎝
PUSH(Sbk);
PUSH(Snp);
C;
ReqD � D;
POP(Snp);

⎞⎟⎟⎟⎟⎠
⋂

use(ReqC � C) = ∅ (2)

and the use set of
←−
U , which is Req by definition, between time t1 and t4 i.e.

out

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

PUSH(Sbk);
PUSH(Snp);
C;
ReqD � D;
POP(Snp);
ReqC � C;
POP(Sbk);

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
⋂

Req = ∅ . (3)

The rest is purely mechanical. Classically, the out set of a code sequence is:

out(A;B) = out(A) ∪ out(B) ,
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except in the special case of a PUSH/POP pair, which restore their argument:

out(PUSH(v);A; POP(v)) = out(A) \ {v} .

Also, the mechanism of reverse AD ensures that the variables in the required con-
text are actually preserved, and this does not affect the variables used. Writing
for short A � ∅ � A, we have:

out(Req � A) = out(A) \ Req
use(Req � A) = use(A) .

Also, a PUSH alone overwrites no variable. Therefore, equation (2) becomes:(
out(C) ∪ (out(D) \ ReqD)

) \ Snp
⋂

use(C) = ∅ (4)

and equation (3) becomes:((
out(C) ∪ (out(D) \ ReqD)

) \ Snp ∪ (
out(C) \ ReqC

)) \ Sbk
⋂

Req = ∅ . (5)

From (4) and (5), we obtain equivalent conditions on Sbk, Snp, ReqD and ReqC :

Sbk ⊇ (
(out(C) ∪ (out(D) \ ReqD)) \ Snp

∪ (out(C) \ ReqC)
) ∩ Req

Snp ⊇ (
out(C) ∪ (out(D) \ ReqD)

) ∩ (
use(C) ∪ (Req \ Sbk)

)
ReqD ⊇ (out(D) \ Snp) ∩ (

use(C) ∪ (Req \ Sbk)
)

ReqC ⊇ (out(C) \ Sbk) ∩Req .

Notice the cycles in these inequations. If we add a variable into Snp, we may be
allowed to remove it from ReqD, and vice versa: as we said, there is no unique best
solution. Let’s look for the minimal solutions, i.e. the solutions to the equations
we obtain by replacing the “⊇” sign by a simple “=”.

Solving for the Unknown Sets. Manipulation of these equations is tedious
and error-prone. Therefore, we have been using a symbolic computation system
(e.g. Maple [8]). Basically, we have inlined the equation of, say, Snp into the
other equations, and so on until we obtained fixed point equations with a single
unknown X of the form

X = A ∪ (X ∩B) ,

whose solutions are of the form “A plus some subset of B”. The solutions are
expressed in terms of the following sets:

Snp0 = out(C) ∩ (use(C) ∪ (Req \ out(C)))
Opt1 = Req ∩ out(C) ∩ use(C)
Opt2 = Req ∩ out(C) \ use(C)
Opt3 = out(D) ∩ (use(C) ∪Req) \ out(C) .

(6)
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For each partition of Opt1 in two sets Opt+1 and Opt−1 , and similarly for Opt2
and Opt3, the following is a minimal solution of our problem:

Sbk = Opt+1 ∪ Opt+2
Snp = Snp0 ∪ Opt−2 ∪ Opt+3
ReqD = Opt−3
ReqC = Opt−1 ∪ Opt−2 .

(7)

Any quadruplet of sets (Sbk, Snp, ReqD, ReqC) that preserves the derivatives
(compared to the no-checkpoint code) is equal or larger than one of these minimal
solutions. Notice that Opt1 ⊆ Snp0, and Snp0, Opt2, and Opt3 are disjoint.

4 Discussion and Experimental Results

The final decision for sets Sbk, Snp, ReqD, and ReqC depends on each particular
context. No strategy is systematically best. We looked at two options.

We examined first the option that was implemented until recently in our
AD tool tapenade [7]. We call it “eager snapshots”. This option stores enough
variables in the snapshots to reduce the sets ReqD and ReqC as much as possi-
ble, therefore reducing the number of subsequent PUSH/POP in D and C. Equa-
tions (7) show that we can even make these sets empty, but experiments showed
that making ReqD empty can cost too much memory space in some cases.

As always, the problem behind this is undecidability of array indexing: since
we can’t always tell whether two array indexes designate the same element or
not, the “eager snapshot” strategy may end up storing an entire array whereas
only one array element was actually concerned.

Therefore “eager snapshot” chooses Opt−1 and Opt−2 empty but

Opt+3 = out(D) ∩ (use(C) \ Req) \ out(C)
Opt−3 = out(D) ∩ Req \ out(C)

which gives:

Sbk = Req ∩ out(C)
Snp = (out(C) ∩ (use(C) ∪ Req \ out(C)))∪

(out(D) ∩ use(C) \ Req \ out(C))
ReqD = out(D) ∩ Req \ out(C)
ReqC = ∅ .

(8)

Notice that intersection between Sbk and Snp is nonempty, and requires a special
stack mechanism to avoid duplicate storage space.

We examined another option that is to keep the snapshot as small as possible,
therefore leaving most of the storage work to the TBR mechanism inside D and
C. We call it “lazy snapshots”, and it is now the default strategy in tapenade.
Underlying is the idea that the TBR mechanism is efficient on arrays because
when an array element is overwritten by a statement, only this element is saved.
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Therefore, “lazy snapshot” chooses all Opt+1 , Opt+2 , and Opt+3 empty, yielding:

Sbk = ∅
Snp = out(C) ∩ (Req ∪ use(C))
ReqD = out(D) ∩ (Req ∪ use(C)) \ out(C)
ReqC = out(C) ∩ Req .

(9)

We ran tapenade on our validation application suite, for each of the two
options. The results are shown in Table 1. We observe that lazy snapshots per-
form better in general. Actually, we could show the potential advantage of eager
snapshots only on a hand-written example, where the checkpointed part C re-
peatedly overwrites elements of an array in Req, making TBR mechanism more
expensive than a global snapshot of the array. On real applications, however,
this case is rare and lazy snapshots work better.

Table 1. Comparison of the eager and lazy snapshot approaches on a number of small
to large applications

Code Domain Orig. time Adj. time Eager (8) Lazy (9)
OPA oceanography 110 s 780 s 480 Mb 479 Mb
STICS agronomy 1.8 s 35 s 229 Mb 229 Mb
UNS2D CFD 2.7 s 23 s 248 Mb 185 Mb
SAIL agronomy 5.6 s 17 s 1.6 Mb 1.5 Mb
THYC thermodynamics 2.7 s 12 s 33.7 Mb 18.3 Mb
LIDAR optics 4.3 s 10 s 14.6 Mb 14.6 Mb
CURVE shape optim 0.7 s 2.7 s 1.44 Mb 0.59 Mb
SONIC CFD 0.03 s 0.2 s 3.55 Mb 2.02 Mb
Contrived example 0.02 s 0.1 s 8.20 Mb 11.72 Mb

Whatever the option chosen, equations (7) naturally capture all interactions
between successive snapshots. For example, if several successive snapshots all
use an array A, and only the last snapshot overwrites A, it is well known that A
must be saved only in the last snapshot. However, when an AD tool does not
rely on a formalization of checkpointing such as the one we introduce here, it
may very well happen that A is stored by all the snapshots.

5 Conclusion

We have formalized the checkpointing technique in the context of reverse AD by
program transformation. Checkpointing relies on saving a number of variables
and several options are available regarding which variables are saved and when.
Using our formalization and with the help of a symbolic computation system, we
found that no option is strictly better than all others and we could specify all the
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possible optimal options. This gives us safer and more reliable implementation
in AD tools.

We selected two possible optimal options and implemented them in the AD
tool tapenade. Experience shows that the option called “lazy snapshots” per-
forms better on most cases.

However, we believe that for reverse AD of a given application code, the option
chosen need not be identical for all checkpoints. This formal description of all
the possible options allows us to look for the best option for each individual
checkpoint, based on static properties at this particular code location. In this
regard, we used symbolic computation again and came up with a very pleasant
property: for a given checkpoint, whatever the optimal option chosen for the
snapshot, the out set of this piece of code turns out to be always the same:

out(C;D) =
(
out(C) ∪ ((out(D) ∪ out(C)) \ use(C))

) \ Req .

If checkpoints are nested, this out set is what influences possible enclosing check-
points. Therefore the choice of the optimal option is local to each checkpoint.

One of the current big challenges of reverse AD is to find the best possible
placement of nested checkpoints. This was found [3] for one simple model case.
For arbitrary programs, our formulas show that the segmentation of a code into
the subsections U , C, and D has substantial impact on the memory usage, and
they can help finding good such segmentations.
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Abstract. Linearity analysis determines which variables depend on
which other variables and whether the dependence is linear or nonlinear.
One of the many applications of this analysis is determining whether
a loop involves only linear loop-carried dependences and therefore the
adjoint of the loop may be reversed and fused with the computation of
the original function. This paper specifies the data-flow equations that
compute linearity analysis. In addition, the paper describes using lin-
earity analysis with array dependence analysis to determine whether a
loop-carried dependence is linear or nonlinear.

1 Introduction

Many automatic differentiation and optimization algorithms can benefit from
linearity analysis. Linearity analysis determines whether the dependence between
two variables is nonexistent, linear, or nonlinear. A variable is said to be linearly
dependent on another if all of the dependences along all of the dependence chains
are induced by linear or affine functions (addition, subtraction, or multiplication
by a constant). A variable is nonlinearly dependent on another if a nonlinear
operator (multiplication, division, transcendental functions, etc.) induces any of
the dependences along any of the dependence chains.

One application of linearity analysis is the optimization of derivative code
generated by automatic differentiation (AD) via the reverse mode. AD is a tech-
nique for transforming a subprogram that computes some function into one that
computes the function and its derivatives. AD works by combining rules for
differentiating the intrinsic functions and elementary operators of a given pro-
gramming language with the chain rule of differential calculus. One strategy,
referred to as the forward mode, is to compute partials as the intrinsic functions
are evaluated and to combine the partials as they are computed. For example,
forward mode AD transforms the loop in Figure 1 into the code in Figure 2. Re-
verse mode AD results in less computation in the derivative code if the number
of independent variables is much larger than the number of dependent variables.
Figures 3 shows the adjoint code after applying the reverse mode. Notice that
the temporary variable a must be promoted to an array to store results needed
in the adjoint computation.
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a = 0.0
f = 0.0
for i = 1, N

a += x[i]*x[i]
t = sin(a)
f += t

end

Fig. 1. Example loop

d_a = 0.0
a = 0.0
d_f = 0.0
f = 0.0
for i = 1, N

d_a += 2*x[i]*d_x[i]
a += x[i]*x[i]
d_t = cos(a)*d_a
t = sin(a)
d_f += d_t
f += t

end

Fig. 2. Example loop after forward mode AD

a[0] = 0.0
f = 0.0
for i = 1, N

a[i] = a[i-1] + x[i]*x[i]
t = sin(a[i])
f += t

end
for i = N, 1, -1

a_t = a_f
a_a[i] = cos(a[i])*a_t
a_a[i-1] = a_a[i]
a_x[i] = 2*x[i]*a_a[i]

end

Fig. 3. Example loop after reverse mode
automatic differentiation

a = 0.0
f = 0.0
for i = 1, N

a += x[i]*x[i]
t = sin(a)
f += t
a_t = a_f
a_a = cos(a)*a_t
a_x[i] = 2*x[i]*a_a

end

Fig. 4. Adjoint code after reversing the
adjoint loop and fusing it with the origi-
nal computation

Hascoet et al. [6] observed that the forward computation and adjoint ac-
cumulation can be fused if the original loop is parallelizable. In fact, a weaker
condition suffices: the two computations can be fused whenever there are no loop-
carried, nonlinear dependencies and any variables involved in linear loop-carried
dependencies are scalars The example in Figure 1 includes two loop-carried de-
pendence, and both dependences are linear; therefore, the adjoint loop may be
reversed and fused with the original loop as shown in Figure 4.

Such transformations can result in significant performance improvements and
storage savings, by eliminating the need to store or recompute overwritten inter-
mediate quantities such as variable a. Data dependence analysis [2, 4, 18, 14] is
used to determine whether a loop is parallelizable. Precise dependence analysis
techniques can determine which variables are involved in a loop-carried depen-
dence. In the example of Figure 1, such techniques can determine that there are
loop-carried dependences involving the variable f and itself and a and itself. In
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Variable f t a x
f linear linear nonlinear nonlinear
t � � nonlinear nonlinear
a � � linear nonlinear
x � � � �

Fig. 5. The variables in the first column
depend on the variables in the first row
in the specified way. � indicates no de-
pendence

 no dependence

 nonlinear

linear

Fig. 6. Lattice for linearity analysis

this paper, we present linearity analysis as a technique for determining if the
loop-carried dependence is linear or nonlinear.

The result of linearity analysis is the assignment of a dependence class to
each pair of variables in the program. For the example in Figure 1, the analysis
summarizes the dependences between variables as shown in Figure 5. Conserva-
tively determining whether a loop-carried dependence is linear requires checking
only whether the dependence between the variables involved in the loop-carried
dependence is linear. Figure 5 indicates that f depends on itself linearly and the
same applies to variable a; therefore, both of the loop-carried dependencies are
linear.

2 Formulation of Linearity Analysis as a Data-Flow
Analysis

Linearity analysis can be formulated as a forward data-flow analysis [10]. Data-
flow analysis involves representing the subroutine to be analyzed as a control
flow graph. A control flow graph contains directed edges between basic blocks
indicating possible control flow in the program. Each basic block b has a set
of predecessors pred(b) and a set of successors succ(b), and the graph contains
unique entry and exit nodes.

Data-flow analysis propagates data-flow information over the control-flow
graph. For linearity analysis, the data-flow information is which variables are
dependent on which other variables and whether that dependence is linear or
nonlinear, which we refer to as the dependence class. The analysis assigns each
ordered pair of variables a value from the lattice shown in Figure 6. For example,
in the statement

x = 3*z + y**2 + w/(v*v),

x has an linear dependence on z, 〈〈x, z〉, linear〉, a nonlinear dependence on
y, 〈〈x, y〉, nonlinear〉, a nonlinear dependence on w, 〈〈x,w〉, nonlinear〉, and a
nonlinear dependence on v, 〈〈x, v〉, nonlinear〉.

The set IN(b) includes the dependence class assignment for each ordered vari-
able pair that is valid at the entry of basic block b in the control-flow graph. A
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Expression e DEPS(e)
k {〈v, �〉| v ∈ V }
k anyop k

v {〈v, linear〉} ∪ {〈w, class〉| 〈〈v, w〉, class〉 ∈ IN(b)}
e1 ± e2 {〈v1, (class1 � class2)〉

| v1 = v2 and 〈v1, class1〉 ∈ DEPS(e1)
and 〈v2, class2〉 ∈ DEPS(e2)}

∪ {〈v, class〉 | 〈v, class〉 ∈ DEPS(e1) and v /∈ DEPS(e2)}
∪ {〈v, class〉 | 〈v, class〉 ∈ DEPS(e2) and v /∈ DEPS(e1)}

e1 ∗ e2 {〈v1, (nonlinear � class1 � class2)〉
e1/e2 | v1 = v2 and 〈v1, class1〉 ∈ DEPS(e1)

and 〈v2, class2〉 ∈ DEPS(e2)}
∪ {〈v, nonlinear)〉 | 〈v, class〉 ∈ DEPS(e1) and v /∈ DEPS(e2) }
∪ {〈v, nonlinear)〉 | 〈v, class〉 ∈ DEPS(e2) and v /∈ DEPS(e1) }

e1 power 1 {〈v, (linear � class)〉|〈v, class〉 ∈ DEPS(e1)
e1 power k {〈v, (nonlinear � class1)〉 | 〈v, class〉 ∈ DEPS(e1)}

Fig. 7. Definition of the DEPS set for each expression

transfer function fb(IN(b)) calculates the OUT (b) set, which includes the de-
pendence class assignments valid upon exiting the basic block b. The dependence
class for each variable pair 〈u, v〉 is initialized to $, indicating no dependence,
in IN(b) and OUT (b) for all basic blocks in the control-flow graph.

Iterative data-flow analysis visits each node in the control-flow graph comput-
ing the IN(b) and OUT (b) sets until the assignment of data dependence class
to each ordered variable pair converges. The set IN(b) is calculated by per-
forming the pairwise meet over all the sets of data-flow facts valid upon exiting
predecessor basic blocks,

IN(b) = %p∈preds(b)OUT (p).

The meet operation % is performed on the lattice values assigned to each variable
pair. The semantics of the meet operation % is defined by the lattice. For example,
linear % $ equals linear, and linear % nonlinear equals nonlinear.

The set OUT (b) is computed by applying what is referred to as a transfer
function to the IN(b) set. The transfer function fb is first defined for each type
of statement assuming only one statement per basic block. If there are multiple
statements in block b, then fb is the composition of all the transfer functions
for the statements. To define the transfer function fb for linearity analysis, we
define the set DEPS(e) as a set containing a mapping of each variable to a data
dependence class. When variable v maps to dependence class class, 〈v, class〉,
that indicates how an expression e depends upon that variable. The transfer
function fb for the assignment statement x = e is then defined as

OUT (b) = fb(IN(b)) = {〈〈x, v〉, class〉|〈v, class〉 ∈ DEPS(e)}.
The DEPS(e) set is defined in Figure 7, where k represents a constant value,

v and w represent variables in the set of all variables V , anyop represents any
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Entry

a = 0.0
f = 0.0

Exit

a += x[i]*x[i]
t = sin(a)
f += t

if (i<=N)

Fig. 8. Control flow graph for
code in Figure 1

Statement s IN(s)
a+=x[i]*x[i] {〈〈v, w〉, �〉 | v, w ∈ V }
t=sin(a) {〈〈a, a〉, linear〉, 〈〈a, x〉, nonlinear〉}

� {〈〈v, w〉, �〉 | v, w ∈ V }
f+=t {〈〈a, a〉, linear〉, 〈〈a, x〉, nonlinear〉,

〈〈t, a〉, nonlinear〉, 〈〈t, x〉, nonlinear〉}
� {〈〈v, w〉, �〉 | v, w ∈ V }

Expression e Deps(e)
0.0 {〈a, �〉, 〈f, �〉, 〈i, �〉, 〈t, �〉, 〈f, �〉}
a+x[i]*x[i] {〈a, linear〉, 〈x, nonlinear〉}
sin(a) {〈a, nonlinear〉, 〈x, nonlinear〉}
f+t {〈f, linear〉, 〈t, linear〉,

〈a, nonlinear〉, 〈x, nonlinear〉}

Fig. 9. Applying the linearity analysis to certain
statements in the control flow graph in Figure 8

operation, and power represents the power operation. Notice that if a variable
occurs in both subexpressions of a binary operator that DEPS is computed dif-
ferently than when a variable only occurs in one of the subexpressions. Figure 8
shows the control flow graph for the example program from Figure 1. Figure 9
shows the IN and DEPS sets for some of the statements in the example pro-
gram. Note that the IN set for a statement in a basic block is equivalent to the
OUT set for the previous statement.

The worst-case complexity of linearity analysis is O(N4(E + V )), where N
is the number of variables, E is the number of edges in the control-flow graph,
and V is the number of nodes in the control flow graph. Each pair of variables
has a lattice value associated with it, and there are N2 pairs. Each lattice value
may be lowered at most twice; therefore, the graph may be visited 2 ∗N2 times.
The size of the graph is E+V . When each node is visited, the computation may
apply meet and transfer operations to each variable pair, O(N2).

2.1 Detecting Nonlinear Loop-Carried Dependences

Data dependence analysis provides information about which variable references
are involved in loop-carried dependences. If a particular variable is involved in
a loop-carried dependence, and the variable depends on itself nonlinearly based
on the results of linearity analysis, then the loop may involve a nonlinear loop-
carried dependence.

2.2 Limitations

As formulated, linearity analysis is incapable of determining that the loop shown
in Figure 10 has no loop-carried, nonlinear dependences. Specifically, there is a
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loop-carried dependence between b and c due to c[i] = b[i-1], and there is a non-
linear dependence between b and c due to c[i] = b[i]*x[i]. However, the non-
linear dependence is not loop carried.

One can determine whether there for i = 1 to N
b[i] = 3*x[i]
c[i] = b[i-1] + b[i]*x[i]

end

Fig. 10. Example where the current formu-
lation of linearity analysis combined with
data dependence analysis is overly conser-
vative

are nonlinear, loop-carried dependen-
cies if the data-flow analysis is done
on a use-by-use basis. This data-flow
problem could be significantly more
expensive than basic linearity anal-
ysis. In order to achieve higher pre-
cision at a reasonable cost, while
re-using as much analysis as possible,
a closer coupling between linearity analysis and data-dependence analysis may
be required.

3 Other Applications

Linearity analysis is also useful for a sort of “predictive slicing.” In a so-called
“pure” derivative computation [8], one wants to compute only the derivatives of
a function and not the function itself. However, by default AD produces code
that computes both the function and its derivatives, primarily because many of
the intermediate function values are required to compute derivatives. However,
when it can be determined that the
dependent variables depend only a = 0.0

for i = 1, N
a += x[i]*x[i]
a_t = a_f
a_a = cos(a)*a_t
a_x[i] = 2*x[i]*a_a

end

Fig. 11. Reverse mode AD, computing only
derivatives via predictive slicing

linearly on an intermediate function
value, then that intermediate value
is not needed in the derivative com-
putation. Therefore, the generated
derivative code may omit the com-
putation of these intermediates.
This is equivalent to generating the
derivative code, then performing a
backward slice [17] from the deriva-
tive variables. Figure 11 illustrates
the use of predictive slicing on the example of Figure 4. The dependent variable
f depends nonlinearly only on a and x; therefore, t and f do not need to be
computed.

Linearity analysis can be combined with array data flow analysis to iden-
tify functions f(x) : Rn �→ R that can be decomposed into the form: f(x) =∑m

i=1 Fi(x) where each Fi is a function of only a few elements of the vector x.
This is the simplest form of partially separable function [13]. The Jacobian of
F (x) : Rn �→ Rm is sparse and this sparsity can be exploited by using compres-
sion techniques [1]. The gradient of f is the sum of the rows of this Jacobian.
Thus, gradients of such functions can be computed efficiently using the forward
mode.
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Linearity analysis is also directly useful in numerical optimization. Optimiza-
tion algorithms distinguish between linear and nonlinear constraints in order to
reduce the cost of derivative evaluations (the derivatives of linear constraints
are constant), to reduce the problem size via preprocessing, and to improve the
performance of the optimization algorithm. Experimental results from Gould
and Toint [5] indicate that preprocessing of the linear and bound constraints
reduces the number of constraints by 19% and the total time to solution by 11%
on average. Combined with the added savings from fewer constraint evaluations,
derivative evaluations, and faster convergence, the savings can be substantial.
Preliminary experiments indicate that when all constraints can be identified as
linear, savings of 50% or more are possible.

4 Related Work

Karr [9] and Cousot [3] determine linear equalities and linear inequalities be-
tween variables. The focus for such techniques is to find program invariants for
use with automated reasoning tools. More recent research [12, 15] discovers a sub-
set of nonlinear relationships, polynomial relationships of bounded degree. None
of these techniques distinguishes between a nonlinear dependence and a lack of
dependence. Therefore, they are not suitable for the types of program optimiza-
tion we have described. To-be-recorded (TBR) analysis [7] identifies the set of
variables that are needed for derivative computation and thus must be recorded
if overwritten. This analysis is similar to linearity analysis, but includes index
variables, excludes variables that are never overwritten, and does not identify
pairwise dependence. Linearity analysis can be readily extended to polynomial
degree analysis. We have also extended polynomial degree analysis to a restricted
form of rationality analysis. Polynomial degree analysis and rationality analysis
have applications in code validation [11].

5 Conclusions and Future Work

We have presented a formal data-flow formulation for linearity analysis. Linear-
ity analysis has several applications in automatic differentiation and numerical
optimization. In addition to the applications already discussed, linearity and
polynomial degree analysis have applications in code derivative-free optimiza-
tion, nonlinear partial differential equations, and uncertainty quantification. We
are implementing linearity and polynomial degree analysis in the OpenAnalysis
framework [16] to provide compiler infrastructure-independent analysis. We are
investigating ways to tightly couple linearity analysis with dependence analysis
to address the limitations discussed in Section 2.2.
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Abstract. In forward mode Automatic Differentiation, the derivative
program computes a function f and its derivatives, f ′. Activity analysis is
important for AD. Our results show that when all variables are active, the
runtime checks required for dynamic activity analysis incur a significant
overhead. However, when as few as half of the input variables are inactive,
dynamic activity analysis enables an average speedup of 28% on a set
of benchmark problems. We investigate static activity analysis combined
with dynamic activity analysis as a technique for reducing the overhead
of dynamic activity analysis.

1 Introduction

In forward mode Automatic Differentiation (AD), the derivative program com-
putes a function f and its derivatives, f ′. Activity analysis [5, 8, 12, 10, 7] deter-
mines which temporary variables lie along the dependence chains between inputs
and outputs of the function f . When only a subset of the inputs and outputs
are being studied, activity analysis can be used to identify an associated subset
of local variables that are defined and used along the dependence chains from
the independents (inputs of concern) to the final calculation of the dependents
(outputs of concern).

Activity analysis has the potential to significantly reduce the number of calcu-
lations needed to produce the dependents from the independents. Unfortunately,
static activity analysis (done at compile time) may in the presence of control flow
be too conservative. On the other hand, dynamic activity analysis (done at run-
time) may introduce a significant amount of overhead.

In this paper, we quantify the overhead of performing dynamic activity anal-
ysis on a number of benchmarks. Our results show that when all variables are
active, the runtime checks required for dynamic activity analysis incur a signifi-
cant overhead. However, when as few as half of the input variables are inactive,
dynamic activity analysis enables an average speedup of 28% on a set of bench-
mark problems.
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Fig. 1. Function Fig. 2. Derivatives

In Section 2 we provide the motivation for our studies. In Section 3 we present
currently available activity analysis and our extensions. Next, we present our
study of the overhead of dynamic activity analysis in Section 4. In Section 5 we
present our hybrid static/dynamic analysis. Finally, we discuss future work and
conclude in Section 6.

2 Motivation

We demonstrate the importance of activity analysis to AD with the following
examples. In Figure 1, we show an example function f with an input variables x
and z and an output variable y. AD would generate the derivative code shown
in Figure 2 to calculate the derivative of y with respect to x (where we represent
∂y/∂x as just the variable dy). Activity analysis is applied to the original pro-
gram and determines which temporary variables lie along the dependence chain
between independent variables (a subset of the inputs) and dependent variables
(a subset of the outputs). In the example, local variable c is active while local
variable a is not. Variable a is inactive because it does not depend upon the
value of x. Variable c is active because it depends upon the value of x and is
used to compute the value of y. Activity information enables an AD tool to avoid
generating the code that has been crossed out in Figure 2. In real applications,
one typically uses the vector mode of AD1 and the variables da, dc, and dy are
arrays. Furthermore, the update dy = a*dc + c*da; becomes

for(i=0;i<nindeps;i++)
dy[i] = a*dc[i] + c*da[i];

Thus, activity analysis offers the opportunity for substantial savings, especially
when the number of independent variables is small.
1 For simplicity, we restrict our discussion to the forward mode of AD. In the reverse

mode, activity analysis offers substantial savings opportunities through reduced stor-
age requirements.
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bool flag;
double g, z;
void f2(double x, double &y)
{

double a,b,c;
if (flag) {

a = g * z;
} else {

a = x * x;
}
c = x * 9;
y = a * c;

}

Fig. 3. Example function, f2, where the control-path is not known at compile time.
When flag is true, local variable a will be inactive. When flag is false, local variable
a will be active.

Activity analysis can be performed within a data-flow analysis framework.
Unfortunately, due to control-path uncertainty, not all variables can be statically
identified as active or inactive. Consider the function f2 in Figure 3. The control-
path through f2 is not decidable at compile time. Now, a will be active if flag
is false and it will be inactive if flag is true. Statically we can characterize a as
active to be conservative but this would result in more work than necessary. The
amount of unnecessary work depends upon the number of independent variables
that were selected when the derivative code was produced. Specifically, for f2,
that would just be one (just x). For derivative code in general, that will probably
not be the case.

We address the problem of activity analysis in the presence of control flow
by characterizing a as may active and augmenting the derivative code to check
the activity of a dynamically during run-time. This technique is called dynamic
analysis or run-time analysis. Specifically we associate a boolean flag with each
gradient vector (e.g., da) to indicate whether it is active or not.

A naive approach is to just use dynamic activity analysis on all variables. This
involves the overhead of checking the active flag before every derivative compu-
tation. In the next section, we discuss current activity analysis implementations,
along with our extensions. In Section 4 we will see that the overhead of dynamic
activity analysis can be quite high. Thus, we describe a hybrid static/dynamic
approach to activity analysis in Section 5.

3 Dynamic Activity Analysis and AD

Our work with activity analysis is based upon two AD tools: ADIC [6, 3] for
C codes, and OpenAD [13] for Fortran codes. The following subsections discuss
activity analysis with each tool.

Dynamic Activity Analysis in ADIC. ADIC 1.2 does not perform static
activity analysis. All floating-point variables are treated as active unless they
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Table 1. Characteristics of the Fortran benchmarks and dynamic overhead

Benchmark Independent Dependent Size Source Overhead
bminsurf x f, fgrad n = 400 NEOS 1.32

daerfj x fvec, fjac n = 4 Minpack2 1.30
datrfj x fvec, fjac n = 3 Minpack2 1.74
dchqfj x fvec, fjac n = 11 Minpack2 1.68
dedffj x fvec, fjac n = 5 Minpack2 1.51
dodcfg x,lambda f, fgrad n = 20x20 Minpack2 1.24
dsfdfj x,eps fvec, fjac n = 280 Minpack2 1.01
dsscfg x,lambda f, fgrad n = 20x20 Minpack2 1.31

are specifically designated as inactive by the user. The generated derivative code
will include calls to axpy routines, which implement the process of combin-
ing gradient vectors and local partial derivatives according to the chain rule of
calculus. The axpy routines are implemented as C preprocessor macros. ADIC
1.2 provides a set of macros that implements dynamic activity checking. These
macros augment the gradient vectors with an activity flag and check (and set)
the activity flags in the axpy routines.

At runtime, initially the activity flags of all independent variables are set to
true and of all other inputs are set to false. The gradient accumulation macros
check the activity flag of each gradient vector prior to execution to affect the
following:

– When a right-hand-side gradient vector is active, its values contribute to the
calculation of the left-hand-side gradient vector and the activity flag of the
left-hand-side gradient vector is set to active.

– When a right-hand-side gradient vector is inactive, its values do not con-
tribute to the calculation of the left-hand-side gradient vector.

– When all right-hand-side gradient vectors are inactive, the activity flag of
the left-hand-side gradient vector is set to inactive.

Static Activity Analysis in OpenAD. OpenAD does not currently support
dynamic activity analysis. Instead, it uses a static may activity analysis. Given
user-identified independent and dependent variables, the may activity analysis
conservatively identifies local variables that may be active. The generated deriva-
tive code will include calls to sax subroutines, whose function is similar to the
axpy routines in ADIC. These sax routines will only be called using gradient
vectors of variables identified as may active. In Section 5, we define may activity
analysis more fully.

4 Overhead of Dynamic Activity Analysis

While dynamic activity analysis can reduce the number of gradient vector op-
erations within derivative code, it does introduce extra activity flag checking as
overhead. In this section, we quantify the impact of the overhead of dynamic
activity analysis.
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Table 2. Characteristics of the C benchmarks

Abr Benchmark Independent Dependent Size Source
C1 Ackley x f,g n = 20 see [1, 2]
C2 Boxbetts x ret n = 3 GlobOpt
C3 CamShape par, r obj n = 144 ADIC
C4 GenRosenBrock x ret n = 30 GlobOpt
C5 McCormic x ret n = 2 GlobOpt
C6 Paviani x ret n = 10 GlobOpt
C7 Plate2D x f, g mx = 12 TAO
C8 Polygon x obj n = 73 ADIC

4.1 Methodology

We investigated the overhead of dynamic activity analysis on two benchmark
testbeds. For C codes, we generated the derivative code using ADIC 1.2, which
provides two sets of axpy and related routines. The original set is a set of macros
which do not implement the activity flag and thus provide no activity checking.
The second set is a set of hand-coded macros that implement the activity flag and
perform dynamic activity checking. By normalizing the pure dynamic activity
analysis results to the those with no activity check, we quantify the overhead of
dynamic activity analysis.

For Fortran codes, we generated the derivative code using OpenAD, which had
no prior support for dynamic activity analysis. We created a tool to auto-generate
sax subroutines that implement dynamic activity checking. Thus we created two
execution units per benchmark: “No Activity Check” uses the OpenAD default
routines that do not perform dynamic activity checking, while “Pure Dynamic”
uses our auto-generated routines that do. Again, we normalize our Pure Dynamic
results to the No Activity Check results to quantify the overhead of dynamic
activity analysis.

4.2 Results

Table 1 summarizes the Fortran benchmarks used in our experiments. All are
from the Minpack2 benchmark suite [11] except the bminsurf, an example prob-
lem from the TAO Toolkit [4]. The column labeled “Overhead” shows the average
of four Dynamic execution times normalized against the Static execution time.
Our runs represent the maximum possible overhead in that we set all inputs as
independent, and all outputs as dependent prior to derivative code generation.
The benchmarks display a broad range of overhead averaging 39%.

Table 2 summarizes the C benchmarks used in our experiments. Most of the
problems were derived from a c++ test suite for global optimization [9]; the
others are part of the ADIC test suite or TAO examples. Figure 4 displays the
overhead of dynamic activity analysis for each of the C benchmarks. The arith-
metic mean per analysis run is noted in parenthesis within the legend. When
100% of input variables are treated as independent variables (and are therefore
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Fig. 4. Overhead of Dynamic Activity Analysis using C benchmarks and speedup when
only 50% of input variables are independent. Arithmetic means are indicated within
parentheses. See Table 2 for benchmark descriptions.

active), all variables are active and the cost of dynamic activity checking is pure
overhead. The overhead here is significantly lower than that found with the For-
tran benchmarks and can be attributed to differences in benchmarks as well as
dynamic activity analysis implementation. However, in the more realistic situa-
tion where only 50% of the inputs are active, dynamic analysis pays dividends,
reducing the execution time from “No Activity Check” by about 28% on average
and up to 70% in the case of camshape.

5 Static/Dynamic Analysis

As we saw in Section 4, dynamic activity analysis provides full accuracy at the
price of noticeable overhead. OpenAD uses a static may analysis which may
incur less overhead by statically determining which local variables are provably
inactive. In the generated derivative code this overestimate of the set of active
variables ensures correctness but the code may be sub-optimal. We propose a
hybrid static/dynamic activity analysis that uses a static forward-direction must
analysis.

5.1 Must-May Static Activity Analysis

Static activity analysis is based upon the following definitions. A variable, v, is
may-vary when there is at least one control path to a define of v where the value
of v depends directly or transitively upon an independent variable. A variable,
v, is must-vary at a point in the function when all control-flow paths to that
point cause the value of v to depend directly or transitively upon the value of
an independent variable. A variable, v, is may-useful when there is at least one
control path from the define of v to the define of a dependent variable where the
value of a dependent variable depends directly or transitively upon v.

In may activity analysis, a variable, v, is classified may-active when there is
at least one point in the function where v is both may-vary and may-useful.
OpenAD uses the OpenAnalysis [14] toolkit to implement its data-flow analysis.
OpenAnalysis provides a may activity analysis. Partial derivatives for non-may-
active variables never have to be calculated.
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Fig. 5. Fortran results for a variety of static and/or dynamic activity analyses. May and
Must-May are static analyses and Dyn indicates dynamic activity analysis. Arithmetic
means are indicated within parentheses.

In must-may activity analysis, a variable, v, is must-may-active at a point in
the function when v is both must-vary and may-useful. Should the actual execu-
tion path arrive at this point, v will be dynamically active since it is must-vary.
For each memory reference that can be determined must-may-active, we can
remove the activity check of dynamic activity checking. Thus, for some bench-
mark/independent/dependent trios that exhibit must-may-activity, our hybrid
static/dynamic activity analysis may reduce the overhead of dynamic activity
checking. Since we are concentrating on forward mode AD, a must-useful vs.
may-useful analysis is not exploitable.

Using OpenAnalysis, we implemented the must-may activity analysis. We
designed a new set of sax routines that would skip the check of the activity
flag on the known must-may-active gradients. To avoid any extra checking in
this regard, we re-order the arguments to the sax calls to identify by position
the gradients that need to be dynamically checked and those that do not. We
manually adjusted the sax calls in each benchmark’s derivative code to comply
with the new interface. Then we used the must-may activity results to re-order
the arguments. We anticipate that this must-may activity analysis will become
an option in OpenAD, generating calls under the new interface and automatically
re-arranging the arguments.

5.2 Results

In Figure 5 we display the results of our hybrid static/dynamic activity analy-
sis. All data has been normalized to the execution time of No Activity Check.
The arithmetic mean per analysis run is noted in parentheses within the legend.
The second bar represents Pure Dynamic activity analysis and visually shows the
significant overhead (39% average) of dynamic activity checking. The third bar
represents the static May activity analysis with no dynamic activity analysis and
shows the advantage of pruning the derivative code at inactive variables with an
average speedup of 21%. The fourth bar represents the hybrid combination of the
static may activity analysis with dynamic activity analysis. In most benchmarks,
the win from the static may analysis more than compensates for the overhead of
dynamic checking. The fifth bar represents the hybrid combination of the static
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Must-May activity analysis with dynamic activity analysis. Three of the bench-
marks show a decrease in execution time by using must-may activity analysis
rather than may activity analysis. We anticipate that as we reduce the imple-
mentation overhead of our hybrid accumulation routines and examine complex
applications where more variables can be statically identified as must-active, the
benefits of our hybrid strategy will become more apparent.

6 Conclusion

We have implemented a hybrid static/dynamic strategy for activity analysis.
This approach offers the opportunity to use runtime information to avoid un-
necessary derivative accumulation operations, as may occur with conservative
static analysis, while avoiding the overhead of unneeded runtime tests, as may
occur with dynamic analysis. By restricting runtime tests to variables statically
identified as may active and eliminating tests for variables statically identified
as must-may active, we reduce the number of runtime checks. Our experimental
results indicate that this hybrid strategy can sometimes pay dividends, offering
improved performance over both a conservative static strategy and a dynamic
strategy. We anticipate that as we examine more complex applications and elim-
inate some of the implementation overhead of the hybrid strategy, the benefits
of the hybrid static/dynamic strategy will be even more pronounced.
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Abstract. An implementation of Automatic Sparsity Detection (ASD)
as a new source-to-source transformation is presented. Given a code for
evaluation of a function, ASD generates code to evaluate the sparsity
pattern of the function’s Jacobian by operations on bit-vectors. Similar
to Automatic Differentiation (AD), there are forward and reverse modes
of ASD. As ASD code has significantly fewer required variables than AD,
ASD should be operated in pure mode, i.e. without an evaluation of the
underlying function included in the ASD code. In a performance compar-
ison of ASD to AD on five small test problems, ASD is about two orders
of magnitude faster than AD. Hence, for a particular class of sparse Ja-
cobians, it is efficient to determine first the sparsity patten via ASD. In a
subsequent AD step, this allows to reduce the effective dimension for the
evaluation of the Jacobian by avoiding the evaluation of zero elements
via a selection of seed matrices according to the sparsity pattern.

1 Introduction

Automatic Differentiation (AD) generates derivative code for evaluation of the
Jacobian matrix that corresponds to a given code for evaluation of a function.
Often the Jacobian is sparse, and, if this sparsity information is available, it can
be exploited to compute the Jacobian more efficiently. The basic idea is that
evaluation of Jacobian entries that are known to be zero is not necessary, which
may allow to reduce the effective dimension for the Jacobian evaluation. Algo-
rithms for exploiting Jacobian sparsity have been developed and demonstrated
by Curtis Powell Reid (CPR) [6], Newsam and Ramsdell [13, 7], and Coleman
and Verma (bi-coloring, [4]), details can be found in the respective references.

In some cases the sparsity structure is not known or changes with the in-
put. Bischof et al. [3] describe a dynamical approach of tracking the sparsity
structure (via calls to special bookkeeping routines of an extra library) during
the evaluation of forward mode derivative code. Within an operator overloading
framework, Geitner et.al. [7] describe how to determine the sparsity pattern by
re-executing the tape, a representation of the underlying function, generated in
a previous execution of the function code. The tape is built by overloading every
operation to store the operands and the operation. The sparsity is represented
by bit patterns and combined by logical ’or’ operations.

Here we describe the source-to-source equivalent, that is, a semantical trans-
formation of the original function code to a code that evaluates the sparsity
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structure of the function’s Jacobian. This transformation has been implemented
in TAF (Transformation of Algorithms in Fortran, [8, 11]). TAF is an AD-tool
for Fortran77-95 programs. It normalises the function code and applies a control
flow analysis in order to replace old style Fortran constructs and to transform un-
structured code to high-level structures. Irreducible control flow graphs are made
reducible by node copying [10]. An intra-procedural data dependence analysis
is applied to determine loop-carried flow, anti-flow, or output dependences. The
following inter-procedural data flow analysis computes the IN and OUT sets [5]
of all statements based on the given dependent and independent variables of the
top-level routine. A variable is active if it depends on the independent variables
and influences the dependent variables [2]. Derivative (AD) or bit-vector (ASD,
see below) variables are only built for active variables, and derivative or sparsity
code is only generated for active statements, i.e. statements that compute ac-
tive variables. In reverse modes of AD and ASD, TAF generates recomputations
for required variables by an extension of the Efficient Recomputation Algorithm
(ERA [9]). ERA uses demand-driven program slicing to generate only a mini-
mum of recomputations.

Depending on the number of independent and dependent variables, ASD is
applied in forward or reverse mode to compute the Jacobian’s sparsity. In the
presence of a priori knowledge about the sparsity structure of a Jacobian on a
block level, it is most efficient to restrict ASD to a subset of all blocks.

2 Transformation Rules

In this section we present the rules of transforming the function code into both
types of ASD codes, the forward and the reverse one. To keep the notation
simple, the rules are shown for computing the sparsity structure of a boolean
vector times Jacobian product in forward mode and a boolean Jacobian times
vector product in reverse mode. In the following f, x, y are active variables with
corresponding boolean variables f̂ , x̂, ŷ, which hold the sparsity structure that
is propagated by the ASD code. In order to compute the full sparsity pattern
in the above boolean product the vectors are replaced by the boolean identity
matrices (true on the diagonal). In the transformation rules given below, the
boolean variables are then to be replaced by boolean vectors.

For a binary operation ◦ ∈ {+,−, ∗, /, ∗∗}, the assignment

f = x ◦ y
is transformed by forward mode ASD to:

f̂ = x̂ ∨ ŷ
and by reverse mode ASD to:

x̂ = x̂ ∨ f̂
ŷ = ŷ ∨ f̂
f̂ = false ,
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where ∨ denotes the logical ’or’. For a unary operation ◦ ∈ {−,+} the assignment

f = ◦x
is transformed by forward mode ASD to:

f̂ = x̂

and by reverse mode ASD to:

x̂ = x̂ ∨ f̂
f̂ = false .

Similar rules apply for a function invocation. For a function of one argument
(e.g. sin, cos, ...), the assignment:

f = func(x)

is transformed by forward mode ASD to:

f̂ = x̂

and by reverse mode ASD to:

x̂ = x̂ ∨ f̂
f̂ = false

It is evident that in ASD, unlike AD, the transformed statements do not
require any values from the original statements. Only to follow (forward mode)
or to reverse (reverse mode) the control flow, values may be required (if-then-
else and case constructs). They are provided in the same fashion as for AD (see
[8]). Owing to the reduced number of required values, the pure forward and pure
reverse modes, which compute only sparsity and do not evaluate the function
itself, have a considerable advantage in efficiency. In TAF both pure modes are
implemented for AD and ASD. A command line option triggers generation of
the corresponding codes.

3 Implementation

The ASD implementation in TAF propagates the sparsity structure in bit-
vectors. Depending on the platform used, a Fortran-90 bit-vector is an integer
variable that holds 32 bits, if the kind parameter is 4 (byte), or 64 bits, if the
kind parameter is 8 (byte). 1

This way several matrix vector products are computed simultaneously. The
logical operation ’or’ is implemented by the IOR intrinsic function. It has two bit-
vector arguments and a bit-vector result. Inside the bit-vector the value ’false’ is
1 For most efficient code the bit-vector should be as long as a word of the processor.
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represented by a zero bit. A false bit-vector (all bits are false) is represented by 0
and a true one by NOT(0), where NOT is the Fortran-90 intrinsic function. For
initialisation individual bits are set by IBSET and for interpretation of the results
they are tested by BTEST, both of which are Fortran-90 intrinsic functions.

As an example we use the single assignment

f = a ∗ x+ y ∗ sin(z)

which computes a new value for the variable z. It is assumed that only the
variables x,y,z, and f are active.

In forward mode, ASD generates the assignment

sf = IOR(sx, IOR(sy, sz)) ,

where sf is the bit-vector corresponding to the active variable f . Other vari-
able names are generated accordingly. In some cases the RHS expression can
be simplified by applying the rules of boolean operations. Here one bit-vector
corresponds to one active variable and the code computes 32 (64) matrix times
vector products simultaneously. In order to compute more vectors, a bit-vector
array is generated. The statements remain unchanged, since Fortran-90 elemen-
tal intrinsic functions2 operate on scalars and arrays.

In reverse mode ASD generates the sequence of assignments

sx = IOR(sx, sf)
sy = IOR(sy, sf)
sz = IOR(sz, sf)
sf = 0

Similar to AD, the bit-vector to the LHS variable f is reset after the bit-vectors
of all RHS variables have been updated.

4 Performance

The Minpack-2 collection [1] provides several test function codes based on real
physical problems. Codes to evaluate their Jacobian, Jacobian vector products,
and Jacobian sparsity are also provided. We have selected five problems of this
collection to compare the performance of automatically generated ASD and
AD codes:

FDC flow in a driven cavity
FIC flow in a channel
IER incompressible elastic rods
SFD swirling flow between disks
SFI solid fuel ignition

2 For transformational intrinsic functions such as MATMUL more complex statements
must be generated.
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Each function code solves a differential equation on a grid of variable size.
Both the numbers of input and output variables are set equal to the num-
ber of grid points (N), i.e. the Jacobian is quadratic. The number of floating
point operations in the function code and both dimensions of the Jacobian scale
with N .

For each test code, TAF was first used in AD mode to generate code eval-
uating the full Jacobian (without any seeding) in forward and reverse modes.
Next TAF’s ASD mode was applied to generate forward and reverse mode codes
evaluating directly the Jacobians’ sparsity patterns. The codes were compiled
with -O3 by the Lahey Fortran-95 compiler and run on an Athlon Linux PC for
different values of N . In the code bit-vectors were represented by default integer
variables (kind=4).

Fig. 1 shows the relative run-times for these cases. The runtime of ASD code
is about two orders of magnitude faster than than that of AD code evaluating
the full Jacobians. This is not only a consequence of the simultaneous propa-
gation of 32 logical values by the operations on bit-vectors and of ASD’s lower
number of operations. An additional performance gain is achieved by the capa-
bility of TAF to generate code operating in pure forward and reverse modes. It
is worth noting that the advantage of ASD over AD is almost always bigger in
forward mode. Presumably this is owing to the smaller number of IOR opera-
tions required by forward model ASD as compard to reverse mode ASD, which
is also illustrated by the example of section 3. Fig. 2 shows the ratio of run times
for reverse and forward modes of AD, which don’t change much with problem
size.

The Carbon Cycle Data Assimilation System (CCDAS, http://CCDAS.org,
[15, 14]) provides an example of a large-scale ASD application. CCDAS uses ob-
served atmospheric carbon dioxide to constrain parameters in a global model
of the terrestrial biosphere. A subset of the parameters are chosen to be spe-
cific to the model’s plant functional types (PFTs), e.g. tundra. Uncertainties
in the observations are back-propagated via the model’s Hessian to parameter
uncertainties. To map these parameter uncertainties onto uncertainties of target
quantities diagnosed from or prognosed by the model, e.g. the land sink over
a particular region, the corresponding Jacobian is needed. Now, a given region
will typically only host a subset of the global model’s PFTs. Consequently the
sensitivity of the land sink over that region to parameters specific to PFTs not
represented in that region must be zero, i.e. this Jacobian will be sparse. [12]
demonstrate the use of TAF’s ASD mode for the efficient computation of the
sparsity structure of the CCDAS Jacobian that quantifies the sensitivity of the
mean fluxes over latitudinal bands with respect the the model’s parameters.
While the cost of a reverse mode AD run increases by about the cost of 0.25
function evaluations per additional target quantity (from about 3.5 function
evaluations for 1 target quantity to about 26 function evaluations for 96 tar-
get quantities), the cost of the ASD run remains almost constant (at about 2.5
function evaluations).
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Fig. 1. Ratios CPU time(AD)/CPU time(ASD) for the five test codes over dimension of
the problem. Solid lines show reverse mode ratios; dashed lines show forward mode ratios.

5 Conclusions

The rules for the new source transformation Automatic Sparsity Detection (ASD)
have been presented. Given an algorithm to evaluate a function an algorithm to
evaluate the sparsity pattern of the function’s Jacobian is generated. As in Au-
tomatic Differentiation (AD) there are two major modes: the forward and the
reverse mode. In contrast to AD code, which for its local Jacobians requires val-
ues from the function evaluation, ASD code only requires the function’s control
information.
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Fig. 2. Ratios CPU time(AD reverse)/CPU time(AD forward) for evaluation of the full
Jacobian (without any seeding) of the five test codes over dimension of the problem

The implementation of ASD in Fortran-90 has been described and was ex-
plained by a simple example. The run-time of ASD code is about two orders of
magnitude faster than that of evaluating the entire Jacobian by AD and check-
ing for sparsity thereafter. The factor is much larger than the expected gain by
computing several logical values simultaneously using bit-vectors. The reason for
this is the reduced number of operations and the ability of TAF to generate pure
mode ASD code, i.e. code that does not include an evaluation of the underlying
function itself.

Often from prior knowledge about the function the Jacobian can be parti-
tioned into blocks such that the sparsity structure on a block level is known but
within the block is not. In these cases ASD can be restricted to the evaluation
of the sparsity structure within the blocks.
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Abstract. In this paper, electrostatic interaction in two-dimensional
colloidal crystals obeying the non-linear Poisson-Boltzmann equation is
studied numerically. We first give an overview of the recently developed
approach to study of the lattice properties of colloidal crystals. The cen-
tral point of the theory is determination of the force constants, which
are the coefficients of the energy quadratic form of the crystal. Particu-
lar attention is given to the symmetry considerations. Some prospective
topics of research are briefly discussed.

1 Introduction

Colloidal crystals are dispersions of colloidal particles arranged into a regular
lattice. Besides their importance for studying structural phase transitions re-
sembling conventional melting and freezing, they are also well-defined model
systems whose macroscopic properties can be directly connected to the under-
lying microscopic interparticle interactions.

Theoretical analysis of lattice properties of colloidal crystals, such as normal
modes of oscillations or elastic properties, is mostly based on the representation
of the potential energy of the particles as a sum of pair interactions. Although
the concept of pairwise interaction is adequate for many systems, such as the
dipole-dipole interaction [1, 2] and purely entropic forces [3, 4], it fails for charge-
stabilized colloidal crystals. In particular, it was shown that charge-stabilized
colloidal crystals’ elastic properties observed cannot be understood within the
idea of linear superposition of pairwise interactions [5].

In this paper, we consider a two-dimensional charge-stabilized colloidal crystal
obeying the general nonlinear Poisson-Boltzmann (PB) equation. Description of
recently proposed approach [6, 7] is included. Our approach enables the force
constant determination and successfully provides quantitative estimation of the
many-particle effects. It validates the approximation of the nearest neighbor
interaction in such systems. In particular, it turns out that the contribution of
many-particle to the total electrostatic potential energy is significant and cannot
be neglected for a broad range of particle radii and crystal lattice parameters.
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This paper is organized as follows. In Section 2, we state the model formula-
tion. In Section 3, we state the force constants determination. In Section 4, we
discuss the role of symmetry. In Section 5, we present the numerical methods.
Section 6 reports the results. Section 7 draws conclusions.

2 Mathematical Model Formulation

The colloidal crystal under consideration is shown in the Fig. 1. It consists
of infinitely long cylindrical colloidal particles of radius R arranged in a two-
dimensional hexagonal lattice with the lattice constant a. The system of the
particles is immersed in symmetrical univalent electrolyte. The particles are
perfectly rigid dielectric rods. The dielectric permittivity of the particles is much
smaller then the one of electrolyte solution, so it is set to be zero for all numerical
calculations in the paper. The particles are charged with uniform surface charge
density σ which is kept constant (the so-called constant-charge or cc-model). The
crystal system considered in the paper can be pertinent to the behavior of rod-
like objects like DNA molecules, tobacco mosaic viruses [8] and fd viruses [9], rod-
like polyelectrolytes [10] or some mesoscopic objects [11]. Throughout the present
paper, length and electro-static potential are expressed in units of Debye length
κ−1 = (2nq2e/εkT )−1/2 and kT/qe respectively, where n is the concentration of
either of the species in the electrolyte, qe is the absolute value of the electronic
charge, ε is the absolute permittivity of the electrolyte, k is the Boltzmann
constant, T is the absolute temperature, and the rationalised SI system of units
is used to express the factors.

Electric potential φ in such a system obeys the non-linear PB equation [12]
in the electrolyte’s domain outside the particles and the Laplace equation in the
interior of the particles:

∂2φ

∂x2 +
∂2φ

∂y2 =
{

sinhφ, (in the electrolyte),
0, (inside the particles). (1)

Electric field at the surface of the particles meets the electrostatic boundary
condition

En = σ, (2)

where En is a normal component of the electric field in the electrolyte and
dielectric permittivity of the particles is equal to zero. As usual, the tangential
component of the electric field at the interface remains continuous.

There are no net forces on the particles when all the particles are located in
their equilibrium positions. If one or more of the particles are displaced from the
equilibrium, the non-zero net forces on them arise. The force on any particle in
the system can be calculated by means of integration of the stress tensor:

F =
∮
Γ

[
∇φ⊗∇φ−

(
1
2
|∇φ|2 + coshφ− 1

)
I

]
· n dΓ, (3)
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Fig. 1. Two-dimensional hexagonal colloidal crystal lattice. Particles are infinite rods
perpendicular to the plane of the figure. Domain of the numerical problem comprises
seven particles 0 to 6 with corresponding hexagonal Wigner-Seitz cells.

where Γ is a Wigner-Seitz cell’s boundary, n is an outer normal vector to the
element dΓ , and I is an identity matrix. Although any closed loop enclosing
the particle can be employed for the integration, using of the boundary of the
Wigner-Seitz cell is practical since it provides rather low errors in process of
numerical implementation of the integration.

3 Force Constants Determination

Classical potential energy V of a crystal for small displacements of the particles
from the equilibrium positions can be written [13] as follows:

V =
1
2

∑
α,β,N,M

(
∂2V

∂Zα,N∂Zβ,N+M

)
Zα,NZβ,N+M, (4)

where Zα,N is an α-component of the displacement Z from the equilibrium
position pointed by vector N, α = x, y, β = x, y, N and M are vectors of the
Bravais lattice. Coefficients

CM
αβ =

∂2V

∂Zα,N∂Zβ,N+M
(5)

of the quadratic form (4) are called force constants. They do not depend on N
and can be arranged into the square matrix C =

∥∥∥CM
αβ

∥∥∥ of a quadratic form,
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the coefficients CM
αβ at fixed M constituting the 2 × 2 submatrix CM of the

general matrix, and M ∈ {(0, 0), (1, 0), (0, 1), (−1, 1), (−1, 0), (0,−1), (1,−1)} in
our consideration.

Determination of the force constants is based on the observation that the first
derivatives (∂V/∂Zα,N), α = x, y, are merely the components of the force on
the particle N. The forces can be calculated directly by integrating the stress
tensor, as it has been mentioned above, after the solution of the PB equation has
been obtained. Then, the primary numerical data for the forces on the particles
of the system exerted by the shift of the central particle 0 are transformed into
the forces Fα,0 on the central particle caused by the shifts of different particles
using the symmetries of the crystal. These forces are expressed as the functions
of corresponding displacements, both positive and negative: Fα,0 = Fα,0(Zβ,M),
α = x, y, β = x, y, M ∈ {(0, 0), (1, 0), (0, 1), (−1, 1), (−1, 0), (0,−1), (1,−1)}.
Finally, the force constants are obtained as CM

αβ = −∂Fα,0/∂Zβ,M. The dif-
ferentiation was carried out by fitting the numerical data for the functions
Fα,0 = Fα,0(Zβ,M) with polynomials of power 7 and taking the coefficient of
the linear term as the first derivative at point 0.

4 Role of Symmetry

Taking into account the symmetry of the crystal enables significant reduction of
the amount of numerical calculations. First, direct calculation of the forces on
the central particle 0 would require multiple solutions of the PB equation for
configurations with different particles shifted from their equilibrium positions.
Translational and inversion symmetry of the crystal lattice makes it possible to
reduce the calculation of the forces on the central particle 0 arising from the
motion of different particles to the calculation of the forces on all the parti-
cles (seven here) due to the motion of only the central particle alone. Having
the numerical solution of the PB equation for the configuration with only the
central particle shifted, the forces on all the particles in the system can then
be obtained by taking the integral of the stress tensor over the corresponding
contours. The post-solution integration is much less expensive in the sense of
computer resources required than the numerical solution itself.

Second, mirror symmetry of the problem allows the use of only a half of the
problem’s domain. When the particle 0 is shifted along the x-axis, the problem
retains the mirror symmetry about this axis. Thus, without loss of generality,
the upper half of the domain above the x-axis is required.

Finally, rotational symmetry of the crystal lattice allows further reduction of
the calculations at the post-solution stage. The seven particles under considera-
tion belong to two different orbits of the rotational subgroup of the crystal point
group. The first orbit consists of only the central particle 0. The particles 1 to
6 constitute another orbit: they transform into each other when rotating about
the point 0 at the angle multiple of π/3. For symmetry reasons, matrix C(0,0)

has diagonal elements equal to each other and off-diagonal ones equal to zero.
Consequently, matrix C(0,0) is completely determined by only one, say C(0,0)

x,x , of
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its diagonal element. For the same reasons, matrix C(1,0) for the particle 1 has
zero off-diagonal elements and is thus determined by only two diagonal elements
C

(1,0)
x,x and C(1,0)

y,y . Since particles 1 to 6 belong to the same orbit of the rotational
subgroup of the crystal point group the force constant matrices of these parti-
cles are not independent. If the matrix of the particle described by vector M is
known, the matrices of the other particles can be obtained by the matrix trans-
formation according to the rule of quadratic forms’ matrix transformation [9]:

CN = RT(φ)CMR(φ), (6)

where M, N ∈ {(1, 0), (0, 1), (−1, 1), (−1, 0), (0,−1), (1,−1)}, φ is the angle be-
tween the vectors N and M, and superscript T means matrix transposition.
Therefore, the complete set of 28 force constants (7 particles × 4 matrix el-
ements, in the approximation of nearest neighbour interaction) is completely
determined only by the three non-trivial independent parameters which should
be obtained directly from computer experiments. The other constants are ob-
tained then by means of symmetry transformations (6).

5 Numerical Procedures

Equations (1) and (2) are solved numerically using the method described in
[14, 15]. This method combines the finite-element solution of the equation with
an adaptive mesh refinement [16, 17, 18]. It is well suited for the two-dimensional
problems with complicated geometry and variety of boundary conditions. The
domain of the problem for numerical solution consists of the Wigner-Seitz cells
of the central particle 0 and its six nearest neighbours 1 to 6. The standard von
Neumann boundary conditions hold at the outer boundary of the domain.

The numerical calculations are carried out for the central particle shifted by
ten equal steps along the positive direction of the x-axis so that the largest shift
amounted to 10% of the separation distance between the neatest particles. The
forces exerted by this shift on all the seven particles on the particles were calcu-
lated by means of numerical integration of the stress tensor, as it was described
above. Since the domain of the problem is restricted to the seven particles, the
interaction of the central particles with its nearest neighbours is only considered
in this paper. It is shown in [6] that this is a very good approximation for a
broad range of parameters a and R.

Domain of the problem with the mesh of triangular elements on it is shown
in the Fig. 2. Due to the mirror symmetry about the x-axis only the upper half
of the domain is required. The mesh is a Delaunay triangulation of the domain
at each stage of the solution.

6 Results and Discussion

The force constants of the two-dimensional hexagonal charge-stabilized colloidal
crystal for the typical set of parameters σ = 2.0, R = 1.0 and a = 5.0 are shown
in Table 1. Only the three independent force constants are presented; the other
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Fig. 2. Domain of the problem and irregular mesh of triangular elements on it. The
round boundaries of colloidal particles are clearly observed. The mesh is obtained in
the beginning of the solution after the first iteration of the numerical procedure and
consists of 2160 triangular elements. The final mesh is obtained after ten iterations
comprised more than 135000 elements, concentrated mostly at the outer boundaries of
the particles.

ones can be obtained my means of the transformation (6). Complete set of the
results and their systematic analysis are provided in [7]. Nevertheless, the exam-
ple in Table 1 illustrates the main features of the data obtained. First, it turns
out that the force constant C(1,0)

y,y for the system considered is definitely non-
zero, while the theory of harmonic crystal based on the assumption of pairwise
interaction between particles requires always this constant to be strictly equal
to zero. A quantitative estimation of the contribution of the many-particle inter-
action into a total electrostatic interaction in a system was introduced in [6]. It
was shown there that the collective electrostatic interaction in two-dimensional
colloidal crystals cannot be expressed as a sum of pair interactions between the
particles and that the many-particle interactions are strong enough for a broad
range of charge densities σ on the particles, radii R of the particles and lattice
parameters a even at very large ones when the interparticle interaction itself
is weak. Another feature of the data in Table 1 is that the ratio C(0,0)

x,x /C
(1,0)
x,x

is not exactly equal to −3 as it should be according to the approximation of
the nearest-neighbor interaction. A quantitative measure of the validity of the
nearest-neighbor interaction approximation based on this discrepancy was pro-

Table 1. Force constants of the crystal for σ = 2.0, R = 1.0 and a = 5.0

C
(0,0)
x,x C

(1,0)
x,x C

(1,0)
y,y

0.6756891 -0.2663590 0.0480621
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posed in [6]. It was shown there, that this approximation remains a rather good
one for a broad range of crystal parameters σ, R and a.

7 Conclusions

In this paper, we have computationally explored the electrostatic interaction in
two-dimensional colloidal crystals. The non-linear Poisson-Boltzmann equation
has been solved numerically with adaptive finite element method. An overview
of the recently developed approach to study of the lattice properties of colloidal
crystals has been reported. The central point of the theory focuses on determi-
nation of the force constants, which are the coefficients of the energy quadratic
form of the crystal. Particular attention has been given to the symmetry consid-
erations. Some prospective topics of research have briefly been discussed. The
characteristics of the crystal system considered in the paper seem to be valid for
broader range of the colloidal systems. In particular, the crystal with the particles
obeying the constant potential model (cp-model) or recently proposed constant
total charge model (ctc-model) should be investigated. Corresponding calcula-
tions are currently in progress. Different types of crystal lattices, primarily the
square one, are also of interest. One more question to study is the contribution
of the neighbors further then the nearest ones into the total electrostatic inter-
action and corresponding modification of the crystal’s properties. To study this
problem, further development of the program code is needed to enable sufficient
number of particles in the system. There are no doubts that three-dimensional
colloidal crystals possess many features of their two-dimensional counterparts.
However, study of three-dimensional problems will require efforts for new pro-
gram code development utilizing the power of modern libraries for partial differ-
ential equation solution and involving some kind of parallelization [19].
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Abstract. 2D modeling results of the electrostatics and the drain current in 
nanoscale DG MOSFETs are presented. The modeling of the 2D capacitive 
coupling within the device is based on the conformal mapping technique. In 
moderate above-threshold conditions, we obtain self-consistent results, which 
are in excellent agreement with numerical simulations.  

1   Introduction 

In nanoscale double gate (DG) MOSFETs, the electron barrier topology is a critical 
factor when determining conduction paths and currents in the device. A prerequisite 
to obtaining a precise description of such devices is to include two-dimensional (2D) 
effects in the models, based on a self-consistent solution of the 2D field pattern in the 
device. In such an approach, short-channel effects and scaling properties will be 
intrinsic to the model which, accordingly, will require only a minimal parameter set of 
clear physical origin. 

The basic modeling problem is to obtain an analytical or semi-analytical solution 
of a 2D Poisson's equation where the four contacts (source, drain and the two gates) 
and the dielectric gaps define the boundary conditions. According to the superposition 
principle, Poisson's equation can be separated into a 2D Laplace equation for the 
capacitive coupling and the remainder involves the potential distribution established 
by the body charges [1 - 10]. The latter can usually be treated by simplifying 
considerations.  

The Laplace problem for the DG MOSFET can be solved in different ways. One 
possibility is to perform a full Fourier expansion of the potential or by using a low-
order truncation [1-4]. A corresponding procedure by means of expansion in Bessel 
functions has been used for cylindrical surrounding gate transistors [5]. An alternative 
approach is to apply the conformal mapping technique [6], which was first used for 
classical, long-channel MOSFETs [7]. Later, the technique was enhanced and applied 
to sub-100 nm devices [8] and to the subthreshold regime of undoped, nanoscale DG 
MOSFETs [9,10]. Here, we present new modeling results based on this technique 
applied to a wider range of operation. 
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In Section 2, we discuss the conformal mapping as applied to the Laplaces problem 
in DG MOSFETs. In Section 3, we present a classical analysis of the self-consistent 
electrostatics of the device at gate voltages where the concentration of free electrons 
is significant.  

The specific device considered is assumed to have a gate length of L =25 nm, a 
silicon thickness of tSi = 12 nm, a p-type body doping of Na =1015 cm-3, an aluminum 
metal gate, and a high-k gate insulator (nitrated Si-oxide) with a relative permittivity 
of 7 and a thickness of tox = 1.6 nm [11]. In such a small device volume, the depletion 
charge can be neglected. Because of the small dimensions of this device, the drain 
current will have the character of both drift-diffusion and ballistic transport. However, 
we only consider the drift-diffusion formalism since it allows us to make comparisons 
with numerical calculations using the Atlas simulator from Silvaco. 

2   Conformal Mapping and Capacitive Coupling 

The method of conformal mapping is applied since the solution of the Laplace 
equation is more easily derived in the new plane into which the device is mapped. 
This solution is then mapped back to the normal plane using a mapping function for 
the coordinates between the two planes. 

2.1   Conformal Mapping 

The device body described in the normal (x, y) -plane, as depicted in Fig. 1 (with 2D 
equipotential lines indicated), is mapped into the upper half of a complex (u, iv) -
plane.  

 

Fig. 1. Schematic view of the DG MOSFET device structure indicating the 2D equipotential 
lines associated with capacitive coupling between the contacts 

The boundary of the body is mapped into the real u-axis [9], as shown in Fig. 2. 
The iv-axis represents the gate-to-gate symmetry line through the body center. To 
simplify the discussion, we replace the insulator of thickness tox by an electrostatically 
equivalent silicon layer of thickness t'ox=tox s/ ox, where s and ox are the permittivities 
of the silicon and the insulator, respectively. Laplace's equation is then considered for 
this extended body whose boundary is defined by the inner surfaces of the gate 
electrodes, the source, the drain, and the insulator gaps in the four corners between the 
contacts. In the strongly doped source and drain contacts, the depletion widths will be  
 



 Self-consistent 2D Compact Model for Nanoscale Double Gate MOSFETs 609 

 

Fig. 2. The body of the DG MOSFET mapped into the upper half of the (u, iv)-plane. The insets 
show the mapping functions for the u-axis (lower), the iv-axis (upper left) and the circle with 
radius 1/ k. These represent the boundary, the gate-to-gate symmetry line, and the source-to-
drain symmetry line, respectively. 

small compared to the body dimensions and can be neglected, although the potential 
drops within this region should be counted. 

The mapping of the boundary is defined by the following Schwartz-Christoffel 
transformation [5,9,10]: 
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Here, F(k,u + iv) is the elliptic integral and K(k)  F(k,1) is the complete elliptic 
integral, both of the first kind. The modulus k is a constant between 0 and 1 
determined by the geometric ratio L/(tsi + 2t'ox). For real arguments in the standard 
range 0  u 1, ample approximate expressions, series expansions, and iteration 
routines exist for F(k,u). F(k, u + iv) can also be expressed in terms of the standard 
elliptic integral for some other values of the argument, both real and complex. In 
addition, routines exist for calculating the values for general complex arguments w. 

Note that in Fig. 2, u = 0 corresponding to x = 0 defines the middle point on the 
upper gate contact (Gate 1). The four corners of the body map to u = ±1 and u = ±1/k. 
The middle point in the lower gate contact (Gate 2) is at u = ±  or v = . 

For the boundary, the mapping functions are given by the following expressions in 
terms of the standard elliptic integral (note that F(k,-u) = - F(k,u)). 
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For the present device, where k = 0.4278, the mapping function for the boundary is 
shown in the lower part of Fig. 2. The gate-to-gate symmetry line, which corresponds 
to the imaginary axis in the w-plane, has the following mapping function [10]: 
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Similarly, the source-to-drain symmetry line maps into a circle of radius 1/ k about 
the origin of the w-plane as follows, 
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where  is the angle measured anticlockwise from the positive u-axis. The mapping 
functions for these two symmetry lines are shown in the upper left and right insets of 
Fig. 2, respectively. 

Once the potential distribution has been calculated in the (u, iv)-plane, it can be 
mapped back into the (x, iy)-plane using the above expressions. 

2.2   Capacitive Coupling 

The potential distribution throughout the body can generally be expressed as [6]  
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where (u') is the electrostatic potential along the boundary, i.e. for all values of u', 
and the integral runs over the entire boundary. The major contributions to this integral 
come from the four equipotential contacts and minor terms come from the insulator at 
the four corners. In the limit of zero insulator thickness, Eq. (7) results in the 
following analytical expression for the potential distribution in the w-plane [10], 
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In our calculations, the effects of a finite insulator thickness are included. VGS1  
and VGS2 are the potentials of Gate 1 and Gate 2, respectively, referred to the  
source contact, VFB is the flat-band voltage for the gates and the silicon body, Vbi is 
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the built-in voltage of the source and drain, and VDS is the drain-source voltage. Along 
the two symmetry lines, Eq. (8) simplifies somewhat. Moreover, the mapping 
functions along these lines can be expressed in terms of the unity-range elliptic 
integrals. 

The potential distribution according to Eq. (8) will dominate the behavior of the 
device in the subthreshold regime. Using the general mapping function of Eq. (1), the 
potential profile can now be transformed back to the z-plane. Fig. 3 shows (x, y) for 
the present device in subthreshold using VGS1 = VGS2= -0.45 V and VDS = 0.5 V.  

 

Fig. 3. Potential distribution over the extended body at subthreshold condition (VDS = 0.5 V and 
VGS1 = VGS2 = -0.45 V) calculated from Eq. (8) and mapped to the (x,y)-plane using the mapping 
functions discussed in Section 2.1 

We note that the potential distribution has a saddle point near the device center, 
corresponding to the minimum barrier energy for electron conduction between source 
and drain. With increasing drain voltage, the barrier minimum is steadily lowered and 
shifted from the device center towards the source. This drain-induced barrier lowering 
(DIBL) is intrinsic to the present formalism as expressed in Eq. (8) [9,10]. An 
excellent agreement between the present model and numerical calculations using the 
Atlas device simulator has been demonstrated [10]. 

With increasing gate voltage, the barrier gate-to-gate energy profile is lowered and 
flattens. Eventually, the barrier minimum shifts to the silicon-insulator interfaces. 
When we approach this regime, the induced electron density will be sufficiently high 
to significantly influence the device electrostatics, requiring a self-consistent analysis 
(see Section 3). 

The device threshold voltage VT can be defined in several ways, for example, in 
terms of a minimum current level, a minimum electron sheet density, or, as is usually 
done for the classical MOSFET, as the gate bias that causes a band bending by twice 
the silicon body Fermi potential at the barrier minimum. Using the latter definition, 
we find from the potential distribution of Eq. (8) that VT = -0.47 V for symmetric 
gates and zero drain bias [10]. For the other definitions, VT will be higher. 
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3   Self-consistent Modeling in Moderate Inversion 

In moderate inversion, the contribution of the electrons to the body potential 
distribution is comparable to that of the capacitive coupling. We assume a classical 
electron distribution and consider specifically the gate-to-gate energy barrier at the 
middle of the device for VGS1 = VGS2 and VDS = 0 V. The shift in position and 
magnitude of the barrier at finite VDS (DIBL-effect) is embedded in the 2D expression 
of Eq. (8) and therefore carries over to the calculation of the modified, self-consistent 
gate-to-gate barrier profile. For the drain current modeling (see Section 4), we have 
adopted a simplified approach where we assume that the gate-to-gate potential 
distribution for finite values of VDS retains the same, near-parabolic form as for VDS = 
0 V, but scaled to reflect the correct barrier minimum as dictated by the DIBL-effect.  

Along the gate-to gate symmetry line, we superimpose the 1D potential 
contribution 1(y) from the free electrons and the 2D contribution 2(y) from the 
capacitive coupling  to obtain the total potential 

( ) ( ) ( )yyy 21 ϕϕϕ +=  (9) 

Classically, 1(y) is determined by integrating twice the 1D Poisson equation for 
the total potential using Boltzmann statistics for the electron density inside the silicon 
layer. This leads to a self-consistent expression for 1(y) in the form of an integral 
equation. To solve this, we approximate (y) by a symmetric parabolic form with a 
maximum deviation m from its boundary value VGS – VFB. For thin devices as here, 
this approximation is found to agree very well with numerical simulations within the 
operating range considered. By adding the resulting, explicit expression for 1(y) to 

2(y) from Eq. (8) in Eq. (9), we obtain the following implicit, algebraic equation 
from which the parameter m can easily be extracted, 
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Here, erf is the error function and sgn returns the sign of its argument. Fig. 4a) shows 
a comparison of the potential m versus applied VGS for VDS = 0 V as calculated from 
Eq. (10) and simulated classically from Atlas. Note that in the model calculations, we 
have adjusted Vbi to include the effects of a finite depletion width inside the source 
and drain. We observe an excellent agreement between the model and the simulation 
within the range of VGS considered. 

4   Drain Current Modeling 

The small dimensions of the present device indicate that the drain current will have 
the character of both drift-diffusion and ballistic/quasi-ballistic transport. Here, we 
discuss a drain current model based the classical drift-diffusion formalism.  
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For this device, the barrier topography at maximum is relatively rigid, i.e., it is 
little affected by the drain current for a reasonable set of bias voltages within the 
subthreshold and moderate inversion regimes. This allows us to use the following 
simple, explicit drift-diffusion model for the current that relies on the shape of the 
barrier near its maximum [12], 

( ) ( ) ( ) ( )
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Here, W is the device width, VF(x) is the quasi-Fermi potential in the channel, ns(x) is 
the sheet electron density of the channel, and nso(x) is the same density in the absence 
of drain current (constant VF from source through the barrier). Note that with IDD 
obtained from Eq. (11), we can go back and find an estimate of the true VF(x).  If 
necessary, this, in turn, can be used to derive a self-consistent expression for IDD, 
where the effect of the current on the barrier profile is included.  

Fig. 4b) shows a comparison between the modeled drift-diffusion current obtained 
from Eq. (11) and the corresponding current using the Atlas device simulator. Note 
that in this model calculation, we have adjusted the effective gate length slightly to 
account for the true path length of the carriers through the channel. Again, we observe 
an excellent agreement between modeled and simulated results within the range of 
VGS considered.  

 

a) b) 

Fig. 4. Comparison of  m versus VGS for VDS = 0 V (a) and drift-diffusion current versus VGS 
for VDS = 0.1 V, 0.2 V and 0.3 V (b) between calculations based the present model (Eqs. (9) and 
(11)) (solid curves) and  numerical simulations performed with Atlas (symbols) 

5   Conclusion 

We have developed a precise, compact 2D model for nanoscale DG MOSFETs for the 
subthreshold and the moderately strong inversion regimes of operation. The 2D 
modeling is based on conformal mapping techniques and a self-consistent analysis of 
the energy barrier topography, that include the effects of both the capacitive coupling 
between the contacts and the presence of electrons. Assuming a drift-diffusion 
transport mechanism, the drain current calculated from the present model and from 
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numerical simulations (Atlas) show excellent agreement. Extensions of the model to 
include the strong inversion regime, quantum effects, and ballistic/quasi-ballistic 
transport are under way.   
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Abstract. In sub-micron technologies MOSFETs are modeled by complex 
nonlinear equations. These equations include many process parameters, termi-
nal voltages of the transistor and also the transistor geometries; channel width 
(W) and length (L) parameters. The designers have to choose the most suitable 
transistor geometries considering the critical parameters, which determine the 
DC and AC characteristics of the circuit. Due to the difficulty of solving these 
complex nonlinear equations, the choice of appropriate geometry parameters 
depends on designer’s knowledge and experience. This work aims to develop a 
neural network based MOSFET model to find the most suitable channel pa-
rameters for TSMC 0.18µ technology, chosen by the circuit designer. The pro-
posed model is able to find the channel parameters using the input information, 
which are terminal voltages and the drain current. The training data are obtained 
by various simulations in the HSPICE design environment with TSMC 0.18 m 
process nominal parameters. The neural network structure is developed and 
trained in the MATLAB 6.0 program. To observe the utility of proposed 
MOSFET neural network model it is tested through two basic integrated circuit 
blocks. 

1   Introduction 

The MOSFET channel length and channel width parameters directly affect the current 
driving capability of the transistor depending on the node voltages. It is difficult to 
choose the appropriate channel parameters since the MOSFETs are modeled by com-
plex nonlinear equations with many dependent and independent parameters [1].  

In [1] a neural network based method for MOSFET channel length and width  
parameters are introduced and applied to YITAL 1.5µ process technology. In [2] a 
neural network based model for YITAL 1.5µ is developed. The main difference be-
tween these two papers is; in [1] consideration of drain-source voltage change is also 
included into the neural network model. In [2], inputs are gate-source voltage and the 
drain current. The drain-source voltage is kept constant at 5 V.  
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Other existing applications are generally modeling s-parameters for RF transistors 
using neural networks. In [3], [4], [5] and [6] frequency attitude of a microwave tran-
sistor is modeled using Multi Layer Perceptron (MLP) neural networks. 

In [7] Operational Transconductance Amplifier (OTA) circuits by being complete 
systems are modeled using neural networks. In [8], transistor arrays modeled using 
genetic algorithms.  

In this work the same fundamental approach with [1] implemented for YITAL 1.5µ 
technology is implemented for 0.18µ TSMC process technology. However, the neural 
network structures and developed transistor models between these two approaches are 
different. In this work BSIM3 MOS transistor model is used where as in [1] MOSFET 
Level 3 model is used for developing the neural networks.   

The proposed model in this work aims to find the channel parameters with the 
given drain current and the input node voltages of a MOSFET for a submicron proc-
ess technology. The model is based on a MLP neural network structure since it is a 
good choice for modeling applications due to the ability of function approximation.  

The inputs of neural network model are the input gate-source voltage (VGS), drain-
source voltage (VDS) and the drain current (ID) of MOSFET. The bulk-source voltage 
(VBS) is assumed to be zero for the simplicity of the model. The training data for the 
neural network are obtained using the HSPICE simulation environment. The 
MOSFET is simulated with TSMC 0.18 m process parameters [9]. The neural net-
work models are trained with the MATLAB 6.0 program. 

After the completion of the training process for the proposed neural network mod-
els of n- and p- type MOSFETs both models are tested with random data. During the 
test process MOSFET models are simulated with randomly chosen VGS, VDS and ID 
values. Then, the channel parameters, responding to test data, are simulated with VGS 
and VDS test values on MOSFET in HSPICE to observe the approximation between 
desired and simulated ID values. 

2   The Multi Layer Perceptron Neural Networks 

Multilayer Perceptron (MLP) is the most common neural network model, consisting 
of successive linear transformations followed by processing with non-linear activation 
functions. MLP represents a generalisation of the single layer perceptron, which is 
only capable to construct linear decision boundaries and simple logic functions. How-
ever, by cascading perceptrons in layers complex decision boundaries and arbitrary 
Boolean expressions can be implemented. MLP is also capable to implement non-
linear transformations for function approximations. [10], [11].  

The network consists of a set of sensory units (source nodes) that constitute the in-
put layer, one or more hidden layers of computation nodes, and an output layer. Each 
layer computes the activation function of a weighted sum of the layer's inputs. The 
input signal propagates through the network in a forward direction, on a layer-by-
layer basis. The learning algorithm for multilayer perceptrons can be expressed using 
generalised Delta Rule and gradient descent since they have non-linear activation 
functions [14]. In the general form of an MLP network, the xi inputs are fed into the 
first layer of xh,1 hidden units. The input units are simply 'fan-out' units: no processing 
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takes place in these units. The activation of a hidden unit (neuron j) is a function fj of 
the weighted inputs plus a bias, as given in equation (1). 

) y ( f = )  + x w  ( f = x pjjjipji

 

i
jpj θ . (1) 

Where wji is the weight of input i to neuron j, xpi is input i, that is, output i from the 
previous layer, for input pattern p and j is the threshold value. The output of the 
hidden units is distributed over the next layer of xh,2 hidden units until the last layer of 
hidden units, of which the outputs are fed into a layer of xo output units [1].  

3   Development of Neural Network Transistor Models 

To find the most appropriate channel parameters for different voltage and current 
values, MOSFET has to be simulated in a large region of input voltages. It is essential 
for a successful approximation. The variable parameters for simulations are W, L 
channel parameters and VGS, VDS node voltages. Adding the output value ID of the 
simulations, the data files are created in HSPICE environment to train the neural net-
work in MATLAB 6.0 program. Fig. 1 shows the n- and p-channel MOSFET circuit 
connections to obtain the training and test data for single transistors.  

 

Fig. 1. MOSFET circuits for producing training data: a) n-channel, b) p-channel 

The MOSFETs were modeled between 1 V to 3.3 V range. The neural network 
structure shown in Fig.2 was used to model different operation regions. The MLP 
network consists of three inputs, three hidden layers and two output neurons. Activa-
tion functions of hidden units were tangent hyperbolic sigmoid and output was pure-
linear. The model has three separate training datasets between 1V and 3.3V input 
voltage range since the MOSFET cannot be accurately modeled in a wide input gate-
source voltage range. 

Gate-source potential VGS, drain-source potential VDS and drain current ID were ap-
plied to the inputs of MLPs. The outputs of the MLPs were channel width W and 
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effective channel length L. Both channel length and width were varied between 0.18µ 
to 7µ. In this range, training data were obtained with different step sizes for each 
channel parameter. Once again using different step sizes for gate-source and drain-
source voltages between 1V to 3.3V depending on the interval, the training is  
occurred. The test data were obtained randomly in the same range and they were dif-
ferent from the training data. Over 200K data points were obtained from HSPICE 
simulations. The simulation of the neural network was performed in the MATLAB 
6.0 program. 100 randomly chosen test data were applied for testing. 

 

Fig. 2. The MLP neural network used for the implementation 

 

Fig. 3. The drain current (µΑ) vs. test data for n-channel MOSFET 
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After the gate-source, drain-source voltages and required drain currents were ap-
plied to the neural networks, the estimated aspect ratios were simulated in HSPICE to 
check the validity of drain currents at the same input voltages.  

The neural network size in Fig. 2 was obtained by trial and error. Different network 
architectures were trained and tested. Finally, architecture shown in Fig. 2 gave the 
best overall performans. 

The figures illustrate that the estimated and required drain currents are very close 
to each other with a maximum error of 8.3%. Since the channel parameters might 
increase with the half of the resolution steps, error reached the given value. However, 
the neural network output channel parameters were more accurate with respect to this 
error, estimated channel parameters were applied with the suitable resolution values. 
This proves the success of the neural network estimation. Performances of the test data 
for n-channel and p-channel MOSFETs were shown in Fig.3 and 4. For all figures the 
vertical axis is the amplitude of the drain current and the horizontal one represents the 
test data. The sign showing current direction is not considered. The dotted black lines 
in all figures represent the drain current with estimated aspect ratio and the solid grey 
lines show the desired drain currents. 

 

Fig. 4. The drain current (µΑ) vs. test data for p-channel MOSFET 

4   The Implementation Circuits 

The developed neural network was applied to some main building blocks of analog 
integrated circuit design. These are the basic current mirror circuit and a differential 
amplifier which are very essential for most analog circuits. Each transistor in the 
circuit blocks assumed as a single transistor and designer decided the gate-source, 
drain-source voltages and drain current. This flexibility of design is supported by the 
neural network. 
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4.1   The Basic Current Mirror Circuit 

The circuit in Fig. 5 is designed using the developed neural network. The node volt-
ages for each numbered node are shown in Table 1. The required current, estimated 
current, estimated channel length (L) and width (W) values for the current mirror 
circuit are given in Table 2. 

 
Fig. 5. The Basic Current Mirror Circuit 

Table 1. The voltage values of the nodes in te basic current mirror circuit 

N(1) N(2) N(3) 

Vdes (V) Vsim (V) Vdes (V) Vsim (V) Vdes (V) Vsim (V) 
3.30 3.30 1.50 1.49 1.50 1.50 
3.30 3.30 1.00 1.01 2.00 2.00 
3.30 3.30 1.30 1.29 2.20 2.20 

Table 2. The desired and simulation current values, estimated channel width and length 

M1 M2 M3 

Ides 
(µA) 

Isim 

(µA) 
W 

(µm) 
L 

(µm) 
Ides 

(µA) 
Isim 

(µA) 
W 

(µm) 
L 

(µm) 
Ides 

(µA) 
Isim 

(µA) 
W 

(µm) 
L 

(µm) 

150 148.0 0.69 0.49 300 294.3 1.38 0.49 150 148.0 1.68 0.52 

100 102.6 1.37 0.50 30 31.8 0.38 0.54 100 102.6 2.49 0.51 

50 50.4 0.33 0.54 900 895.3 2.40 0.22 50 50.4 1.98 0.52 

4.2   The Basic Differential Amplifier Circuit 

The circuit in Fig.6 is designed using the developed neural network. The node volt-
ages for each numbered node are shown in Table 3. The required current, estimated 
current, estimated channel length and width values for the differential amplifier  
circuit are shown in Table 4. 
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Fig. 6. The Basic Differential Amplifier Circuit 

Table 3. The voltage values of the nodes in differential amplifier circuit 

N(1) N(2) N(3) 
Vdes (V) Vsim (V) Vdes (V) Vsim (V) Vdes (V) Vsim (V) 

3.30 3.30 2.30 2.31 2.30 2.31 
3.30 3.30 2.00 1.93 2.00 1.93 
3.30 3.30 2.00 2.02 2.00 2.02 

N(4) N(5) N(6) 
Vdes (V) Vsim (V) Vdes (V) Vsim (V) Vdes (V) Vsim (V) 

0.70 0.70 1.70 1.70 1.00 1.00 
0.80 0.78 1.80 1.80 1.30 1.30 
0.75 0.75 1.60 1.60 0.90 0.90 

Table 4. The desired and simulation current values, estimated channel width and length 

M1 M2 M3

Ides

(µA)
Isim

(µA)
W

(µm)
L

(µm)
Ides

(µA)
Isim

(µA)
W

(µm)
L

(µm)
Ides

(µ
A)

Isim

(µA)
W

(µm)
L

(µm)

140 139 1.94 0.49 140 139 1.94 0.49 140 139 4.96 0.34
375 402 2.53 0.20 375 402 2.53 0.20 375 402 5.11 0.31
25 24.1 0.59 0.52 25 24.1 0.59 0.52 25 24.1 0.61 0.53

M4 M5

Ides

(µA)
Isim

(µA)
W

(µm)
L

(µm)
Ides

(µA)
Isim

(µA)
W

(µm)
L

(µm)
140 139 4.96 0.34 280 278 2.33 0.25
375 402 5.11 0.31 750 805 2.69 0.18
25 24.1 0.61 0.53 50 48.3 0.96 0.50
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5   Conclusion 

The test results prove that the proposed MOSFET neural network model can decide 
channel width and length values accurately. The network has a very close function 
approximation for the MOSFET with TSMC 0.18µ process technology parameters. 
The applications of analog circuit design blocks show that the model can find the 
appropriate channel parameters which must be determined by the designer with his 
experience and knowledge. That is a very important step forward for complex analog 
and digital VLSI design process. Adding new input parameters to the neural network 
structure and obtaining more training data, the model can produce more accurate 
results in a wider range, which can make the model an important tool for designers 
during the analog and digital integrated circuit design process. 
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Abstract. This paper is devoted to the solution of the time-dependent
Vlasov-Maxwell equations in singular geometries, i.e. when the boundary
includes reentrant corners or edges. Indeed, computing the electromag-
netic fields in this case is a challenge per se, as these geometrical singu-
larities generate very strong solutions in their neighborhood. Moreover,
they have also an influence over the solution of the Vlasov equation,
through the coupling. We propose here a method to solve this problem,
illustrated by numerical examples.

1 Introduction

The numerical simulation of charged particles beams or plasma physics phenom-
ena requires methods of solution for the time-dependent coupled Vlasov-Maxwell
system. Within this framework, we developed a numerical method (see [1]), with
continuous approximations of the electromagnetic field, which is recommended
in order to reduce spurious oscillations. In addition, the time-stepping numerical
scheme, which is explicit by construction, can be solved very efficiently. Finally,
the conditions on the divergence of the fields are considered as constraints, and
are dualized, using a Lagrange multiplier, which yields a saddle-point variational
formulation.

In practical examples, the boundary of the computational domain includes
reentrant corners and/or edges (called geometrical singularities) that generate
strong fields. Hence, they require a careful computation of the electromagnetic
field in their neighborhood.

We developed a method (see [2]), the so-called Singular Complement Method
(SCM hereafter), which consists in splitting the space of solutions into a two-
term sum. The first subspace is made of regular fields, and coincides with the
whole space of solutions, provided that the domain is either convex or regular.
So, one can compute the regular part of the solution with the help of an ad hoc
– classical – method [1]. The second one is called the subspace of singular fields,
and is computed with the help of specifically designed methods: they originate
from relations between the electromagnetic singularities and the singularities of
the Laplace operator.

V.N. Alexandrov et al. (Eds.): ICCS 2006, Part IV, LNCS 3994, pp. 623–630, 2006.
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As a first attempt, the Singular Complement Method was constructed in a
divergence-free framework (cf. [2]). When the divergence of the electric field no
longer vanishes, div E = f(t), with f 	= 0, a simple solution is to substract a
gradient, to reach the divergence-free field

Ẽ = E − gradφ.

Unfortunately, to determine φ, one has to solve the time-dependent (via the
data) problem

−∆φ = f(t) ,

which slows down drastically the numerical implementation.
To alleviate this drawback, we studied in detail different splittings of the elec-

tromagnetic space, which could be used for the SCM (cf. [3]). In addition to the
divergence-free splittings, we propose new splittings, direct and possibly orthog-
onal, with curl-free singular fields, or with singular fields with L2 divergence,
etc.

As an important application – actually, the origin of this study – we present
the computation of strong electromagnetic fields, via the numerical solution to
the coupled, non linear, Vlasov-Maxwell system of equations. In Section 2, we
recall Vlasov-Maxwell equations, and describe the SCM well-suited to this frame-
work. Section 3 is devoted to the numerical algorithms. Numerical experiments
of the coupled Vlasov-Maxwell are presented in Section 4.

2 Vlasov-Maxwell Equations

Let Ω be a bounded, open, polyhedral subset of R3, and Γ its boundary. We
denote by n the unit outward normal to Γ . The Vlasov equation models the
transport of charged particles, under the influence of an electromagnetic field.
The Vlasov equation reads

∂f

∂t
+ v · ∇xf +

F
m

· ∇vf = 0 . (1)

Above, the unknown f is the distribution function of the particles, f(x,v, t), v
stands for the velocities of the particles, m is the mass of a particle, and

F = e(E + v × B) (2)

is the the well-known Lorentz force. The electric and magnetic fields E and B
are solution of the Maxwell equations in vacuum

∂E
∂t

− c2curlB = − 1
ε0

J , (3)

∂B
∂t

+ curl E = 0, (4)

div E =
ρ

ε0
, (5)

divB = 0, (6)
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where c, ε0 and µ0 are respectively the light velocity, the electric and magnetic
constants (ε0µ0c

2 = 1). The charge and current densities ρ and J have to verify
the charge conservation equation

∂ρ

∂t
+ divJ = 0. (7)

Let us assume for simplicity that the boundary Γ is a perfect conductor, so we
have E × n = 0 and B · n = 0 on Γ . These equations are supplemented with
appropriate initial conditions. Remark that the coupling occurs on the one hand,
by the right-hand sides of Maxwell equations, ρ and J , which are computed from
the solution to the Vlasov equation f(x,v, t), thanks to the relations

ρ =
∫
v
f dv, J =

∫
v
f v dv ; (8)

on the other hand, the electromagnetic field (E ,B) determines the forces that
act on the particles via the Lorentz force F.

Geometrical singularities have no effect per se on the regularity of the solution
to the Vlasov equation. Therefore, we resort to a particle method [4]: it consists
in approximating the distribution function f(x,v, t) by a linear combination of
Dirac masses in the phase space (x,v)

f(x,v, t) �
∑

k

wk δ(x − xk(t))δ(v − vk(t)), (9)

where each term of the sum can be identified with a macro-particle, characterized
by its weight wk, its position xk and its velocity vk. This distribution function
is a solution of the Vlasov equation (1) if and only if (xk,vk) is a solution of the
differential system:

dxk

dt
= vk , (10)

dvk

dt
= F(xk,vk) , (11)

which describes the time evolution of a macro-particle k, submitted to the elec-
tromagnetic force F.

The system (10-11) can be numerically solved by an explicit time discretiza-
tion algorithm. We used a leapfrog scheme which is well-adapted in this case.
Given a constant time step ∆t, the particles positions are defined at time tn =
n∆t and the particle velocities are computed at time tn+1/2 = (n+ 1/2)∆t. We
refer the reader to [5] for more details. It is a classical approach in Particle In
Cell (PIC) approach.

Even if geometrical singularities have no effect on the regularity of the solution
to the Vlasov equation, they have an influence over f , through the coupling,
i.e through the force F. Hence, the electromagnetic field must be computed
accurately. To this purpose, the SCM was introduced in [2], first for divergence-
free problems.
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Let us present here a way to generalize this approach to Vlasov-Maxwell
problems. As we are interested in non divergence-free solutions, we will only
present the electric formulation. Details on the magnetic counterpart can be
found in [6]. Let us recall the definitions of the following spaces

H(curl , Ω) = {u ∈ L2(Ω), curl u ∈ L2(Ω)}
H(div , Ω) = {u ∈ L2(Ω), div u ∈ L2(Ω)}

H1(Ω) = {u ∈ L2(Ω),gradu ∈ L2(Ω)} .

We define the space of electric fields E , called X,

X = {x ∈ H(curl , Ω) ∩ H(div , Ω) : x × n|Γ = 0} .

When the domain is convex, the spaces X is regular. That is not the case anymore
in a singular domain (see for instance [7]). Hence, one introduces the regular
subspace for electric fields (indexed with R)

XR = X ∩ H1(Ω) , (12)

which is actually closed in X (cf. [6]), so that one is able to consider its orthog-
onal, and then define a two-part, direct, and orthogonal sum of the space. The
orthogonal subspace is called singular subspacs (indexed with S). One can write

X = XR

⊥X⊕ XS (13)

Thus, one can split an element u of the space X into an orthogonal sum of a
regular part and of a singular part: u = uR + uS . We have now to characterize
the singular electric fields. Following [6], elements xS ∈ XS satisfy

∆∆∆xS = 0 in Ω , (14)
xS×n|Γ = 0 . (15)

3 Numerical Algorithms

The numerical method consists in first computing numerically the basis of the
singular subspace. Then we solve the problem by coupling a classical method (to
compute the regular part of the solution) to the linear system, which allows to
compute the singular part of the solution.

To compute xS ∈ XS , we introduce its divergence- and curl-free parts vS and
lS, which verify the following Helmholtz decomposition

xS = vS + lS . (16)

We also introduce sN and sP , the non-vanishing (singular) solutions of

∆sN = 0, ∆sP = 0 in Ω, (17)
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respectively with Neumann and Dirichlet homogeneous boundary condition. As-
sume that sN and sP are known, then one can use the singular mappings (see
[6]), to find φS and ψS such that

−∆φS = sN , −∆ψS = sP in Ω, (18)

still with Neumann and Dirichlet homogeneous boundary condition. Finally, one
obtains the singular basis functions xS of XS by the aid of the relations

vS = curlφS , lS = gradψS , (19)

together with relation (16). Hence, the keypoint is to compute sN or sP . To this
purpose, there exists several methods ([2], [8], etc.). We recall here briefly the
method we choose, the Principal Part Method (see [9] for details). Consider, for
simplicity reasons, a domain with one singularity. The Principal Part Method
consists in splitting sN in a regular part s̃N (which belongs to H1(Ω)) and a
known singular part sP

N

sN = sP
N + s̃N .

Above, sP
N belongs to L2(Ω) but not to H1(Ω), and verifies ∆sP

N = 0. One thus
computes, for instance by a P 1 finite element method, s̃N by solving

∆s̃N = 0 in Ω,
∂s̃N

∂ννν
= −∂s

P
N

∂ννν
on Γ, (20)

avoiding thus mesh rafinement techniques.
One still uses singular mappings [6] to find the singular field φS ∈ H1(Ω) ∩

L2
0(Ω) such that

−∆φS = sN in Ω,
∂φS

∂ννν
= 0 on Γ .

Again, one can split this field in a regular part φ̃S (which belongs to H2(Ω))
and a singular part φP

S

φS = φ̃S + Cφφ
P
S ,

where Cφ is a constant to be determined. The principal parts φP
S is harmonic

and does not belong to H2(Ω). Its analytic expression is known. The regular
part φ̃S can be computed easily, by solving a standard variational formulation.
The singular function sP and the singular field ψS are computed in the same
way.

Then, using a final time the singular mappings, one can compute the singular
electromagnetic basis functions. To determine the basis vS (resp. lS), one simply
takes the curl of φS (resp. the gradient of ψS)

vS = curl φ̃S + CφcurlφP
S , (21)

lS = ∇ψ̃S + Cψ∇ψP
S , (22)
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and xS is easily obtained with (16). The singular constant Cφ can be computed
by using a formula derived from integration by parts (cf. [9]). As an example,
one gets

Cφ =
‖sN‖2∫

Γ

sN
∂φP

S

∂ννν
dΓ

.

Now, we have to modify a classical method by handling the decomposition (13).
We first write Ampère and Faraday’s laws as two second-order in time equations.
To enforce the divergence constraints on the electromagnetic field, we introduce
two Lagrange multipliers (say p for the electric field), to dualize Coulomb’s
and absence of free magnetic monopole’s laws. In this way, one builds a mixed
variational formulation (VF) of Maxwell equations. For the electric field (the
case of the magnetic field is handled similarly), this formulation reads
Find (E , p) ∈ X × L2(Ω) such that

d2

dt2

∫
Ω

E · F dx + c2
∫

Ω

curl E · curl F dx + c2
∫

Ω

div E div F dx +
∫

Ω

p div E dx

= − 1
ε0

d

dt

∫
Ω

J ·F dx +
c2

ε0

∫
Ω

ρ div F dx , ∀F ∈ X, (23)∫
Ω

div E q dx =
1
ε0

∫
Ω

ρ q dx ∀q ∈ L2(Ω) . (24)

To include the SCM in this formulation, the electric field E is split like E(t) =
ER(t)+ ES(t). The same splitting is used for the test functions of the variational
formulation, which is discretized in time, with the help of the leap-frog scheme.
From a practical point of view, we choose the Taylor-Hood, P2-iso-P1 Finite
Element. In addition to being well-suited for discretizing saddle-point problems,
it allows to build diagonal mass matrices, when suitable quadrature formulas are
used. Thus, the solution to the linear system, which involves the mass matrix,
is straightforward [1].

Then, one can write down the discrete singular part as a finite sum. Assuming
again that there is one singularity, and let (xS) be a given basis of the discrete
singular space. One has ES(t) = κ(t)xS , where κ is continous time-dependent
function. This results in a fully discretized VF:

MΩEn+1
R + MRSκn+1 + LΩpn+1 = Fn , (25)

M
T
RSEn+1

R + MSκn+1 + LSpn+1 = Gn , (26)

L
T
ΩEn+1

R + L
T
S κn+1 = Hn . (27)

Above MΩ denotes the usual mass matrix, and LΩ corresponds to the divergence
term involving xh

R and the discrete Lagrange multiplier ph(t). Then, MRS is a
rectangular matrix, which is obtained by taking L2 scalar products between reg-
ular and singular basis functions, MS is the ”singular” mass matrix, and finally,
LS corresponds to the divergence term involving xS and ph(t). To solve this sys-
tem, one first removes the unknown κn+1, so that the unknowns (En+1

R ,pn+1)
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can be obtained with the help of a Uzawa-type algorithm. Finally, one concludes
the time-stepping scheme by computing κn+1 with the help of (26).
For error estimates for the singular functions sN , sP and φS , ψS , we refer the
reader to [10] . As far as the electromagnetic sigular fields are concerned, error
estimates are provided in [3]. Let us briefly recall that, using the electric field
splitting

E(t) = ER(t) + ES(t) = ER(t) + κ(t)xS ,

one can prove, for a two-dimensional domain [11]

|κ− κh| ≤ Ch2α, ||E − Eh||X ≤ Ch2α−1−ε, ||E − Eh||2L ≤ Ch4α−2−ε,

where π/α denotes here the reentrant angle of the non-convex domain Ω.

4 Numerical Experiments

We consider an L-shaped domain Ω, and assume its boundary is entirely per-
fectly conducting. Initial conditions are uniformly set to zero. A bunch of par-
ticles – electrons – is emitted from the top-most part of the boundary, with an
initial velocity equal to v = vyey, with vy = −2.108ms−1. The electromagnetic
field is therefore a self-consistent field. Particles are absorbed at the down-most
part of the boundary.

Fig. 1. electric field with (left) and without (right) SCM

As shown Figure 1 the electric field – Ex component – obtained after 500 time-
steps is very different, when it is computed with and without the SCM. Recall
that the electromagnetic field is the result of the motion of the charged particles
only. Therefore, differences are entirely due to the coupling between the Vlasov
and Maxwell equations.

5 Conclusion

In this paper, we proposed a new scheme for the time-dependent coupled Vlasov-
Maxwell system of equations, in domains with singular geometries. The numer-
ical experiments we have shown and their performance, make the study of such
physical configurations possible.
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Abstract. In this paper, The optimized 2D-TLM as been introduced and applied 
to rectangular waveguides which is widely used. Results obtained by using 
optimized 2D-TLM were compared with analytic results and shown to be 
accurate. 

1   Introduction 

Rectangular waveguide is one of the earliest type of the transmission lines and still 
commonly used in many current applications. A lot of components such as isolators, 
detectors, attenuators, couplers and slotted lines are available to use for various 
standard waveguide bands between 1 GHz to above 220 GHz [1].  At the operating 
frequencies where these waveguides commonly used, the assumptions which are valid 
only low frequencies can not be applied to gain accurate results.  Therefore full-wave 
analysis techniques must be required. Some of these full-wave numerical techniques 
solve the problem in time domain [2-4] whereas others solve in frequency domain [4-
7]. Although full-wave numerical technique gives accurate results, it requires more 
time and computer resources for solutions. The demands of the design engineer 
require a technique which is accurate, yet retains the interactive design capabilities 
of the simpler techniques.  

In this contribution, time and frequency domain analysis of rectangular waveguide 
has been accurately analyzed by enhanced 2-D TLM method and shown to be 
accurate to find mode cut-off frequency.  

2   Review to Rectangular Waveguides 

The rectangular waveguide shown in Fig. 1 supports both TM and TE modes; 
therefore it is not possible to define unique voltage by only using TEM waves at the 
recent operating frequencies. The waves cannot propagate trough the rectangular 
waveguide if the operating frequency is below then some certain frequency. This 
frequency is called cut-off frequency. The mode frequency must be higher then this 
cut-off frequency. If mode frequency is lower then cut-off frequency, propagating 
waves decay rapidly in the direction of waveguides axes. When the operating 
frequency is higher then cut-off frequency, waves have two modes. These are TE and 
TM modes respectively. The cut-off frequency has been only determined by geometry 
of the wave guides. 
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Fig. 1. Rectangular Waveguides 

Mode cut-off frequency can be analytically calculated by; 
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where m and n are mode degrees respectively. 

3   Optimized 2D-TLM Method 

TLM was first introduced by P. N. John in 1970. This technique is based on the field 
theory – the circuit theory similarities. Transmission line modeling divides the 
structure into unit cells and structure model is carried out by solving each cell 
  

 

Fig. 2. Two Dimensional TLM Cell 
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separately. Current and voltage are set to be independent variables. The correlation 
between input and output voltage is found by applying Kirchoff current and voltage 
laws onto Fig. 2 which is circuit model of the cell analyzed. 

TLM method like FDTD is interested in Maxwell equations. Given microwave 
structure which is rectangular waveguide in this application has been divided into 
cells. Each cell has been traded as electrical circuit and therefore electrical circuit 
solution has been applied onto the every cell repeatedly. The main advantage of TLM 
against MoM or SDM, TDM does not require any pre-calculation. As a result of this 
advantage, any optimization can be applied to any microwave circuits without 
refinements. Another reason to choose TLM for this contribution is that TLM method 
is very easy to adapt on the computer programming. 

2D-TLM Equation is given by; 
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Both equation (3) and equation (4) are very similar. If above equations are rewritten 
as voltage and current; 

yy VE ≡
    ,       xz IH ≡

  ,    zx IH −≡
  ,    L=µ    ,     C2=ε  (5) 

1== rr εµ  and    
cLC == 0011 εµ

                                 
(6) 

can be easily found. c is free space light speed in Equation (6). 

4   Computer Simulation and Numerical Results 

First analyzed mode and then maximum frequency of the interest must be 
determined. Because this process is necessary to specify time step and cell size of 
TLM simulation. To avoid numerical dispersion, the ratio of minimum wavelength 
and cell must be chosen carefully. Rectangular waveguide analyzed by TLM has 
divided into NxxNy number of cells so that x and y are cell sizes in x –y axes 
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respectively. As a source, Gauss pulse of which durations have been chosen 
according to maximum operating frequency used. Gauss pulse is applied at one 
point, and the calculated field’s components of observation points are saved. The 
frequency response of rectangular waveguides has been derived from the time 
response. 

4.1   TM Mode Analysis Results 

The analyzed rectangular waveguide’s dimensions are given 90mm in width and 
45mm in height respectively. Chosen parameters used throughout the computer 
simulation of TM Mode by optimized TLM technique are given in Table 1  

Table 1. 2D-TLM Parameters for TM Modes 

fmax (maximum frequency) 10 GHz 
∆x (cell size in x-axes) 1.125mm 
∆y (cell size in y-axes) 1.125mm 
Nx (number of cell in x-axes) 80 
Ny (number of cell in y-axes) 40 
∆t (time step) 2.76 pico second 
T (simulation duration) 10000∆t 
∆f (frequency resolution) 36.23 MHz 

Table 2 compares optimized results and analytical results. It is demonstrated that 
optimized TLM algorithm presented here has good agreement with analytical results 
and error is less then 0.2%. Time and frequency response of TM modes are given in 
Figure 3. 

Table 2. 2D-TLM Simulation Results and Analytic Result TM Modes Frequencies  

 Analytical Results (GHz)    TLM Results (GHz)    Error 
TM11 3.7268 3,6978 0,0290 
TM21 4.7140 4,6994 0,0146 
TM31 6.0093 5,9869 0,0224 
TM12 6.8718 6,8703 0,0015 

TM22 TM41 7.4536 7,4155 0,0381 
TM32 8.3333 8,3150 0,0183 
TM51 8.9753 8,9279 0,0474 
TM42 9.4281 9,4059 0,0222 

4.2   TE Mode Analysis Results 

Chosen parameters used throughout the computer simulation of TE Mode by 
optimized TLM technique are given in Table 3. 
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Fig. 3. TM Mode Time and Frequencies Response 

Table 3. 2D-TLM Parameters for TE Modes 

fmax (maximum frequency) 10 GHz 
∆x (cell size in x-axes) 2.25mm 
∆y (cell size in y-axes) 2.25mm 
Nx (number of cell in x-axes) 40 
Ny (number of cell in y-axes) 20 
∆t (time step) 5.46 pico second 
T (simulation duration) 10000∆t 
∆f (frequency resolution) 18.31 MHz 

Table 4. 2D-TLM Simulation Results and Analytic Result TE  Modes Frequencies 

 Analytical Results (GHz)        TLM Results (GHz)      Error 
TE10 1.6667 1.6476 0,0191 

TE01 ve TE20 3.3333 3.2962 0,0371 
TE11 3.7268 3.6980 0,0288 
TE21 4.7140 4.9001 -0,1861 
TE30 5.0000 4.9866 0,0134 
TE31 6.0093 5.9670 0,0423 

TE40 ve TE02 6.6667 6.5540 0,1127 
TE12 6.8718 6.8130 0,0588 

TE41 ve TE22 7.4536 7.3594 0,0942 
TE50 ve TE32 8.3333 8.2039 0,1294 

TE51 8.9753 8.8240 0,1513 
TE42 9.4281 9.4002 0,0279 
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Table 4 compares optimized results and analytical results. It is demonstrated that 
optimized TLM algorithm presented here has a good agreement with analytical results 
and error is less then 0.2%. Time and frequency response of TE modes are given in 
Figure 4.  

 

Fig. 4. TE Mode Time and Frequencies Response 

5   Conclusion 

In this paper, optimized 2D-TLM method has been introduced to analyze widely used 
rectangular waveguides. It is found and demonstrated in this contribution that the 
results are in very good agreements to analytical results.   
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Abstract. The Spectral Domain Method is powerful technique to ana-
lyze planar microwave circuits. But available conventional programming
languages used in the literature does not give the enough speed to use
the Spectral Domain Method to develop package analysis program. Func-
tional approach to Spectral domain Method gives a high level of program-
ming and a variety of features which help to build elegant yet powerfully
and general libraries of functions.

1 Introduction

For the last two decades, open microstrip structures have received special atten-
tion from the electromagnetic community because of their potential applications
in the design of new devices and components. Meanwhile, high–speed computer
has influenced the computation of electromagnetic problem to the point that
most practical computations of the fields can be solved numerically on the com-
puter. The reason why, most of the analysis of the devices and components can
be achieved numerically but is almost impossible to be solved analytically. A lot
of efforts have still been done on improving numerical techniques because com-
plexity of the problems always overstretch the speed of the processors. Moreover
the operating frequency raised up for more available bandwidth, full–wave tech-
niques which require more computer power and resources must be used.

A number of numerical full–wave techniques are reported in the literature
for the analysis of microstrip antennas [1], resonators [2] and circuits [3]. All
techniques reported in the literature have been either written by conventional
programming languages such as pascal and C or developed by using commercial
analysis tools such as Matlab. In the author knowledge none of the papers can
explored the idea of the way of programming such as functional or logic.

This contribution presents a functional programming approach to Spectral
Domain Method which is one of the full–wave numerical technique and widely
used for the analysis of the microwave and millimeter wave devices and compo-
nents. With this approach, Spectral Domain Method have gained a high level of

V.N. Alexandrov et al. (Eds.): ICCS 2006, Part IV, LNCS 3994, pp. 638–644, 2006.
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programming giving its user a variety of features which help to build elegant yet
powerfully and general libraries of functions. Numerical results have also given
and compared with publish date to show the accuracy of the re–written Spec-
tral Domain Method by Haskel which is widely used functional programming
language instead of conventional language such as pascal used in [3].

2 Functional Approach to SDM

2.1 Introduction

In this paper, five fundamental modules have been rewritten by using functional
approach instead of conventional programming language such as pascal to show
applicability of the approach. All of the modules are described in the sections
below.

2.2 Input Functions

In this module the input parameters are taken and passed to other modules.
Operating frequency, substrate layer parameters, kx, kz which are Fourier trans-
form variables in x and z directions respectively, n which is number of layers, lx
and lz which are dimensions of rooftop function are used as input values. The
re–written module becomes as follows:

type Ind = Double
type D = Double
type M = Double
type E = Double
type Layer = [(Ind,D,M,E)]
type OneLayer = (Ind,D,M,E)
type Kx = Complex Double
type Kz = Complex Double
type Lx = Double
w :: Double
w = 2*3.1456*saveF
saveLayer :: IO - Layer
saveKx :: IO - Kx
saveKz :: IO - Kz
saveLx :: IO - Lx
saveN :: IO - Double
saveF :: IO- Double
nx = saveKx/sqrt(saveKx*saveKx+saveKz*saveKz)
nz = saveKz/sqrt(saveKx*saveKx+saveKz*saveKz)

2.3 Empedans Functions

In this module the Green Function in the spectral domain has been calculated
by using functional approach. Mathematical formulation of the Green function
can be found in the literature such as [4, Chapter 4].
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findlayer :: Ind -> OneLayer
findlayer indx = head [(ind,d,m,e) | (ind,d,m,e)

<- saveLayer , ind==indx ]
layparD :: OneLayer -> D
layparD (ind,d,m,e) = d
layparM :: OneLayer -> M
layparM (ind,d,m,e) = m
layparE :: OneLayer -> E
layparE (ind,d,m,e) = e
ztm :: Double -> Complex Double
ztm i = (gama i)/(w*(layparE(findlayer i)):+0)
gama :: Double -> Complex Double
gama i = sqrt((saveKz*saveKz)+(saveKx*saveKx)-

((w*w*(layparM (findlayer i))*(layparE(findlayer i))):+0))
zte :: Double -> Complex Double
zte i = (w*(layparM(findlayer i)):+0) /gama i
zelist :: Double -> (Complex Double,Double)
zelist n = ((zeN n) ,(n-1) )
zeN :: Double -> Complex Double
zeN n = ztm n / atanh((gama n)*((layparD (findlayer n)):+0))
zhN :: Double -> Complex Double
zhN n = zte n / atanh((gama n)*((layparD (findlayer n)):+0))
zhlist :: Double -> (Complex Double,Double)
zhlist n = ((zhN n) ,(n-1) )
coth :: Double -> Complex Double
coth i = atanh((gama i)*((layparD (findlayer i)):+0))
ze2 :: (Complex Double,Double) -> (Complex Double,Double)
ze2 (n,2) = (n,2)
ze2 (n,s) =

ze2
(

(
(ztm s * (n*(coth s ))+ztm s)/
(ztm s *(coth s)+n)
)
,(s-1)

)
zh2 :: (Complex Double,Double) -> (Complex Double,Double)
zh2 (n,2) = (n,2)
zh2 (n,s) =

zh2
(

(
(zte s * (n*(coth s ))+zte s)/
(zte s *(coth s)+n)
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)
,(s-1)

)
ze1 = ztm 1
zh1 = zte 1
ze :: Double -> Complex Double
ze n =

1/
(

((1:+0)/ze1)
+
((1:+0)/fst((ze2 (zelist n))))

)
zh :: Double -> Complex Double
zh n =

1/
(

((1:+0)/zh1)
+
((1:+0)/fst((zh2 (zhlist n))))

)
gzz n = nz*nz*(ze n) + nx*nx* (zh n)
gzx n = nx*nz*(-(ze n)+(zh n))
gxz n = gzx n
gxx n = nx*nx*(ze n)+nz*nz*(zh n)

2.4 Current Functions

In this module current basis functions functions which are roottop functions [4,
Chapter3] are calculated by functional approach.

jz :: Double ->Complex Double
jz n = (2/saveKx)*sin(saveKx*(saveLx:+0))*

exp(saveKx*(n*(saveLx):+0))
jx :: Double -> Complex Double
jx n = (2/(saveKx*saveKx))* (1-cos(saveKx*

(saveLx:+10)))*exp(saveKx*(n*(saveLx):+0))
makeNpar :: Double -> Double -> [Double]
makeNpar 0 n = []
makeNpar n a =(-((n-1)-a)):(makeNpar (n-1) a)
jzn :: Double -> Double -> [Complex Double]
jzn n a = map jz (makeNpar n a)
jxn :: Double -> Double -> [Complex Double]
jxn n a = map jx (makeNpar n a)
mux :: [Complex Double] -> [(Complex Double)]
mux xs = concat (map (fun xs) xs)
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fun :: [Complex Double] ->Complex Double-> [(Complex Double)]
fun as a = [(a*b)| b<-as]

2.5 Integral Functions

This model is used to calculate the each element of the impedance matrix

makeMat :: Integer -> Integer-> Double ->
[(Complex Double)] -> [(Complex Double)]
makeMat a c k [] = []
makeMat a c k (n:ns)

| (a>0 && a<=(1*c)) = (n*(gzz k)):(makeMat (a+1) c k ns)
| (a>(1*c) && a<=(2*c)) = (n*(gzx k)):(makeMat (a+1) c k ns)
| (a>(2*c) && a<=(3*c)) = (n*(gzz k)):(makeMat (a+1) c k ns)
| (a>(3*c) && a<=(4*c)) = (n*(gzx k)):(makeMat (a+1) c k ns)
| (a>(4*c) && a<=(5*c)) = (n*(gxz k)):(makeMat (a+1) c k ns)
| (a>(5*c) && a<=(6*c)) = (n*(gxx k)):(makeMat (a+1) c k ns)
| (a>(6*c) && a<=(7*c)) = (n*(gxz k)):(makeMat (a+1) c k ns)
| (a>(7*c) && a<=(8*c)) = (n*(gxx k)):(makeMat (a+1) c k ns)

3 Numerical Results

In these sections below includes several analyzed example microwave structures
to show accuracy of the re–written program by using Spectral Domain Method
in Haskell which is one of the functional programming language. Total program
code have been optimized 55% compared to pascal code. As a result runtime has
been reduced 50% compared to pascal code run on the computer. The computer
has intel P4 2.4 GHz with 1 GB RD RAM. The operating system is Redhat
Linux 8.0.

3.1 Simple Low–Pass Filter

Measurement results are available for the microstrip low–pass filter [5] shown
in figure 1. The dimensions and parameters of the dielectric substrate are given
in figure 1.

The S–parameter results are plotted in figures 2 where it can be seen that
the calculated results and measurements are in very good agreement.

3.2 Edge–Coupled Filter

In order to further prove the accuracy of the re-written program, the analysis
of the microstrip edge–coupled filter shown in fig. 6 in [6] is considered. The
measurements performed by Shibata et al [7] for this filter.

As seen in fig. 3, there is a clear agreement between the newly written program
and measured data.
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4 Conclusion

We have shown that realistically complex microstrip circuits can be rigorously
analyzed by re–written program which uses functional approach to Spectral
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Domain Method. Accuracy of the program is obvious. The code size and run-
time reduction are 55% and 50% respectively on ordinary computers. By this
approach a model which retains the accuracy of the full–wave analysis technique
as well as the speed of the package programs has been introduced.
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Abstract. In this paper, we firstly propose an on-chip bus power consumption 
model, which includes the self transition power dissipated on the signal lines 
and the coupled transition power dissipated between every two signal lines. 
And then a new heuristic algorithm is proposed to determine a physical order of 
signal lines in bus. Experimental results show an average power saving 26.85%. 

1   Introduction 

With the advent of portable and high density micro-electronic devices such as the 
laptop personal computer and wireless communication equipment, power consump-
tion of very large scale integrated (VLSI) circuits has become a critical concern [1]. 
Further ultra-deep submicron (UDSM) VLSI and system-on-chip have resulted in a 
considerable portion of power dissipated on buses, especially in communication and 
multi- media applications, a large fraction of power is consumed during accessing 
memory and data transfer. So we must consider low power optimization on the inter-
connected buses.  

Because of the UDSM, the major sources of power consumption in buses are the 
self transition activities and the coupled activities of the lines of each bus [1]. The 
traditional power model 2

LP C V Tα=  is no longer valid [2,3]. The main research in 

this paper is to minimize the self transition activities and the coupled transition activi-
ties of on-chip buses. 

There are many researches who have addressed the problem of minimizing power 
on buses. Reference [4] proposed a bus-binding method for minimizing transitions 
activities by integrating the scheduling results, but this approach only minimizes the 
self transition activities. Reference [5] proposed a method to determine a relative 
placement order of bus line to reduce the coupled transition activities, but it only 
minimize the coupled transition activities of adjacent bit-lines and neglect the coupled 
transition activities of nonadjacent signal lines. Reference [6,7] proposed an approach 
of combing wire swapping and spacing to minimize the coupled transition activities, 
but it neglects the self transition activities. Reference [8,9] proposed different encod-
ing scheme to minimize the coupled transition activity, which need additional encode 
and decode circuits and thus increases the hardware overhead. Reference [1] proposed 
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a high-level interconnection synthesis algorithm which bind the data transfer to buses 
and determine the physical order of signal lines in each bus, the algorithm minimizes 
the self transition activities and the coupled transition activities on buses, but the 
coupled transition activities between the nonadjacent signal lines are neglected. 

In this paper, we propose a on-chip buses power consumption model which involves 
both the self transition activities and the coupled transition activities between every 
two signal lines, and then a new heuristic algorithm is proposed to determine the 
physical order of signal lines of bus to minimize the weight of the transition activities. 
There is no additional hardware overhead during the whole optimization process.  

2   Power Model 

In the UDSM VLSI, the dynamic consumption on interconnect buses include not only 
the self transition activities on single line, but also the coupled transition activities on 
adjacent and nonadjacent two single lines as shown in figure 1 [2,3].  

( 1) ( 2) ( 3) ( 4)

C 1 ,1 C 2 ,2 C 3 ,3 C 4 ,4

C 2 ,4C 1 ,3

C 1 ,4

C 1 ,2 C 3 ,4C 2 ,3

 

Fig. 1. Self and Coupled capacitances 

2.1   Self Transition Power  

As shown in figure 2, there are three types of transitions on single line. In type 1, the 
signal transits from low to high. In type 2, the signal transits from high to low. In type 
3, no signal transits on the line. Type 1 transition will generate power consumption, 
which is a valid transition. We can conclude the following theorem. 

Theorem 1: At t clock step, the valid self transition number of the signal line i on 
bus K can be expressed as follow 

( )t t t t 1
K ,i K ,i K ,i K ,iX χ χ χ −= − . (1) 

Where t
K,i {0,1}χ ∈ is the value of signal i on bus K  at clock t , t

K,iX R∈ . 

0 1

     

1 0

     

0 0

 
Type 1                   Type 2                    Type 3 

Fig. 2. Self transition type 
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From (1), it can be concluded that the self transition number of the signal line i  on 
the bus K  in T  clock step is 

T
T t
K,i K,i

t 1

X
=

= Χ  . (2) 

From (2), it can be concluded that the dynamic self transition power consumption 
of the signal line i on bus K  in T  clock step is 

( )T T 2
S,K,i K,i S LP X TddC C V= +  . (3) 

Where SC  and LC  are self capacitance on signal line i , ddV is the voltage. 

2.2   Coupled Transition Power 

As shown in figure 1, in UDSM VLSI every two signal lines can generate coupled 
capacitance and then generate coupled transition power. As shown in figure 3, there 
are five transition types between two signal lines. In type 1, no signal transitions oc-
cur on either line. In type 2, both signals make transitions to the same states. In type 3, 
exactly one of the two signals makes a transition and finally the two signals have the 
same states. In type 4, exactly one of the two signals makes a transition and finally the 
two signals have different states. In type 5, one signal transits from low to high and 
another from high to low. Among these five types, type 1,2,3 will not generate dy-
namic charge on couple capacitance and thus no dynamic power consumption. Type 4 
and 5 generate dynamic consumption and also the charge generated by type 5 is two 
times as much as type 4. Type 4 transition is a valid transition. We can conclude fol-
lowing theorem. 

Theorem 2: At t  clock step, the valid coupled transition number for every two signal 
lines on bus K can be expressed as follow 

( ) ( ) ( )( )t t t t t 1 t t 1
K,i, j K,i K, j K,i K,i K, j K, jY χ χ χ χ χ χ− −= − − − −  . (4) 

where t t
K,i K, j, {0,1}χ χ ∈ are the value of signal i and signal j on bus K at t clock step, 

t
K,i, jY R∈ . 

0 0

0 0      

0 1

0 1      

0 1

1 1      

1 0

1 1     

0 1

1 0  
Type 1              Type 2                  Type 3                 Type 4              Type 5 

Fig. 3. Coupled transition type 

From (4), it can be concluded that the coupled transition number between signal 
line i and j on the bus K  inT clock step is  
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T
T t
K,i, j K,i, j

t 1

Y Y
=

=  . (5) 

From (5), it can be concluded that the dynamic coupled transition power consump-
tion between the signal line i and the signal j on bus K inT clock step is 

T T 2
C,K,i, j K,i, j i,jP Y C TddV= . (6) 

Where i,jC is the coupling capacitance between the signal i and j on bus K . 

2.3   Dynamic Power Consumption Model 

From (3) and (6), the dynamic power consumption on bus K inT clock step is  
n n-1 n

T T T
K S,K,i C,K,i, j

i 1 i 1 j i 1

P P P
= = = +

= +   ( )
n n-1 n

T T 2
S L K,i K,i, j i,j

i 1 i 1 j i 1

X Y C TddC C V
= = = +

= + +  

We define the coupling capacitance between the adjacent signal lines as  
CC  and 

i,j Ci j C Cλ − = ; ( )C S LC C Cβ = +  then 

( )
n n-1 n

T T T 2
K S L K,i K,i, ji j

i 1 i 1 j i 1

P X Y TddC C Vβ λ −
= = = +

= + +  . (7) 

We define the transition weighted of self and coupled transition activities on 
bus K in T clock steps is T

KZ , then  

n n-1 n
T T T
K K,i K,i, ji j

i 1 i 1 j i 1

Z X Yβ λ −
= = = +

= + . (8) 

Theorem 3: ( )T
K

1
Z trace AB

2
= . (9) 

Where A and B is the matrix as follow, B is the matrix of transition 

1 2 1

1 1 2

2 1 3

1 2 3

2

2

2

2

n

n

n

n n n

A

λ β λ β λ β
λ β λ β λ β
λ β λ β λ β

λ β λ β λ β

−

−

−

− − −

=

T T T T
K,1 K,1,2 K,1,3 K,1,n

T T T T
K,2,1 K,2 K,2,3 T,2,n

T T T T
K,3,1 K,3,2 K,3 K,3,n

K T K T
K,n,1 K,n ,2 K,n ,3 K,n

B

X Y Y Y

Y X Y Y

Y Y X Y

Y Y Y X

=  

Prove: from theorem 2, it can be concluded T T
K,i, j K, j,iY Y= , then  

( )
n n

T T
K,i K,i, ji j

i 1 j 1, j i

AB 2Xtrace Yβ λ −
= = ≠

= +
n n n

T
, K,i, ji j

i 1 i 1 j 1, j i

2 t
k iX Yβ λ −

= = = ≠
= +  

n n 1 n
T T
K,i K,i, ji j

1 i 1 j i 1

2 2
i

X Yβ λ
−

−
= = = +

= + T
K2Z=  

So the conclusion is right.                                                                                         
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Give a matrix of n  ranks A   

,

1

A

0
j ii j

if i j

if j i

if j i

λ β−

=
=  

It can be concluded 

( )T
KZ trace AB=  . (10) 

3   Optimized for Low Power 

In section 2, from (7) and (8), it can be concluded that minimizing T
KP is equivalent to 

minimizing T
KZ ; and from (10), the bus transition weight can be obtained, if the physi-

cal order of signal lines on the bus can be adjusted, minimum T
KZ can be obtained. A 

heuristic algorithm is proposed to determine a physical order of signal lines in bus. 
The input to the algorithm is an initial order set of signal lines (the elements in 

correspond to each signal line in the bus) and the coupled-transition weight of the 
adjacent signal lines, The output is the adjusted physical order set of signal lines 
given by the algorithm is shown in algorithm 1. 

The algorithm is divided into two parts, the first part is decomposing as shown in 
algorithm 2, the elements in m,n are classified into three parts, for the signal lines 
which have smaller coupled- transition weight than others (hence larger p(vi)), put the 
elements into the middle of the order, that is in set  for the signal lines which 
have bigger coupled-transition weight with others, put the corresponding elements 
into the two sides of the order, that is in nd m,3n respectively, until the num-
ber of elements in leaf nodes sets of tree T is no more than 3 ; the second part is ar-
ranging as shown in algorithm 3, from the deepest leaf node, incorporate other leaf 
nodes to their father node at the same time make the expense smallest, and delete the 
leaf nodes, until there is only one root node. We can obtain a sorted set whose order is 
the result.  

Algorithm 1. Heuristic algorithm of signal lines ordering 

Procedure Signal lines ordering( ) 
  begin 
      m:=0;n:=1;t:=m; 
      

m,n
= ;; 

      Build a tree T and the root is 
m,n
;  

      decomposing (
m,n
);  

      Arrange element (T); 
      M:=0;n:=1; 
      Return ; 
  end. 
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Algorithm 2. Heuristic algorithm to construct tree T 

Procedure Decomposing (
m,n
)  

 begin 
  Construct a graph G, the vertex corresponding to the 
  element in

m,n
 and the weight of the edge  

  corresponding the coupled transition weight;  
  m:=m+1;  
  set L:=sorted the edge of G ,the smallest weight first;  
  L:=(e

1
,e

2
,…e

n
);  

  for k:=1 to k:= 2L   

    begin 
     for two vertexes  of  e

k
 

       begin 
        p(v

i
):= p(v

i
)+1/|L|; 

        p(v
j
):= p(v

j
)+1/|L|; 

       end 
     end;  
   for every vertex of G  
    begin 
     if  P(V

i
)>P    then    { P is a threshold } 

       begin 
        delete the vertex V

i
  from G; 

        
m,3n-1

:=
m,3n-1

{V
i
}; 

      end;  
     P(V

i
):=0;  

    end;  
   for the left part of G, find the edge with maximum 
     weight in turns and delete the edge until G is  
     divided into tow subgraphs G

1
 and G

2
;  

   Add the vertexes of G
1
 to set 

m,3n-2
;  

   Add the vertexes of G
1 
to set 

m,3n
;  

   Add 
m,3n-1

, 
m,3n-2

, 
m,3n
 to tree T as the middle,  

    left, right  leaf node of  
m-1,n

  respectively;  
  for every 

m,i
 

    begin 
      if |

m,i
|>3  then  

        begin 
         Decomposing (

m,j
);  

         t:=max(t, m);  
      end  
    else  m:=m-1;  
   end;  

  return T  
end. 

Algorithm 3. Heuristic algorithm to find the final order 

Procedure Arrange element (T) 
  begin 
   for k:=t-1 downto 0  
    begin 
     for every 

t-1,i
 

      begin 

       
t-1,i

:=MIN(Cost(
t,3i-2 t,3i-1 t,3i

),  
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           Cost(
t,3i-2 t,3i-1

Reverse(
t,3i
)),  

           Cost(
t,3i-2

Reverse(
t,3i-1

)
t,3i
),  

           Cost(Reverse(
t,3i-2

)
t,3i-1 t,3i

),  

        Cost(Reverse(
t,3i-2

) Reverse(
t,3i-1

)
t,3i

),  

        Cost(Reverse(
t,3i-2

)
t,3i-1

Reverse(
t,3i
)),  

        Cost(
t,3i-2

Reverse(
t,3i-1

) Reverse(
t,3i
)),  

        Cost(Reverse(
t,3i-2

) Reverse(
t,3i-1

)  
             Reverse(

t,3i
)));  

        delete the leaf nodes of 
t-1,i

;  
     end;  
   end;  
end. 

4   Experimental Results 

The algorithm in section 3 is implemented in C++ and is executed on a Pentium  
computer with clock speed of 1.7GHz. During the experiment, we test some Bench-
mark Circuits. First using some random data to simulate, then obtain the profile of 
these data, which is input to our algorithm and obtain the results of the experiment. 

Among the Benchmark Circuits, DIFFEQ is to solve a particular differential equa-
tion; GCD is to compute the greatest-common-divisor of two numbers; KALMAN is 
an implementation of the Kalman filter. 

We use this algorithm to test every Benchmark Circuits two times, and each time 
=β 3, 4 and 1

i j
i jλ − = − . The experiment result is in table 1, the third column is the 

result of simulation without using our algorithm and the fourth column is the result of 
executing our algorithm. From table 1, we can see that a reduction in on-chip power 
consumption of an average of 26.85% can be had by utilizing the heuristic algorithm. 

Table 1. Comparisons of the transition weight 

  Simulate 
result 

Heuristic 
algorithm 

Reduction 
(%) 

3 602.5 413.4 31.39 DIFFEQ 
4 758.6 531.8 29.9026 
3 1127.8 816.4 27.62 GCD 
4 1389.4 1065.7 23.30 
3 3948.7 2861.6 27.53 KALMAN 
4 4683.4 3824.1 21.37 

Average    26.85 

5   Conclusion 

In this paper, we propose a on-chip bus power consumption model, which considers 
not only the self-transition activities but also the coupled transition activities between 
every two signal lines in each bus. We minimize the transition activities by adjusting 
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the physical order of signal lines in bus. The experimental results show that average 
26.85% of on-chip bus power consumption can be saved without additional hardware 
overhead. 
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A Conservative Approach to SystemC Parallelization
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Abstract. SystemC has become a very popular language for the modeling of
System-On-Chip (SoC) devices. However, due to the ever increasing complexity
of SoC designs, the ever longer simulation times affect SoC exploration potential
and time-to-market. We investigate the use of parallel computing to exploit the
inherent concurrent execution of the hardware components, and thus to speed
up the simulation of complex SoC’s. A parallel SystemC prototype based on the
open source OSCI kernel is introduced and preliminary results are discussed.

1 Introduction

The design of modern Systems-on-Chips (SoC) becomes more and more demanding as
the complexity and the functionality of new circuits and applications increase. The abil-
ity to develop and test these systems with completely virtual platforms and reasonably
fast simulations is a key enabler for tomorrow’s technology. The SystemC language
was developed by the Open SystemC Initiative (OSCI) to enable system level design. It
has quickly become a very popular modeling solution, for engineers can represent the
functionality, communications, software and hardware components at multiple levels of
abstraction with a single common language.

This paper explores the use of parallel techniques to speed up the simulation of SoC
executable specifications. Section 2 describes a parallel SystemC kernel prototype built
from the public domain OSCI simulator. A performance analysis is then derived from
a straightforward pipeline application in Section 3. Finally, experimental results of the
parallel simulation of a complex telecom application are presented in Section 4.

2 A Parallel SystemC Kernel

SystemC [1] exhibits two features that motivated our work. First of all, SystemC is most
often used to describe the behavior of a complete system where several hardware and/or
software components concurrently perform some tasks. The purpose of this work is to
exploit this inherent concurrency to implement parallel simulations.

The second important feature of SystemC is its C++ open source library. The Sys-
temC paradigm combines the flexibility, portability and ease-of-use of object-oriented
C++ programming with dedicated concepts and constructs for SoC modeling prac-
tices [2]. Our choices in developing a parallel SystemC framework are driven by the
willingness to keep the modeling style as open as possible.

V.N. Alexandrov et al. (Eds.): ICCS 2006, Part IV, LNCS 3994, pp. 653–660, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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2.1 The OSCI SystemC Kernel

A typical SystemC application is characterized by both a structural part and a behav-
ioral part. The structure will basically describe the way (hardware and software) com-
ponents are connected to each other ; this translates into various modules connected via
channels. Hierarchical structures are supported as well: modules may instantiate other
(sub-)modules. The behavioral part of the system is captured in SystemC with the no-
tion of process. Each module may contain one or several processes. The execution of a
given process is driven by events (such as a value change on the channels connected to
the module) that might awaken or even restart the process.

Once the user has fully described both aspects of the application, it is the task of
the SystemC kernel to simulate the whole system, given certain input stimuli. The ker-
nel has to schedule, on a sequential processor, the multiple processes of the system in
response to those events generated by the application.

To make sure the concurrent processes use coherent inputs/outputs, the scheduler
runs all the processes that are ready to be executed first, and only then it updates their
changes on the channels. Both evaluate and update phases constitute a δ-cycle: multiple
δ-cycles can occur at the same simulation time, which is very useful for modeling fully-
distributed, time-synchronized computation (as in Rgeister Transfer Level) [1].

In the OSCI open source kernel, the scheduler relies on a stack of “runnable pro-
cesses” (cf. Figure 1) that is emptied during the evaluate phase, and then filled again in
with those processes that are sensitive to any event triggered during the update phase
(such as a “value-changed” event on a channel). If the stack is empty at the end of the
update phase, then the simulation time can be updated to the time of the next event to
be triggered, and if there are none, the simulation stops.

2.2 Towards a Parallel SystemC Kernel

There exists some distributed SystemC platforms ([3, 4]) which aim at coordinating
various simulators over geographically distant sites. They allow Intellectual Property
(IP) vendors to expose their products for testing by potential clients, while hiding their
behavior details. Hence, the primary goal is not performance, but usability, whereas we
look for fast simulations at the scale of cheap clusters of PC’s.

In [5], Savoui et al. encapsulate SystemC processes into POSIX threads to trans-
parently benefit from shared memory SMP architectures. This is integrated in the last
version of the OSCI kernel, but complex designs would require costly huge computers.

To our knowledge no true parallel implementation of SystemC exists so far. However
much work has been done in the last two decades about parallel VHDL or Verilog
simulation kernels, two famous Hardware Description Languages. It is related to the
wider field of Parallel Discrete Event Simulations (PDES). Indeed, VHDL or Verilog
applications, as well as SystemC applications, are conceptually Discrete Event Systems
(DES) [6, 7]: in short, upon the occurrence of some events, processes are awaken and
some computation produce in turn new events. There is a large body of literature about
PDES, their implementation [8, 9, 10] and their utility for parallel Verilog or VHDL
simulation [11, 12, 13], but they have not yet been introduced for SystemC.

The so-called conservative approach strongly enforces causality constraints and thus
requires a lot of synchronizations between the interacting processes located on different
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computing nodes. The so-called optimistic approach is more permissive as it allows
processes not to synchronize as often as they strictly should, using forecast mechanisms.
When a causality error is detected, a rollback procedure is used.

Optimistic PDES are rather complex and require knowledge of the underlying con-
cepts for the tuning of many application dependent parameters [14]. This constraint is
a major drawback for SoC designers, and thus these PDES are not widespread in their
community [15]. Furthermore, as VHDL/Verilog applications are mostly low-level ab-
straction designs, rollbacks can be cost-effective, for little work is to be undone, but with
large data sets and coarse grain processes such as in functional-level SystemC mod-
els, these mechanisms would consume tremendous amounts of memory, whereas the
reduced synchronization/computation ratio makes the overhead for conservative syn-
chronizations acceptable. For these reasons we consider here a conservative approach
when parallelizing SystemC. If the CPU time between successive synchronizations is
long enough and a fair load balancing among the processors can be achieved, we may
expect a reasonable speedup from this approach.

In order to have an open source kernel, to preserve compatibility with SystemC li-
braries and semantics as well as to keep SystemC users still feel familiar with a parallel
kernel, we choose to implement the conservative algorithms directly in the OSCI open
source reference kernel.

end

no more runnable ?

no more runnable ?

trigger ð−events

Evaluate processes

push

push

push

pop

runnable
processes

trigger timed events
Update sim. time

Update channels

Fig. 1. SystemC kernel scheduler Fig. 2. Scheduler local to one node

2.3 Parallelization of the OSCI Kernel

Given the goals discussed in section 2.2, our parallel kernel has to face two major issues:
respect for the informal SystemC semantics and minimum changes in the API (ie. the
language itself), while still offering the flexibility to specify the process partitioning.

Our approach is to have a copy of the OSCI SystemC scheduler running on every
processing node, each simulating a subset of the application modules. The SystemC
semantics specify that, within a δ-cycle, the execution order of the processes is not
pre-defined1 [1], but which processes are to be run depends on the previous δ-cycle.
Thus, within a δ-cycle, it is possible to execute the processes in parallel, but all local
schedulers must synchronize at its end. The conservative approach discussed in section
2.2 leads us to implement a strong synchronization of both channels and time (Figure 2).

1 But it is the same for two executions of the same simulator, so that some dependency bugs can
be hidden; this is still true on every node of the parallel simulator, but not at the global scale.
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The synchronization of one channel only involves the nodes that it connects: if its
value has changed, the nodes trigger the associated event so that the sensitive processes
are pushed back in the local runnable processes stacks, like in a serial kernel.

The second synchronization deals with simulation time. Our implementation defines
a master node which collects the next timed events from every other node, computes the
next simulation time and then sends it to all nodes for local update. If this time is the
current simulation time, then it means that the current δ-cycle loop has not finished yet
on some node: all other nodes must run another δ-cycle, even if no process is to be run
locally. The end of the simulation is reached (.i.e. the local schedulers can stop) when
the simulation time has reached its maximum value.

With regard to the changes in the language, they are limited to the addition of a
new kind of sc module: sc node module. From the user point of view, a “node module”
looks like a classical purely hierarchical module, except that it cannot have other node
modules as submodules. Internally, it gathers all the modules that are to be managed
by one processing node; the partitioning of the application is thus the responsibility of
the designer. The channels connecting node modules are internally duplicated, and their
bindings to the node modules ports fully define how to synchronize them. It has been a
major reverse-engineering and development work to build, from this very simple way
of partitioning, all the information necessary to perform the required synchronizations,
but this would be too technical to be reported here in details.

As a conclusion, a functional parallel kernel has been developed and validated
against a subset of the OSCI test suite ; few very specific SystemC features are not
yet fully supported but this is no limitation for most applications.

3 Performance Analysis with a Basic Pipeline

In this section, we validate the concept of our parallel SystemC kernel and its prototype
implementation against a regular pipeline test-application.

3.1 Description of the Application

Our test-application is a pipeline loop made of N ×P stages distributed in N modules
and P submodules. In the parallel simulator, N is also the number of computational
nodes. Every (sub)module has one input and one output port, interconnected as shown
Figure 3. The channels used are sc signal〈char[L]〉’s: they hold two versions of an L-
long array, the current one and the one for the next update - see 2.1. Every submodule
on its turn defines a process which is sensitive to its input signal; each time the process
is awaken (actually, every δ-cycle), the behavior is to “increment” and copy data from
input to output and to perform n f lop floating point divisions to emulate CPU load.

3.2 Performance Model

The model below uses the terminology defined in Figure 3. It only considers CPU
processing time and communications over the network. δ-cycle synchronizations and
possible overheads introduced by the sequential and parallel SystemC kernels are on-
purpose not addressed in this ”reference” model. Potential discrepancies between this
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  sc_out<char[L]> out;

  sc_out<char[L]> out;

  sc_out<char[L]> out;

  sc_in<char[L]> in;

  sc_in<char[L]> in;

  sc_in<char[L]> in;

1B

SC_MODULE( base ) {

  void dummy(){ 2B

SC_MODULE( base ) {

    ...
};

  void dummy(){...}

PB

node n2

L out in
base BP

in
out in

base B1
L

out

node n 1

SC_MODULE( node )

in
     out = in;

  SC_CTOR( base ){

     sensitive << in;
     SC_METHOD( dummy );

  }
};

      n        divisions ...flop

  }

L

L

SC_MODULE( base ) {

    ...
};

  void dummy(){...}

out

L

L out in
base BP

in
out in

base B1
L

out

node nN

N : Number of modules / computing nodes
P : Number of submodules
L : Size of data transferred on the signals at

every δ-cycle
n f lop : Number of dummy floating point di-

visions per process and δ-cycle
nδ : Number of δ-cycles executed for the

simulation
α : CPU time to execute one floating point

division
β : Transmission time for one byte over the

network
γ : Time to access one byte in memory
tst : Time for initializing a communication

Fig. 3. Structure and parameters of the application

model and the simulation results would demonstrate the impact of SystemC scheduling
in the overall performance.

The total execution time can be written as : T = tinit + nδ.tδ + t f inish . If nδ is large
enough, then tinit and t f inish can be neglected. Thus they are ignored by our timers for
the experiments. Assuming that the scheduler overhead is null, one has

tδseq = N(tevaluate + tupdateseq) tδ// = tevaluate + tupdate//

Here tevaluate represents the computation time for the n f lop divisions in all P submod-
ules, added to the time of the memory accesses for the data copies and increments:

tevaluate = P( n f lop
α + 2L

γ + 2L
γ )

The intra-signals updates consist of (P−1) copies. The inter-signals updates still con-
sist of copies, but in the parallel version, there are also network communications:

tupdateseq = (P−1) 2L
γ + 2L

γ tupdate// = (P−1) 2L
γ + 2L

γ +(tst + L
β )

When all terms are gathered, the performance model is:

T// = nδ

[
6
γ

LP+
L
β

+
n f lop

α
P + tst

]
(1) Tseq = nδNP

(
6
γ

L+
n f lop

α

)
(2)

3.3 Model Validation

All our experiments run on a cluster of up to 52 1.5GHz Pentium IV mono-processor
nodes, with 500MB RAM, and connected through a Fast-Ethernet network.

A pure MPI/C++ version of the pipeline test-application was first developed to serve
as a reference. This version simply avoids all the possible SystemC scheduler overheads
and hence almost perfectly matches the performance model described above. For space
reasons and to put a stress on the SystemC version, no figure is given here to illustrate
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this, but our experiments clearly highlight that Tseq(P) and Tseq(N) are linear, and that
T//(P), Tseq(L) and T//(L) are affine. Furthermore, the slope and intersect values of
the lines approximate quite well the expected cluster hardware performance, according
to the model. Yet, network congestions (low bisectional bandwidth) occur when more
and more communications are requested synchronously, i.e. when N grows, and thus an
additional dependency upon N may appear on the intersect of T//(P).

Globally, the SystemC version of the pipeline gives similar results. This is particu-
larly true for Tseq that still matches the model very well (data not shown here). Accord-
ing to Figure 4, T//(L) is obviously affine too, and the slopes and the intersects of the
lines figure out the influence of P and n f lop. However, they also reveal a slight depen-
dency on N. It cannot be explained by network congestion only, as for the MPI version,
because the impact is more visible : in the SystemC version, after every δ-cycle, an
additional synchronization is performed, to manage the end of the δ-cycle loop (see
section 2.3). Although it was ignored in the current performance model, it is expected
to grow at least as logN as it requires an exchange of information with a master node.
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3.4 Performance

Figure 5 compares the speedups of the reference (namely “pure MPI”) and the SystemC
versions, with realistic values for n f lop: indeed, the amount of computation is often
dependent on the amount of data. We have tested three kinds of such dependencies,
following the complexities of usual algorithms: ln(L), 2L and L2.

To explain the shape of the curves, let us consider the efficiency E = Tseq/T//. Equa-
tions 1 and 2 of the performance model lead to the relation :

P

(
6β
γ

+
β
α

n f lop

L

)
=

E
1−E

(
1
β

+
tstβ
L

)
With our cluster, 6β

γ ≈ β
α , and since our tests run with L = 1000 � 1, one has tst β

L � 1.

Hence, when n f lop = O(log(L)) or O(L), E ≈ 1
1+ 1

P
< 1: the curve is “attracted” by the
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N axis, for P cannot grow too much. Yet, when n f lop = O(L2), E ≈ 1
1+ 1

LP
≈ 1. This not

only explains the general shape of the curves but also why the ln(L) and 2L results are
so close for the pure MPI version. For the parallel SystemC version however, the “time
synchronizations” (see section 2.3), ignored in our model, become significant if n f lop is
very small (ln(1000)≈ 7).

4 Case Study: Beyond 3G Modem

The previous section demonstrates that the achievable speedup of a distributed SystemC
application heavily depends on the number of processors and the computation to com-
munication time ratio. Here, we further explore those aspects with a real complex appli-
cation, developed in the frame of the IST MATRICE project. This project involved many
academic and industrial partners, from the field of cellular telecommunication Research
and Development. It aimed at investigating “Multi Carrier-Code Division Multiple Ac-
cess” techniques for the broadband component of Beyond 3G systems.

The platform is based on a pipeline, composed of three major stages, made of multi-
ple SystemC modules, which model the major physical layer components of a wireless
transmitter, receiver and channel. Please see [16] for a full description of this applica-
tion. It is only worth noting here that it implements more than 26000 lines of C++ style
code, with 27 channels and 26 processes.

A first parallel version of this application is almost immediately available. Indeed,
the canonical partition is to have every of the three major stages running on its own
computing node. Thus, the work is limited to replacing the SC MODULE keyword by
SC NODE MODULE (see section 2.3) in the declarations of these three modules. How-
ever, as it could be already anticipated from the pipeline performance model, a good
speedup can only be achieved when CPU loads are well balanced over the computa-
tional nodes. Some quick investigations revealed that one of the three stages already
accounts for 47% of the total serial simulation time. Thus, with the 3-node canonical
partition, the speedups are intrinsically limited to 2.1. We reached a speedup of 1.92.

To overcome this heterogeneity, a 4-node partition has been implemented, with an
effort of gathering the submodules according to their needs for CPU time. Nonetheless,
28% of the total serial time is still spent simulating one unsplittable submodule, which
limits our absolute speedup to 3.6. We reached a speedup of 3.07. This new partitioning
requires a bit more work because the major hierarchical modules have to be split, and
the whole structure must be reorganized. But someone familiar with the application can
do this within twenty minutes, and even less with a GUI.

Further investigations about the discrepancies between the theoritically possible
speedups and the real ones reveal that this application require many useless channel
updates. This first means that many sychronizations of empty data are performed and
then, indirectly, that the processes do not have a regular load all along the simulation.
Thus, to further improve speedups, we may introduce disbalances in our regular pipeline
test-application (see 3), so that we can study quantitatively their impacts on simulation
time and investigate a dynamic load balancing at the granularity of a few δ-cycles rather
than the static approach based on the global CPU load.
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5 Conclusion

We demonstrate that it is possible to develop a parallel SystemC kernel with a user-
friendly interface. An ideally balanced application shows that, despite the high level
of synchronization required, speedups comparable to the number of computing nodes
can be achieved. A performance model extracts figures about the CPU granularity with
respect to synchronization needs in order to reach acceptable efficiency levels.

Even with a real-life coarse-grain application, where the CPU load is not equally dis-
tributed in space (over nodes) nor time (along the simulation), we showed that speedups
close to their theoritical maximum can be achieved at very low development costs.

Our parallel SystemC kernel has still to be improved before being packaged for open
source distribution. In particular the adaptation of existing optimistic PDES algorithms
to avoid synchronization that are rarely required will be investigated.
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Abstract. This study presents an efficient division architecture using irreduci-
ble trinomial in GF(2n), based on programmable cellular automata (PCA). The 
most expensive arithmetic operation in elliptic curve cryptosystems (ECC) is 
division, which is performed by multiplying the inverse of a multiplicand. The 
proposed architecture is highly regular, expandable, and has reduced latency. 
The proposed architecture can be efficiently used in the hardware design of 
crypto-coprocessors. 

1   Introduction 

Finite field GF(2n) arithmetic operations have recently been applied to a variety of fields, 
including cryptography and error-correcting codes [1]. A number of modern public key 
cryptography systems and schemes, for example, Diffie-Hellman key pre-distribution, 
ElGamal cryptosystem, and ECC, require division and inversion operations [2]. 

The main operation of ECC is the inverse/division operation, which can be  
regarded as a special case of exponentiation [3]. Since division, however, is quite time 
consuming, efficient algorithms are required for practical applications. Division  
operations can generally be classified into two approaches: a fast architecture design 
or a novel algorithm development. This current study focuses on the former approach. 

Cellular automata have been used in evolutionary computations for over a  
decade. They have been used in a variety of applications, such as parallel processing 
and number theory. CA architecture has been used in the design of arithmetic compu-
tations that Zhang [4] proposed architecture with programmable cellular automata, 
Choudhury [5] designed an LSB multiplier based on CA, and Jeon [6] proposed sim-
ple and efficient architecture based on periodic boundary CA. 

This paper proposes efficient hardware architecture for division based on PCA. We 
focused on the architecture in ECC, which uses restricted irreducible polynomials, 
especially, trinomials. The structure has a time complexity of n(n-1)(T_AND+ T_XOR + 
T_MUX) and a hardware complexity of (nAND+(n+2)XOR+ nMUX+ 4nREGISTER). 
In addition, our architecture can easily be expanded for other public key cryptosys-
tems with additional (n-2)XOR gates. Our architecture focuses on both area and time 
complexities. 
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The rest of this paper is organized as follows: The theoretical background, includ-
ing finite fields, ECC, and CA, is described in Section 2. Section 3 presents the pro-
posed division architecture based on PCA, and we present our discussion, together 
with a comparison of the performances between the proposed architecture and previ-
ous research, in Section 4. Finally, the conclusion is presented in Section 5. 

2   Preliminary 

In this section, we discuss the mathematical background in the finite field and ECC, 
and the characteristics and properties of cellular automata. 

2.1   Finite Fields  

A finite field or Galois Field (GF), which is a set of finite elements, can be defined by 
commutative law, associative law, distributive law and it contains facilitates for addi-
tion, subtraction, multiplication, and division. A number of architectures have already 
been developed to construct low complexity bit-serial and bit-parallel structures by 
using various irreducible polynomials to reduce the complexity. Since a polynomial 
basis operation has regularity and simplicity, the ability to design and expand it into 
high-order finite fields, with a polynomial basis, is easier to realize than with other 
basis operations [7].  

A finite field can be viewed as a vector space of dimensions n over GF(2n). That is, 
there exists a set of n elements {1, α, …, αn-2, αn-1} in GF(2n) such that each 

A∈GF(2n) can be written uniquely in the form = i
iAA α , where Ai ∈{0,1}. This 

section provides one of the most common bases of GF(2n) over GF(2), which are 

polynomial bases [7, 8]. Let f(x) = xn + −
=

1
0

n
i

i
i xf , where fi ∈{0,1}, for i = 0, 1, … , n-1, 

be an irreducible polynomial of degree n over GF(2). For each irreducible polyno-
mial, there exists a polynomial basis representation. In such a representation, each 
element of GF(2n) corresponds to a binary polynomial of less than n. That is, for A 

∈GF(2n) there exist n numbers Ai ∈{0,1} such that A = An-1αn-1 + …+ A1α + A0. In 
many applications, such as cryptography and digital communication applications, the 
polynomial basis is still the most widely employed criterion [9-11]. In the following, 
we confine our attention to computations that use the polynomial basis. 

2.2   Elliptic Curve Cryptosystem 

In ECC, computing kP is the most important arithmetic operation, where k is an inte-
ger and P is a point on the elliptic curve. This operation can be computed by the addi-
tion of two points k times. ECC can be done with at least two types of arithmetic, each 
of which gives different definitions of multiplication [12]. Two types of arithmetic 
are, namely, Zp arithmetic (modular arithmetic with a large prime p as the modulus) 
and GF(2n) arithmetic, which can be done with shifts and exclusive-ors. This can be 
thought of as the modular arithmetic of polynomials with coefficients mod 2. 
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We focused on GF(2n) arithmetic operation. Let GF(2n) be a finite field by defini-
tion. Then, the set of all solutions for equation E: y2 + xy = x3 + a2x

2 + a6, where a2, a6 
∈GF(2n), a6  0, together with special point called the point at infinity O, is a non-
supersingular curve over GF(2n). Let P1 = (x1, y1) and P2 = (x2, y2) be points in 
E(GF(2n)) given in affine coordinates [13]. Assume that P1 , P2  O, and P1  -P2. The 
sum P3 = (x3, y3) = P1 + P2 is computed as follows; if P1  P2 then  = (y1 + y2)/( x1 + 
x2), x3 = 2 +  + x1 + x2 + a2, y3 = (x1 + x3)  + x3 + y1, and if P1 = P2 (called point dou-
bling), then  = y1 / x1 + x1, x3 = 2 +  + a2, y3 = (x1 + x3)  + x3 + y1. 

In either case, the computation requires one division, one squaring, and one multi-
plication. Squaring can be substituted by multiplication. From the point addition for-
mula, it should be noted that no computation, except for addition, is performed at the 
same time due to data dependency. Therefore, sharing hardware between division and 
multiplication is more desirable than the separated implementation of division and 
multiplication [3, 8] 

The additive inverse and multiplicative inverses in GF(2n) can be calculated effi-
ciently using the extended Euclidean algorithm. Division and subtraction are defined 
in terms of additive and multiplicative inverses: A-B is A+(-B) in GF(2n) and  A/B is 
A (B-1) in GF(2n). Here, the characteristic 2 finite fields GF(2n) used should have 
n∈{113, 131, 163, 193, 233, 239, 283, 409, 571} [3]. This restriction is designed to 
facilitate interoperability while enabling implementers to deploy efficient implemen-
tations that are capable of meeting common security requirements [13]. 

The rule that is used to pick acceptable reduction polynomials is the following: if a 

degree n binary irreducible trinomial, 1)( ++= kn xxxf , for n > k 1 exists, then, the 

irreducible trinomial with the smallest possible k should be used. These polynomials 
enable the efficient calculation of field operations.  

2.3   Programmable Cellular Automata 

A CA is a collection of simple cells arranged in a regular fashion. CAs can be charac-
terized based on four properties: a cellular geometry, a neighborhood specification, 
number of states per cell, and a rule to compute to a successor state. The next state of 
a CA depends on the current state and rules [14]. Only 2-state and 3-neighborhood 
CAs are considered in this paper. Table 1 shows all possible states and rules. Each 
mapping is called a ‘rule’ of the CA.  

The next state transition for the ith cell can be represented as a function of the pre-
sent states of the ith, (i+1)th, and (i-1)th cells for a 3-neighberhood CA: Qi(t+1) = 
f(Qi-1(t), Qi(t), Qi+1(t)), where ‘f’ represents the combinational logic function as a CA 
rule, which is implemented by a combinational logic circuit (CL), and Q(t+1) denotes 
the next state for cell Q(t). 

Table 1 specifies the three particular sets of transition from a neighborhood con-
figuration to the next state. CA can also be classified as linear or non-linear. If the 
neighborhood is only dependent on an XOR operation, the CA is linear, whereas if it 
is dependent on another operation, the CA is non-linear. If the neighborhood is only 
dependent on an EXOR or EXNOR operation, then the CA can also be referred to as 
an additive CA. 
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Table 1. State transition and functions according to different rules 

State transition 
Rules Logical functions 

111 110 101 100 011 010 001 000 

90 Qi-1(t) ⊕ Qi+1(t) 0 1 0 1 1 0 1 0 
150 Qi-1(t) ⊕ Qi(t) ⊕ Qi+1(t) 1 0 0 1 0 1 1 0 
240 Qi-1(t) 1 1 1 1 0 0 0 0 

Furthermore, if the same rule applies to all cells in a CA, the CA is called a uni-
form or regular CA, whereas if different rules apply to different cells, it is called a 
hybrid CA. A CA can be divided into three patterns based on the boundary condi-
tions: a null boundary CA, intermediate boundary CA, and periodic boundary CA 
(PBCA). For the remainder of this paper, a CA will be regarded as a PBCA, unless 
otherwise mentioned. A PBCA regards the leftmost and rightmost cells as neighbors. 

 

Fig. 1. A 3-neighborhood linear PCA cell structure 

Table 2. The PCA corresponding rules according to the control signals 

Control signals 
Cl Cm Cr 

Corresponding 
Rules 

0 0 1 Qr 170 
0 1 0 Qm 202 
0 1 1 Qm ⊕ Qr 102 
1 0 0 Ql 240 
1 0 1 Ql ⊕ Qr 90 
1 1 0 Ql ⊕ Qm 60 
1 1 1 Ql ⊕ Qm⊕ Qr 150 

A programmable CA (PCA) is a CA whose CL is not fixed for each cell, but is 
controlled by a number of signals such that different functions (rules) can be gener-
ated. Fig. 1 shows a 3-neighberhood linear PCA cell structure. A combination of 
control signals decides the rule of each PCA cell. The value of the control signals and 
corresponding rules of the PCA are presented in Table 2. If the ‘90’ rule presented in 
Table 2 is used for the renewal of the next cell’s value, the control signals of the Cl 
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and Cr values are ‘1’ and Cm has a value of ‘0’. Also, if the ‘150’ rule is used, the Cl, 
Cm, and Cr, all possess ‘1’values. We use the ‘170’ rule which only depends on the 
right cell. 

3   Division Architecture Based on PCA 

This section presents A(x)/B(x) architecture based on PCA. Finite field division in 
GF(2n) can be performed using multiplication and inverse; that is, A(x)/B(x) = 
A(x)B(x)-1. The division can be implemented efficiently by repeatedly applying 
A(x)B(x)2 multiplications. Let us suppose that A(x) and B(x) are the elements on 
GF(2n). Then, the two polynomials A(x), B(x) are as follows: 

A(x) = An-1x
n-1 + …+ A1x

1+ A0, B(x) = Bn-1x
n-1 + …+ B1x

1+ B0 

From the above equation, we have 

B(x)2 = Bn-1x
2n-2 + Bn-2x

2n-4 + …+ B1x
2+ B0 

Then, A(x)B(x)2 mod T(x) can be induced from the two equations. The definitive algo-
rithm for implementation is as follows: 

{…[A(x)Bn-1x
2 mod T(x) + A(x)Bn-2] x

2 mod T(x) + … + A(x)B1} x2 mod T(x) + A(x)B0 

[Algorithm 1] A(x)B(x)2 multiplication algorithm 

Input    : A(x), B(x), T(x) 
Output : A(x)B(x)2 mod T(x) 

Step 1  : M(x) = 0 
Step 2  : for i = n-1 to 0 
Step 3  :     M(x) = M(x) x2 mod T(x) + A(x)Bi 

 

Fig. 2. Multiplication architecture using irreducible trinomials in Step 3 of Algorithm 1 

Let M(x)x2 mod T(x) be Mn-1x
n-1 + …+ M1x

1+ M0, where T(x)= xn + xk + 1. Then the 
following equation holds: M(x)x2 mod T(x) = Mn-3x

n-1 + … (Mn-1⊕Mk-1)x
k+1 + (Mn-

2⊕Mk-2)x
k + … + Mn-1x

1+ Mn-2. The equation is illustrated based on two PCA cell struc-
tures where Cl, Cr = 1 and Cm=0. 



666 J.-C. Jeon et al. 

 

Here, the A(x)B(x)2 operation can be used as an efficient method in division algo-
rithms as follows [7]: 

[Algorithm 2] A(x)/B(x) Division algorithm 

Input    : A(x), B(x), T(x) 
Output : D(x) = A(x)/B(x) mod T(x) 

Step 1  : D(x) = B(x) 
Step 2  : for i = n-2 to 1 
Step 3  :     D(x) = B(x)D(x)2 mod T(x)  
Step 4  : D(x) = A(x)D(x)2 mod T(x)  

 
The result is D(x) = A(x)B(x)-1 and when A(x) = 1, the algorithm realizes the in-

verse operation B(x)-1. In this case, the A(x)B(x)2 operation can be used to compute the 
operations in Step 3 and 4. Fig. 3 shows the proposed architecture for division. Each 
initial value is such that cellular automata have all zeros, and that the B register and 
Shift register have B(x) values. 

 
Fig. 3. Division architecture based on the trinomial multiplier in Fig. 2 

After the A(x)B(x)2 operation in Fig.2, the computed values transfer to the Shift 
register. B(x)-1 is computed after the above mentioned process n-2 times. After the 
process, the system chooses A(x) instead of B(x) in the upper registers by Muxes for 
the final resultant values. It is possible to perform A(x)/B(x) mod T(x) in n(n-1) clock 
cycles by using n AND gates, n+2 XOR gates, n Muxes, and 4n bits registers, plus 
extra equipment such as control signals for the transfer of results in cellular automata 
to the shift register, and in order to change the values in the B register, immediately 
after deriving the values of B(x)-1. 
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Moreover, our architecture can be easily applied to other public key cryptosystems 
by using general irreducible polynomials. In Fig. 3, by using additional n-2 XOR 
gates, the proposed architecture can perform a general division operation. Although 
the architecture is used as a general divider, it has the same latency as of that in Fig. 3 
because of the parallel property. 

4   Comparison and Analysis 

A comparison of the proposed division architecture, with existing structures was per-
formed, focusing on time and hardware complexity issues. As such, Wang’s [10] and 
Kim’s [11] division architecture was chosen.  

Wang proposed parallel-in parallel-out division architecture, which has a latency of 
n(2n-1.5) and a critical path of (T_AND+ 3T_XOR) over GF(2n). Kim proposed a serial-
in serial-out divider, which has a latency of 2n(n-1) and critical path of a (2T-
_AND+3T_XOR + T_MUX). However, our serial-in parallel-out architecture has only a 
latency of n(n-1) and a critical path of (T_AND+T_XOR +T_MUX) over GF(2n). 

We usually try to find the design that will best satisfy a given set of requirements 
when we implement the arithmetic unit design. We consider construction simplicity, 
which is defined by the number of transistors that are needed for its construction and 
the time that is needed for the signal change to be propagated through the gates [15]. 
Table 3 shows a comparison of area-time products. 

Table 3. A comparison of area-time products among dividers 

Circuits Area-time product 
Proposed architecture 128n3(n-1)(30n-22.5) 

Wang et al. [15] 92n(105n2 -176n+69)(n-1) 
Kim et al.[16] 336n(n-1)(4n+1) 

 
As in Table 3, our architecture has less complexity than the other architectures. In 

particular, the proposed architecture has (n3) area-time complexity whereas the other 
architecture have (n4) and (n5) complexity, respectively. We have shown that our 
architecture has less complexity than the serial or parallel architectures with regard to 
area and time. Our architecture only focuses on ECC, which is restricted by using 
irreducible trinomials. Our architecture, however, can be easily applied to other public 
cryptosystems with additional n-2 XOR gates, while existing systolic architectures 
including those of Wang’s and Kim’s, hardly reduce the level of complexity, although 
they apply irreducible trinomials for ECC. Moreover, our architecture does not influ-
ence latency after it has been applied to a general divider. 

5   Conclusion 

This paper has presented efficient hardware architecture in order to compute the 
A(x)/B(x) modulo irreducible trinomials, which are restricted in the Certicom Standard 
for ECC. We have proposed a simple hardware architecture that is the most expensive 
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arithmetic operation scheme, such as inverse and division in ECC over GF(2n). The 
proposed architecture includes the characteristics of both PCA and irreducible trino-
mials, and it has minimized both time and hardware complexity. Moreover, our archi-
tecture can be easily applied to a general division architecture with no additional la-
tency needed. Therefore, we have shown that our architecture has outstanding advan-
tages, as compared to typical structures.  
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Abstract. Today, data grids have become an important emerging platform for 
managing and processing a very large amount of data distributed across 
multiple grid nodes and stored in relational databases. However, there are still 
obstacles for potential grid users to be involved into the trend and the data grid 
application development is far from the data grids. While the traditional 
established data grid architectures are not particularly suitable for the some grid 
service, such as data replica services, user authentication services, and the 
Optimal Path selection services. Our project aims to exploit a novel architecture 
named General Data Grid, which integrates the metadata services, data replica 
services, java message services, and the Optimal Path selection on Data Grid 
environment. At the end of this paper, we describe the key implement on the 
GDGrid and present a simple example application concerning finding the 
optimal route. Our experiment of GDGrid shows the algorithm of the route 
selection (Heart-Beat algorithm) is effectively, improve the performance 
greatly, and afford fault-tolerance management to the great extent.           

1   Introduction and Relate Work 

With the emergence of the massive data collections of terabyte scale and the high-
performance computers, how to utilize these huge data sets and the high-performance 
computing capacity becomes a great challenge.  

Under the circumstances, “Grid” is appearing as are an approach for building 
dynamically constructed problem-solving environments using geographically and 
organizationally dispersed high-performance computing and data-handling resources 
[1]. Thus today can be used as effective tools for distributed computing and data 
processing in many domains such as astronomy, geography, and earthquake, etc. In 
all the Grid applications, Data Grid plays an important role in the data handling. It is a 
dynamic logical namespace that enables coordinated sharing of heterogeneous 
distributed storage resources and digital entities based on local and global policies 
across administrative domains in a virtual enterprise[2].  

In the Architecture, European Data Grid Project [3] is the development of a new 
environment to support globally distributed scientific exploration involving terabytes 
datasets. And the GriPhyN Project [4] provides a new degree of transparency in how 
data-handling and processing capabilities are integrated to deliver data products to 
end-users or applications. These two projects are strongly related to grid services 
architecture, but they do not address more sophisticated planners, which can take into 
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account performance and reliability as well as provide feedback to the user, so that the 
user can decide whether to go ahead with a request. In the data replicas management, 
a simulation framework— OptorSim was introduced in [5] where data replication was 
combined with job scheduling. They uses a prediction function based on spatial and 
time locality regardless of the overall data access cost on the Data Grid. 

In this paper we propose a novel framework for access control, message services, 
data replicas services and the selection of the OP (Optimal Path) in Data Grid 
environment. Our key contributions include the following aspects:  (1) JMS (Java 
Message Service) is employed on subscribe/cancel service, replicas service, and 
Heart-Beat service. Through the combine of the GridFTP and JMS, we can ensure the 
replicas’ consistency and validity.  (2) In the access control management, we 
introduce the mechanism of inspection certificates. This module is responsible for 
verifying the certificates when the users visit the specified access binaries.  (3) In the 
selection of the OP (Optimal Path), we employ the Heart-Beat algorithm. By means of 
this algorithm, we can find the temporal OP with a little expense. 

The rest of the paper is organized as follows. In Section 2, we describe the related 
work. We describe the general data grid framework in detail in Section 3. In Section 
4, we show the key implementation status of the general data grid and Section 5 
concludes the paper and discusses future work. 

2   The General Data Grid Framework 

The GDGrid (General Data Grid) is built on the OGSA-DAI [6]. We present a 
framework of GDGrid as Fig.1 shows. The GDGrid is composed of three Layers, 
which are the SRL (Service Requesting Layer), the SML (Service Managing Layer) 
and the SPL (Service Providing Layer) [7]. 

2.1   SRL (Service Requesting Layer) 

In the SRL, the SC (Service Client) can visit the SWP (Service Web Portal) of the 
GDGrid. Through the SWP, the SC can register the own data services into the GDGrid 
and become a SP (Service Provider). The SC can attain the service provided by the 
GDGrid without the protected data resources in the SWP. In case that the SC wants to 
get the services of the protected data resources, it must log on the AM (Access 
Management) module and get the relevant certificates of the protected data resources. 
In the GDGrid, once the SC would like to become a SP, it must download the 
Middleware of the SPL (Service Providing Layer) and perform other operations what 
we will discuss in the following sections. In this layer, the SC will interact with the SM 
(Scheduling Management) module. The SC advances a request, and then the SM will 
offer the temporal optimal route according to the heart-beat algorithm to the SC.  

2.2   SML (Service Managing Layer) 

The Service Managing Layer is the core of the GDGrid. Its main goals are to furnish 
the data grid interface to the SCs, integrate the heterogeneous data, offer a secure 
environment and find the Optimal Path of the request execution. Moreover, this layer 
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Fig. 1. The GDGrid Architecture 

coordinates the application execution by attempting to fulfill the application 
requirements and the available data resources. On the whole, this layer consists of six 
main services.   

The WPS (Web Portal Service) builds the relationship between the SRL and the 
SPL. In the GDGrid, the WPS is responsible for maintaining a description of the 
GDGrid. In the other words, we can think it as an interface of the GDGrid. To be the 
SC, it can log in the Data Grid, obtain the GDGrid’s services freely and register its 
services to be a SP. To be the SP, it can register or deregister its services and the 
descriptions, change its service, obtain the GDGrid’s services, request a certificate of 
its own, and authorize its own certificate replicas to the other dependable SP, etc.  

The MDS (Meta Data Service) offer all the metadata describing features of data 
sources, and maintain the catalogue of the original data and the catalogue of replicas 
data. The ACS (Access Control Service) focuses are on managing the certificates, 
empowering the users to utilize the data resources and presenting the monitoring of 
the logged users. In the monitoring management, we make use of a web based 
monitoring tool (Map Center [8]) which provides access to status information.  

The JMS (Java Message Service) offer three kinds of service. One service aims to 
send the real-time messages to any other nodes, and the second service is used to 
customize the some services, such as getting the latest public information, the state of 
the original data and so on. The last service is the Heart-Beat message service.  

The DRS (Data Replicas Service) is used to coordinate data resources replication 
across the GDGrid from one node to another. There are including three parts: 
Replicas Catalog, Replicas States and Replicas Descriptions. 
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In the TSS(Task Scheduling Service), we propose an algorithm called Heart-Beat, 
which is the SPs (Service Providers) send some key own information [11]  (such as 
processor speed, memory size, and I/O performance, available bandwidth) to the TSS 
module at regular intervals.  

We make an assumption that the job is divided into N subjobs, and at that time M 
nodes are available. In the GDGrid, we calculate the job execution time through the 
Formula 1. Pj is the performance of computer j. TimeExec_ij is the expected execution 
time of the subjob i on the Node j. SInput_j, SApplication_j and Soutput_j represent the size of  
the input data , the application code and the output data of the subjob j respectively. 
Wj is the bandwidth of the Node j. Pj is the performance parameters of the Node j. and 
Tj refer to the available system resource of Node j such as the throughput of I/O. 

Re _ _ _

_ _ _
_ Re _( )

sponse j arrived j send j

Input i Application i Output i
Exec ij sponse j

j j j j j

Time Time Time

S S S
Time Time

W P T W P

= −

+
= + ×

× × ×

 (1) 

The results obtained from the Formula 1 can be used for the construction of an 
M×N matrix. Through the following algorithm, we can find the optimal quickly and 
accurately. 

for(i=1,i<=n,i++){ 
 for(j=1,j<=m,j++){ 
   Node=Min() /*select the node of the minimize  
                executing time*/ 
   } 
 if(SearchNodes(Node)==False) //check this Node  
        AddNodes(Node) //add this Node to the path   
     else  
        NodeA=Compare(Node) /**Compare the total  
         runtime in this Node to the value in  
         column i, then return the node of the 
         minimize executing time **/  
     AddNodes(NodeA) //add this Node to the path 
} 
return Path    //return the optimal path 

2.3   SPL (Service Providing Layer) 

The SRL is basically used for organizing the SPs (Service Providers) orderly, utilizing 
the SPs’ resource efficiently and administering the certificates securely. In the SRL, 
the OGSA-DAI are applied to integrate various heterogeneous data resources 
seamlessly and to build the relationship between the SPs and the SML. 

As for a SP, JMSLM (Java Message Service Local Module) is used to receive the 
input JM issued by other SPs and to send the output JM to the destination. In this 
GDGrid, the input JM can be considered a manner which the other SPs notify the 
current SP. We assume that a current SP holds a replica of a remote SP’s data resource. 
Once the remote SP’s data resource is changed, the remote SP will send a notice of the 
changes to the JMS of the SML through the JMSLM, the JMS will distribute the notice 
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to all the nodes which possess the replicas, and finally the JMSLM will proceed with 
the notice in the SP. As for the remote SP the notice is an output JM, while as for the 
current SP the notice is an input JM. In addition, the Heart-Beat is considered as an 
output JM for a SP and send through the JMSLM in the same way.  

In the SP, there is another module named OAM (Own Authentication Module) 
which is adopted with the purpose of recording the own and other certificates 
information.  

3   The General Data Grid Key Implementation 

3.1   Java Message Service 

Java message service is implemented based on the JMS of the SML and the JMSLM 
of the SPL. It includes three major message services: the subscribe/cancel service, the 
replicas service, and the Heart-Beat service. 

During the course of designing the JMS, the advanced EJB technology and the 
design patterns are employed to the GDGrid. If the SCs have interest in some SPs, 
they can subscribe the latest information of some SPs by the Subscribe Message 
service. In case that the SPs accept the subscribe request, the SPs will send to the real-
time latest information to the SCs timely. If the SCs have no interest in the SPs any 
more, they can cancel the order by the Cancel Message service. 

The Replicas Message service associating with the GridFTP makes it possible that 
the data replicas can keep the consistency and validity. Once a SP’s data resource is 
modified, the SP will send a notice of the changes to the Replicas Message service, it 
will distribute the notice to all the nodes possessing the replicas. If a node possessing 
a replica is closed when the original data are changed, the Replicas Message service 
will put the notice to the massage cache area. Once the node is available, the Replicas 
Message service will resend the notice to the node. In the management of the massage 
cache area, GDGrid provides the service mechanism called Least Recently Used 
(LRU). That is the node which is accessible in the first time owns the headmost 
services and receives the message about itself. 

As for the Heart-Beat message service, it plays a vital role to the selection of the 
optimal path. Through the service, the GDGrid can attain the correct real-time 
information about the usable nodes.     

3.2   Authorization Service 

About the authorization service, we can explain through the Fig.2. 

Step 1: The user A sends a request for owning an own unique certificate in order to 
protect some protected data resources.   

Step 2: The ACS module assigns a unique certificate (For example CTF001, X509) 
for the protected data resources of user A. Once other users want to visit those 
data resources, they should own the CTF001. 

Step 3: User B sends a request for visiting the protected data resources of user A. 
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Step 4: The ACS module transmits the request to the User A. The request consists of 
the information of the demander (User B) username, IP address, the position 
etc. 

 

Fig. 2. Procedure In Authorization 

Step 5: The User A confirms the request and returns a message (yes or no). If the 
message is no, the ACS module will refuse the request which is send by the 
demander. In the Fig.2, the User A sends the message which is yes. 

Step 6: The ACS module receives the message form User B, checks the certificates 
management sub module, and sends a replica of the User A’s certificate to the 
User B. 

Step 7: Once the User B owns the replica of the User A’s certificate, he can use the 
User A data resources directly without through the ACS module certification.  

By this means, we not only save the authentication time and the bandwidth, but 
also make utmost use of the data resources in the safe situation.     

3.3   The Optimal Path Discovery 

Experiments are taken to analyze the process of finding the optimal path. The job is 
divided into four subjobs and there are six accessible and available nodes at the 
experiments. The parameters used in the experiments are list as follows: <CPU, 
Memory, Bandwidth, Available_Resouce, Response_Time> { Node_1<1G, 256M, 
1.85M, 80%, 50S>, Node_2<2G, 512M, 1.7M, 100%, 45S>,Node_3<2G, 512M, 
1.6M, 80%, 45S >,Node_4<2.5G, 512M, 17M, 70%, 45S >,Node_5<2G 2G, 1G, 
1.8M, 55%, 45S >,Node_6<2.6G, 512M, 1.74M, 60%, 50S>}. 

Table 1. The forcase of executing subjob. the Zero means the node has the subjob’s input data. 

Forecast Subjob1 Forecast Subjob2 Forecast Subjob3 Forecast Subjob4 Nodes
S_in S_ap S_ou S_in S_ap S_ou S_in S_ap S_ou S_in S_ap S_ou

Node_1 30M 10M 12M 25M 15M 10M 0M 8M 8M 12M 10M 10M 
Node_2 30M 10M 12M 25M 15M 10M 15M 8M 8M 12M 10M 10M 
Node_3 0M 10M 12M 25M 15M 10M 15M 8M 8M 0M 10M 10M 
Node_4 30M 10M 12M 25M 15M 10M 15M 8M 8M 12M 10M 10M 
Node_5 30M 10M 12M 0M 15M 10M 15M 8M 8M 12M 10M 10M 
Node_6 30M 10M 12M 25M 15M 10M 15M 8M 8M 12M 10M 10M  
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According to calculating these parameters through the Formula 1, the 6×4 matrix is 
shown as follows: 

 

Fig. 3. The Execution Time. Left matrix is without data replicas, and the right is with replicas. 

When choosing the optimal path, the SM will use the Heart-Beat algorithm. In this 
experiment without data replicas, the optimal path is Node_3 Node_5-

Node_2 Node_4. Also another experiment is done during the period of executing 
this job, we shut down the Node_2. The SM will process with the adaptive executing 
path choice. That is in this experiment the subjob_3 executed on the Node_2. When 
the Node_2 is inaccessible, the Heart-Beat algorithm will select the optimal node to 
execute the subjob_3 expect the Node_2. So the optimal path is changed to be 
Node_3 Node_5 Node_1 Node_4 in this experiment. Through this experiment, it 
proves that the Heart-Beat algorithm is effectively, improve the performance greatly, 
and afford fault-tolerance management to some extent.   

For the purpose of finding the data replicas’ effect on the scheduling, we make 
some data replicas on the different nodes (in this experiment, the time of the replicas’ 
transfer is not considered.): employ the subjob1’s data on the Node_2 and Node_3; 
the subjob2’s data on Node_2, Node_3 and Node_5; the subjob3’s data on Node_1 
and Node_6; the subjob4’s data on Node_2 and Node_3. By using the Formula 1, the 
execution time with data replicas 6×4 matrix is gotten, and the optimal path is: 
Node_2 Node_5 Node_6 Node_3. 

From the two 6×4 matrixes, we can figure out the probable total runtime. One with 
no data replica is 389.9s, and the other with some data replicas is 316.4s. Obviously, 
the data replicas must short the runtime of the task.  

4   Conclusion and Future Work 

The GDGrid facilitates the usability of the distributed heterogeneous data resources 
on the Grid. It integrates Metadata services, Data Replica services, Java Message 
services, Replicas management services and route selection within its framework. In 
this paper, we have described the three level of the GDGrid in detail and introduce the 
functions of different sub-modules briefly. We present the key implementations and 
do some experiments that validate the efficiency of our Heart-Beat algorithms. 

Additional future work of this project will be to integrate and classify data 
resources. In addition, to extend the performance of data transfers, we intend to 
investigate protocols based on Quality of Service concerning the transformation of 
large quantities of data. Further, since in our GDGrid the dynamic transfer of the data 
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replicas is considered in the optimal path selection, we plan to add this consideration 
into the Heart-Beat algorithm and improve the algorithm in the efficiency and speed.   
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3 Università di Firenze, Dip. Energetica “S. Stecco”, via C. Lombroso 6/17,

I-50134 Firenze, Italia
alessandra.papini@unifi.it

Abstract. In this paper, we propose a path-following method for com-
puting a curve of equilibria of a dynamical system, based upon the
smooth Singular Value Decomposition (SVD) of the Jacobian matrix.
Our method is capable of detecting fold points, and continuing past
folds. It is also able to detect branch points and to switch branches at
such points. Algorithmic details and examples are given.

Subject Classifications: 65F15, 65F99.

1 Introduction

One of the most important and recurring problems in applications is that of
finding solutions of overdetermined nonlinear systems, f(u) = 0, where f is
a Ck map, k ≥ 1, from (part of) Rn+1 → Rn. Standard occurrences of this
situation are homotopy techniques for solving nonlinear systems, see [15], and
also techniques to find equilibria or periodic solutions of parameter dependent
dynamical systems, see [11]. In such case, the system is usually written as

f(x, α) = 0, f : Rn ×R→ Rn. (1)

As it is well understood, assuming that 0 is a regular value for f , the solution
set of f(u) = 0, is a Ck curve (e.g., see [10]); we stress that, for (1), this does
not mean that the curve can be globally parametrized in α. Computation of this
regular curve of equilibria is the task of path-following algorithms, or continu-
ation methods. The successful continuation methods are of predictor-corrector
type: From knowledge of a point on the curve, they seek a new point on the
curve at a certain (arc-length) distance from the present one, by iteratively cor-
recting an initial prediction of this new point. The standard prediction stage is
carried out by a tangent (or Euler) approximation, and the standard correction
is performed by Newton’s method or one of its variants. We refer to [1] for an
excellent overview of continuation techniques. Now, while continuing the curve of
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equilibria, a robust algorithm must also be able to adaptively choose the steps
to be taken, and to detect bifurcation values (e.g., points where two solution
curves intersect, or points where –for (1)– the curve fails to be parametrizable in
α). Predictor-corrector algorithms are well understood and reliable implementa-
tions exist; see [9, 15]. In practical terms, the largest cost of prediction-correction
methods is given by the need for frequent factorizations of the Jacobian matrices
involved.

One aspect which has not been satisfactorily resolved in previous works on
predictor-corrector algorithms is that the dynamical point of view, inherent in
the continuation context, gets lost at the linear algebra level: the linear algebra
is done in a static way, namely canned linear algebra software is used to factor
the Jacobians. Our approach, which we present in this paper, is to view the
Jacobians as smooth functions and to use the underlying smoothness of the
factors in their decompositions to device better continuation strategies; at the
same time, we will monitor variation of the factors to determine how to choose
the continuation steps. Motivated by their relevance in detecting bifurcation
phenomena, and by the provable smoothness in situations of practical interest
(see [6] for the Ck case, and [4] for the analytic case), our particular emphasis here
is on SVD decompositions. We must point out right away that a smooth SVD
will ordinarily require a singular value to cross zero when the Jacobian becomes
singular (one obtains a signed SVD), and two singular values will exchange
ordering when they coalesce (one obtains an unordered SVD).

2 Path Following Methods Via SVD

In this work, we focus on computing curves of equilibria of (1): f(x, α) = 0. By
using arc-length parametrization, the problem is rewritten as

f(x(s), α(s)) = 0, ẋ(s)T ẋ(s) + α̇(s)2 = 1,

where (ẋ(s), α̇(s))T is the tangent vector and satisfies

fxẋ+ fαα̇ = 0. (2)

A point (x, α) on the curve is a regular point if fx(x, α) is invertible, is a fold
(turning) point if fx(x, α) is singular and fα(x, α) 	∈ range(fx(x, α)), is a branch

point if fx(x, α) is singular and the enlarged matrix M =
[
fx fα

ẋT α̇

]
has rank

equal to n. At a regular point there is a unique tangent; this also occurs at a
fold point with α̇ = 0; at a branch point instead, there are two tangents and
two branches of equilibria crossing at the point. A branch point may occur with
fα ∈ range(fx) and rank(fx) = n− 1, and also with rank(fx) = n− 2.

The pseudo arc-length path following approach (see e.g. [10], [13]) can be
sketched as follows. Given a point (x0, α0) = (x(s0), α(s0)) on the path (i.e.
f(x0, α0) = 0), a tangent (ẋ0, α̇0) and s1 = s0 + h for some steplength h, we
seek (x1, α1) = (x(s1), α(s1)) by solving
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F (x, α) ≡
[
f(x, α)
ẋT

0 (x − x0) + α̇0(α − α0) − h

]
= 0. (3)

To solve (3), we can use an iterative method starting from the tangent predictor

(x(0)
1 , α

(0)
1 ) = (x0, α0) + h(ẋ0, α̇0).

Typically, the stationary Newton method is used as corrector: for k = 0, 1, . . .[
fx(x(0)

1 , α
(0)
1 ) fα(x(0)

1 , α
(0)
1 )

ẋT
0 α̇0

] [
∆x
∆α

]
= −F (x(k)

1 , α
(k)
1 ) (4)

(x(k+1)
1 , α

(k+1)
1 ) = (x(k)

1 +∆x,α
(k)
1 +∆α) .

The idea to use SVD for computing bifurcations of vector fields appeared
in [5] several years ago. Afterwards, as far as we could determine, it has not
been considered any more. Why? Surely, one reason is that existing techniques
typically work just fine. But, we believe that a more cogent reason is that by
using the standard linear algebra SVD, whereby singular values are kept always
positive and ordered, it is nearly impossible to locate exactly a fold or a branch
point: One would need to step exactly at such points! Simply monitoring small
singular values, as done in [5], is at best inefficient and potentially misleading.
The answer to this impasse is beautifully provided by smoothness: If the Jacobian
fx becomes singular, a singular value will go through 0, and monitoring the signs
of the singular values will suffice. As we will make clear below, our smooth SVD
method provides not only a theoretically sound, but also a computationally
interesting, way to compute curves of equilibria. As a matter of fact, we know
of no other technique which allows at once to compute the points on the curve,
provide tangents to form the predictor, detects folds and branch points, and also
allows easily to switch branches at branch points.

Motivated by the work [7], where we studied several methods to compute
smooth curves of SVD, we have written a Matlab code implementing a SVD-
based path following method for tracking smooth path of equilibria. Our code
computes a smooth SVD of fx at points on the curve and uses this SVD to
locate folds and generic branch points (switching branches and continuing new
branches). Moreover the code avoids to compute fx and fα at the predictor and
solves (3) by a Newton-type method, where fx(x0, α0) and fα(x0, α0) are used
instead of fx(x(0)

1 , α
(0)
1 ) and fα(x(0)

1 , α
(0)
1 ) (cfr. (4)). From now on, the symbols

fx and fα will be used to denote fx(x0, α0) and fα(x0, α0) respectively.
Notice that if fx = UΣV T , then the Newton-type system[

fx fα

ẋT
0 α̇0

] [
∆x
∆α

]
=
[
c
d

]
becomes simply [

Σ UT fα

ẋT
0 V α̇0

] [
V T∆x
∆α

]
=
[
UT c
d

]
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which has a very simple structure and can be solved with a computational cost
of O(n) flops, by ad hoc substitution techniques tailored for the two cases Σ
invertible and Σ singular. So, taking into account the matrix-vector products,
each iteration costs O(n2) flops.

Analogously, the SVD of fx is easily exploited in the computation of the
tangents. Indeed, problem (2) becomes

ΣV T ẋ+ UT fαα̇ = 0.

If Σ is invertible, we set α̇ = ±1 (the sign is chosen so that we do not trace back
the same piece of the curve), ẋ = −α̇V Σ−1UT fα and then we normalize. If we are
at a fold point (Σ singular and fα 	∈ range(fx)), the solution is (ẋ, α̇) = (V en, 0).
Finally, at a branch point (rank[fx , fα] = n−1, but rank(M) = n) we have two
tangents in the kernel of [fx , fα], and we proceed as follows: (1) We approximate
the tangent, call it u, to the branch that we are following, by normalizing the
secant approximation obtained using the last two points on the curve; (2) we
seek a point on the other branch by looking for solutions lying on a hyperplane
parallel to the tangent line we have, and at a distance h from it (this we can do
using a vector v in the null space of [fx , fα] orthogonal to u).

3 Continuation of the SVD

In [7], we proposed several techniques to compute a smooth block-SVD for a
smooth matrix-valued function A(s) : [a, b] → Rn×n. In the context of path
following for equilibria, we have A(s) = fx(x(s), α(s)) and want to smoothly
compute its complete signed SVD. The theory developed in [7] guarantees that
one of the algorithms there studied, namely Algorithm BSVD, can be success-
fully used to this scope as long as the singular values remain distinct. We refer
to [7] for details. Here we only recall that this method is essentially based on
the solution of suitable algebraic Riccati equations at each continuation step.
These equations are solved by Newton’s method, for which we can construct a
second order approximation as initial guess. Convergence is ensured as long as
the continuation steplength h is sufficiently small.

If two singular values coalesce within a continuation step, the Newton iter-
ation for the Riccati equations may either converge to a wrong solution or fail
to converge. Now, having two singular values coalescing is a non-generic occur-
rence for one-parameter problems (see [6]), and thus one should not witness it in
practice; naturally, even less likely (and thus not very interesting) is the case of
three or more singular values coalescing at once, a case which we can thus safely
disregard. However, special symmetries in the problem make the occurrence of
two singular values coalescing (and crossing) possible, and we want methods
robust enough to handle this case. Futhermore, singular values nearing each
other can cause numerical difficulties. To overcome this critical situation, in the
present paper, we implemented a novel technique, which we call the accordion
strategy. The idea is to adaptively switch from a complete SVD to a block SVD in
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order to bypass coalescing (or just close) singular values. In practice, at each step
we monitor the singular values to detect if we are nearing a possible crossing.
If this is the case, we group into a 2 × 2 block the two singular values which
seem to coalesce and apply Algorithm BSVD to smoothly continue a block-SVD
with one block of dimension 2 and the others of dimension 1. This structure is
possibly maintained over several continuation steps, until the crossing has been
safely passed, and we can split the 2 × 2 block and proceed with a complete
SVD. Of course, as the continuation proceeds, the 2 × 2 block must be further
decomposed to get always a smooth complete SVD. To do this, we solve a simple
Procrustes problems (see [12] for analogous refining methods in the context of
computing analytic path of SVD). In the context of continuation methods for
large bifurcation problems, strategies where one dynamically chooses the block
sizes have also been considered in [2, 3].

The accordion strategy works very well in practice so long as coupled with
a reliable criterion to select the steplength at each continuation step. In the
continuation context, the stepsize control is generally convergence-dependent
through the number of performed iterations ([8], [9],[10]). In our code, instead,
we implemented a technique based on the distance between the predictors and
the converged values. This is similar in spirit to the stepsize control in codes for
solving initial value problems of differential equations.

Finally, the code allows to locate fold and branch points accurately. Given
an interval [s0, s1] such that σn(s0) · σn(s1) < 0, we use the secant method to
find s∗ s.t. σn(s∗) = 0 and compute the point (x(s∗), α(s∗)) on the equilibria
curve. Obviously, each secant iteration involves a continuation step from s0 to
the current iterate.

4 Algorithmic Details

We now discuss in more details the three key algorithmic choices we have adopted
in our code.

1. When and how to group/split singular values. Given s0, assume we have
the decomposition A(s0) = U(s0)Σ(s0)V (s0)T with σ1(s0) > σ2(s0) > . . . >
σn(s0) ≥ 0. We predict the singular values at s1 = s0 + h by [6]

σ
(pred)
i = σi(s0) + (UT (s0)(A(s1) −A(s0))V (s0))ii = σi(s0) + hσ̇i(s0) +O(h2)

and declare a possible crossing if

either
σ

(pred)
i+1 − σ

(pred)
i

σi+1(s0) − σi(s0)
< 0 or

σ
(pred)
i+1 − σ

(pred)
i

σ
(pred)
i + 1

≤ η

for some small η > 0 (η = 10−4 is the default value). In this case, we group
σi, σi+1 into a 2 × 2 block.

Once the singular values σi+1(s1) and σi(s1) have been computed, the 2 × 2
block is unrolled if

σi+1(s1) − σi(s1)
σi(s1) + 1

> η.
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2. Refinement of a 2 × 2 block to get a complete SVD. Given a block C, we get
a standard decomposition UT

CCVC = diag(σ1, σ2) with sign(σi) = sign(σ(pred)
i )

and then possibly modify it to recover smoothness in the complete SVD. To
do this, we solve a Procrustes problem to minimize the distance (in Frobenius
norm) between UC , VC and suitable reference orthogonal factors. If σ1 	= σ2, UC

and VC are correct up to permutation and/or changes of signs of their columns.
If σ1 = σ2, then UC and VC may have to be changed into UCQ and VCQ for a
suitable orthogonal matrix Q.

3. Stepsize control. Denote by x(pred), α(pred), Σ(pred) the predictors used for
x(s1), α(s1) and Σ(s1), respectively. Our steplength choice tries to perform a
mixed absolute/relative error control, monitoring the errors ‖x(pred) − x(s1)‖,
‖α(pred) − α(s1)‖, ‖Σ(pred) −Σ(s1)‖, in such a way that the iterative procedure
involved in a continuation step will converge in a few iterations. Moreover, start-
ing from the second continuation step, we try to control also ‖U (pred) − U(s1)‖
and ‖V (pred)−V (s1)‖, where U (pred) = U(s0)+hU̇(s0), V (pred) = V (s0)+hV̇ (s0),
and the derivatives are approximated by differences using the orthogonal factors
obtained at the last two steps. At the end of a continuation step of size h, we

compute the weighted norm ρσ =

√
1
n

∑n
i=1(

σ
(pred)
i −σi

εr|σi|+εa
)2, where εr and εa are

relative and absolute error tolerances, and analogously we compute ρx, ρα, ρU ,
ρV . Then, we set ρ = max(ρσ, ρx, ρα, ρU , ρV ) and hnew = h√

ρ . If ρ ≤ 1.5, hnew is
used to proceed the continuation; otherwise the step just completed is rejected
and retried with the new steplength.

A continuation step may also fail because of lack of convergence either when
solving a Riccati equation or when computing a new point on the curve. In both
cases, the steplength is halved and the step retried.

5 Some Numerical Results

We refer on some experiments on two standard test problems. The results have
been obtained with the following data:

- Initial steplength: 10−3; minimum steplength: 10−8;
- Tolerances for solving algebraic Riccati equations: 10−8;
- Tolerances for computing fold and branch points: 10−12;
- Tolerances for computing points on the curve: 10−14.
In the tables we give:
Nsteps: required number of continuation steps to complete the path;
hmax: maximum used steplength;
Nits1: average number of iterations required to solve a Riccati equation (this is
needed to update the SVDs);
Nits2: average number of iterations per continuation step required to compute
the point on the curve. The numbers Nits1 and Nits2 take into account all
performed iterations, on both successful and unsuccessful steps.
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Example 1. This is known as the aircraft problem [14]. The dimension is n = 5.
The curve has to be followed from (x0, α0) = (0, 0) until α is out of [−1, 1].
Starting with α̇0 = 1, two folds are
found at α = 0.18608332702306 and
α = −0.50703056119994. The figure
on the right shows the first compo-
nent of the solution vs. α. Table 1
shows the results obtained with sev-
eral choices of the parameters εr and
εa for the steplength control. Start-
ing with α̇0 = −1, two folds are de-
tected at α = −0.18690833269959
and α = 0.51015853464868; the per-
formance is identical to that in
Table 1. −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1 1.2

−12

−10
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−2

0
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Table 1. Example 1

εa(= εr) Nsteps Nits1 Nits2 hmax
10−4 694 2 4 0.24
10−3 226 3 6 0.70
10−2 82 4 11 1.72

Example 2. This is a test problem from the AUTO manual [9]:

f(x, α) =

⎡⎣x1(1 − x1) − 3x1x2
− 1

4x2 + 3x1x2 − 3x2x3 − α(1 − e−5x2)
− 1

2x3 + 3x2x3

⎤⎦ .
The continuation process starts
from (x0, α0) = (1, 0, 0, 0) and stops
when α is out of [0, 0.6]. The code
detects two branch points, at α =
0.55 and α = 0.36846953170021,
and a fold at α = 0.56459590997250.
In the figure on the right, we show
the first solution component vs. α.
At each branch point we started new
runs to follow the branches. In
Table 2 we give a summary of per-
formance of the code relatively to
completion of the three paths in the
figure. −0.1 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7

0
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10
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In both examples, 3 ÷ 5 secant iterations were needed to locate either a fold
or a branch point.
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Table 2. Example 2

εa(= εr) Nsteps Nits1 Nits2 hmax
10−4 792 2 2 0.76
10−3 281 2 3 2.25
10−2 121 3 3 5.27
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Comparing Leja and Krylov Approximations
of Large Scale Matrix Exponentials�
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Abstract. We have implemented a numerical code (ReLPM, Real Leja
Points Method) for polynomial interpolation of the matrix exponential
propagators exp (∆tA)v and ϕ(∆tA)v, ϕ(z) = (exp (z) − 1)/z. The
ReLPM code is tested and compared with Krylov-based routines, on
large scale sparse matrices arising from the spatial discretization of 2D
and 3D advection-diffusion equations.

1 Introduction

The systematic study and application of the so-called “exponential integrators”
began about two decades ago, but has received a strong impulse in recent years;
see, e.g., [5, 7, 8] and references therein. A building-block of exponential integra-
tors is the efficient evaluation of the underlying matrix exponential functions,
like exp (∆tA)v and ϕ(∆tA)v, ϕ(z) = (exp (z)−1)/z (here A ∈ Rn×n, v ∈ Rn,
and ∆t > 0 is a time step). To this respect, most authors regard Krylov-like (cf.
e.g. [7, 14]) as the methods of choice. Nevertheless, an alternative class of poly-
nomial methods has been developed since the beginning (cf., e.g., [6, 15, 13]),
which are based on direct interpolation or approximation of the exponential
functions on the spectrum (or the field of values) of the relevant matrix. Despite
of a preprocessing stage needed to get an estimate of some marginal eigenvalues,
the latter are competitive with Krylov-like methods in several instances, namely
on large scale, sparse and in general nonsymmetric matrices, arising from the
spatial discretization of parabolic PDEs; see, e.g., [4, 10, 11].

Among others, the ReLPM (Real Leja Points Method), proposed in [4] and
applied to advection-diffusion models in [2], has shown very attractive compu-
tational features. It rests on Newton interpolation of the exponential functions
at a sequence of Leja points on the real focal interval of a family of confocal
ellipses in the complex plane. The use of Leja points is suggested by the fact
that they guarantee maximal (and thus superlinear) convergence of the inter-
polant on every ellipse of the confocal family, and thus superlinear convergence

� Work supported by the MIUR PRIN 2003 project “Dynamical systems on matrix
manifolds: numerical methods and applications” (co-ordinator L. Lopez, University
of Bari), by the ex-60% funds of the University of Padova, and by the GNCS-INdAM.
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of the corresponding matrix polynomials to the matrix exponential functions.
This feature is shared also by other set of interpolation points, like e.g. stan-
dard Chebyshev points, but differently from the latter, at the same time Leja
points allow to increase the interpolation degree just by adding new nodes of the
same sequence; see [1, 4] for the scalar and matrix features of interpolation at
Leja points. A key step in the approximation procedure is given by estimating
cheaply a real focal interval, say [a, b], such that the “minimal” ellipse of the
confocal family which contains the spectrum (or the field of values) of the ma-
trix is not too “large” (the underlying theoretical notion is that of “capacity” of
a compact complex set). The numerical experience with matrices arising from
stable spatial discretizations of parabolic equations (which are the main target
of the ReLPM code) has shown that good results can be obtained at a very
low cost, simply by intersecting the Gershgorin’s circles of the matrix with the
real axis. Indeed, it is worth stressing that the ReLPM method works well with
“stiff” matrices, whose spectrum (or whose field of values) has a projection on
the real axis which is nonpositive and much larger than the projection on the
imaginary axis; cf. [4].

We give now two formulas, which are the basis for practical implementation
of the ReLPM method. The kernel of the ReLPM code is given by interpolation
of ϕ(hλ), for suitable h ≤ ∆t, at Leja points of the real focal interval [a, b] =
[c − 2γ, c + 2γ]. Observe that once ϕ(hA)v is computed, then exp (hA)v =
hϕ(hA)v+v. In practice, it is numerically convenient to interpolate the function
ϕ(h(c + γξ)) at Leja points {ξs} of the reference interval [−2, 2] (since it has
capacity equal to 1, cf. [15]). Then, given the corresponding divided differences
{di} for such a function, the matrix Newton polynomial of degree m is

pm(A) =
m∑

i=0

diΩi ≈ ϕ(hA) , Ωi =
i−1∏
s=0

((A− cI)/γ − ξsI) . (1)

In general, it is not feasible to interpolate with the original time step ∆t, which
has to be fractionized. This happens, for example, when the expected degree
for convergence is too large. The ReLPM code subdivides dynamically ∆t into
smaller substeps h = hk, and recovers the required vector ϕ(∆tA)v according
to the time marching scheme

yk+1 = yk + hkϕ(hkA)(Ayk + v) , k = 0, 1, . . . , k∗ ; y0 = 0 , (2)

where
∑
hk = ∆t. Here we use the fact that ∆tϕ(∆tA)v is the solution at

t = ∆t of the differential system ẏ(t) = Ay(t) + v, y(0) = 0.

2 The ReLPM Code

In this section we present the pseudo-codes of the three subroutines which com-
pose the ReLPM code. They are displayed in Tables 1–3, and accompanied by
a detailed documentation.
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Table 1. Subroutine ReLPM

1. input: A, v, ∆t, exptype, tol
2. constants: M = 124, (ξ0, . . . , ξM ) array of M + 1 Leja points in [−2, 2]
3. k := 0, ρ := ∆t, p := 0, w := v
4. a, b:=“extrema of the real points in the Gersghorin’s circles of A”
5. c := (a + b)/2, γ := (b − a)/4, ν := 3γ, h := min {∆t, M/ν}, oldh := 0
6. repeat

7. if h �= oldh then
8. call DIVDIFF(h, c, γ, M, (ξ0, . . . , ξM ), (d0, . . . , dM ))
9. oldh := h

10. endif
11. call INTERP(A,w, h, tol, c, γ, M, (ξ0, . . . , ξM ), (d0, . . . , dM ),q, err,m)
12. if m > M then h := h/2
13. else

14. ρ := ρ − h, p := p + hq
15. if ρ > 0 then

16. w := Ap, w := w + v, k := k + 1, σ := hγ/m
17. if σ > 1 then h := min {σh, M/γ, ρ}
18. else h := min {h, ρ}
19. endif

20. endif
21. endif

22. until ρ = 0
23. k∗ := k, if exptype = 0 then w := Ap, p := w + v else p := p/∆t endif
24. output: the vector p such that p ≈ exp (∆tA)v (exptype = 0), or p ≈ ϕ(∆tA)v,

ϕ(z) = (ez − 1)/z (exptype = 1); the total number of substeps k∗

Comments to Table 1. This is the main subroutine. It accepts a matrix
A ∈ Rn×n, a vector v ∈ Rn, a time step ∆t > 0, and the type of exponential
function (exp or ϕ). The output is a vector which approximates the correspond-
ing function of the matrix ∆tA, applied to the vector v. The underlying method
is the time-marching scheme (2), with a dynamical managing of the variable sub-
steps h = hk, and Newton interpolation as in (1) of ϕ(hA) at real Leja points
related to spectral estimates for A.
1.) exptype: type of exponential function (0 for exp, 1 for ϕ); tol: the relative
error tolerated for the result exp(∆tA)v or ϕ(∆tA)v.
2.) M : maximum interpolation degree allowed “a priori” in the Newton interpo-
lation of ϕ(hA), h ≤ ∆t; (ξ0, . . . , ξM ) is an array of Leja interpolation points, like
e.g. the Fast Leja points in [1]. It is worth stressing that the default M = 124 is
tuned on spatial discretization matrices of linear advection-diffusion models, in
order to guarantee that all the divided differences computed by the subroutine
DIVDIFF are accurate (see [3]).
3.) Initializations: ρ is the portion of ∆t still to be covered; p = y0 and w =
Ay0 + v, cf. (2).
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4. - 5.) Approximation of the real focal interval of a “minimal” ellipse which
contains the numerical range of the underlying matrix, and the associated pa-
rameters: c is the center and γ the capacity (length/4) of the interval. Hereafter,
h and oldh are the current and the previous (sub)steps. For any given substep
h, theoretical estimates show that superlinear convergence of the matrix inter-
polation polynomial should start at a degree between hγ and 2hγ, cf. [10, 4],
provided that the capacity of the minimal ellipse above is relatively close to γ.
Convergence at reasonable tolerances of the matrix interpolation polynomial is
expected for a degree lower than hν = 3hγ (the factor 3 is an “empirical” choice,
based on numerical experience). Hence, the input step ∆t is possibly reduced in
such a way that [hν] ≤M (here [·] denotes the integer part).
6. - 22.) Main loop: implements the time marching scheme (2) with dynamical
managing of the substeps h = hk.
7. - 10.) When the current and the previous substeps are different the divided
differences (d0, . . . , dM ) are (re)computed.
11.) Computes q = pm(A)w ≈ ϕ(hA)w, where w = Ap + v, p ≈ yk.
12. - 21.) If the interpolation process has not converged, the substep is halved
and control returns to point 6, otherwise the current substep has been successful.
14.) The remaining portion ρ of ∆t and p are updated: now p ≈ yk+1.
15. - 20.) If ∆t has not been completed, prepares the next substep.
16.) Computes w ≈ Ayk+1 +v; σ is a parameter used to detect fast convergence,
i.e. convergence degree smaller than hγ.
17. - 19.) When the actual convergence degree m is smaller than hγ (fast con-
vergence), the next substep h is increased but in such a way that hγ ≤M (since
convergence is expected again at a degree lower than hγ).
23.) Now p ≈ yk∗ = ∆tϕ(∆tA)v: computes the right type of matrix exponential
function according to exptype.

Table 2. Subroutine DIVDIFF

1. input: h, c, γ, M , (ξ0, . . . , ξM )
2. “computes (d0, . . . , dM ), the divided differences of ϕ(h(c + γξ)), ξ ∈ [−2, 2], at the

Leja points (ξ0, . . . , ξM ), by the accurate matrix algorithm in [3]”
3. output: (d0, . . . , dM )

Comments to Table 2. This subroutine accepts a time step h, two parameters
related to the spectral features of an external matrix A, a maximum interpolation
degree M and a corresponding array of Leja interpolation points. It returns
the divided differences for the Newton polynomial interpolation of ϕ(hA) up to
degree M . The subroutine is thought to work in double precision.
1.) h: time step; c and γ: see point 4 in the comments to the subroutine ReLPM;
M and (ξ0, . . . , ξM ): maximum interpolation degree and corresponding Leja in-
terpolation points, see the comment to point 2 of the subroutine ReLPM.
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2.) Computes theM+1 divided differences in double precision as the first column
of ϕ(h(c+ γ ΞM )), where ΞM is the (M + 1)× (M + 1) bidiagonal matrix with
the Leja points (ξ0, . . . , ξM ) on the main diagonal and (1, . . . , 1) on the diagonal
immediately below. The matrix ϕ(h(c + γ ΞM )) is approximated via 16-term
Taylor expansions by the scheme proposed in [3], on the basis of [9]. Differently
from the standard divided differences table, this algorithm computes accurately
the divided differences even when their size goes below machine precision, pro-
vided that M is not too large for the given h, c and γ (to avoid the underflow of
some intermediate quantities in the computation); see the comment to point 2
of the subroutine ReLPM. A more sophisticated implementation could discard
the possible tail of divided differences that are not sufficiently accurate (see [3]).
3.) Given (d0, . . . , dM ), the Newton interpolation polynomial of degree m ≤ M

for ϕ(hλ) is pm(λ) =
∑m

i=0 di

∏i−1
s=0 ((λ − c)/γ − ξs), λ ∈ [c− 2γ, c+ 2γ].

Table 3. Subroutine INTERP

1. input: A, w, h, tol, c, γ, M , (ξ0, . . . , ξM ), (d0, . . . , dM )
2. constants: 	 = 5
3. u := w, q := d0w, e0 := ‖q‖2, β := ‖w‖2, m := 0
4. repeat

5. z := (Au)/γ, u := z − (c/γ + ξm)u
6. m := m + 1, em := |dm| ‖u‖2

7. q := q + dmu
8. if m ≥ 	 − 1 then err := (em + . . . + em−�+1)/	 endif

9. until err ≤ β tol or m ≥ M
10. if err > β tol then m := M + 1 endif
11. output: the vector q = pm(A)w, the estimated error err, and the interpolation

degree m, such that ‖q − ϕ(hA)w‖2 ≈ err, with err ≤ ‖w‖2 tol when m ≤ M ,
whereas a convergence failure occurred when m > M .

Comments to Table 3. This subroutine tries to compute an approximation
q = pm(A)w ≈ ϕ(hA)w, cf. (1), up to an error (relative to ‖w‖2) less than a
given tolerance, where A ∈ Rn×n, w ∈ Rn and ∆t ≥ h > 0.
1.) (d0, . . . , dM ) are the divided differences for the Newton interpolation up to
degree M of the function ϕ(h(c+ γξ)) at the Leja points (ξ0, . . . , ξM ) ⊂ [−2, 2].
2.) �: number of consecutive error estimates to be averaged in order to filter error
oscillations (the default � = 5 has shown a good numerical behavior).
3.) Initializations: u = Ω0w, q = p0(A)w (cf. (1)).
4. - 9.) Main loop: Newton interpolation of the matrix operator ϕ(hA)w.
5.) Computes the vector ((A− cI)/γ− ξmI)u = Au/γ− (c/γ+ ξm)u = Ωm+1w,
avoiding to shift and scale the matrix.
6. - 7.) Computes em, the norm of the new term in the Newton interpolation,
and the vector q = pm(A)w.
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8.) Averages the last � values of ei to get the actual interpolation error estimate.
9.) Exits the loop as soon as the estimated error is below the relative tolerance,
or the maximum interpolation degree M has been reached.
10.) Sets the output degree m to a value > M in case that convergence has not
been attained.

3 Numerical Tests and Comparisons

In this section we present some numerical examples, where we have tested the
ReLPM code on large scale matrices arising from spatial discretizations of 2D
and 3D advection-diffusion equations. The model problem is

∂u

∂t
= div(D∇u) − 〈−→ϑ ,∇u〉 , x ∈ Ω , t > 0 , (3)

with initial condition u(x, t) = u0(x), x ∈ Ω, and mixed Dirichlet and Neumann
boundary conditions on ΓD ∪ ΓN = ∂Ω, Ω ⊂ Rd, d = 2, 3. In (3), D is a
d × d diffusion matrix, and −→

ϑ ∈ Rd a constant velocity field. Finite Difference
(FD) or Finite Elements (FE) discretizations produce a system of ODEs like
ẏ(t) = Ay(t) +b, y(0) = u0, where A is large, sparse and nonsymmetric. In the
FE case it is obtained cheaply by left-multiplying the stiffness matrix with the
inverse of a diagonal mass matrix, via the mass-lumping technique (cf. [2]).

In all the examples we have computed ϕ(∆tA)v with v = (1, . . . , 1)t (cor-
responding to u0 ≡ 1), for two values (∆t)1 and (∆t)2 of the time step ∆t,
depending on the specific matrix. The tests have been performed in double pre-
cision by a Fortran version of the ReLPM code, on an IBM Power5 processor
with 1.8Gb of RAM. We also give the comparisons with the PHIPRO Fortran
code by Y. Saad (again in double precision), which is based on Krylov subspace
approximations (cf. [12]). The results are collected in Table 4. We report, for
both methods, the number of substeps (steps), the number of total iterations
(i.e., of matrix-vector products), and the CPU time. In addition, for PHIPRO
we show also the chosen dimension for the Krylov subspace. This is a delicate
choice, for which a simple criterion does not seem to be available; in any case, the
default m = 60 is not suitable in the examples. The tolerances for both meth-
ods have been tuned in order to have an error, relative to the “exact” result
of the exponential operator, of about 10−6 in the 2-norm (which is compatible
with the underlying spatial discretization error). It is worth observing that even
using smaller tolerances the performances of both methods would not change
significantly, since superlinear convergence has already been reached.

Example 1 (FE-2D). We have taken a 2D equation like (3), with Ω = (0, 1)2,
D = I, −→ϑ = (60, 60), and homogeneous Dirichlet boundary conditions. We have
adopted a standard Galerkin FE discretization with linear basis functions, on a
uniform mesh with n = 490 000 nodes and 977 202 triangular elements, which
produces a matrix with 3 424 402 nonzeros (average nonzeros per row ≈ 7). Here
(∆t)1 = 0.001 and (∆t)2 = 0.01.
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Table 4. Comparing ReLPM and PHIPRO on the advection-diffusion discretization
matrices in Examples 1–4 (the CPU times are in seconds)

∆t Code FE-2D FE-3D FD-2D FD-3D
PHIPRO steps iter CPU steps iter CPU steps iter CPU steps iter CPU
m = 10 126 1386 57.1 81 891 59.8 54 594 44.2 35 385 349.3
m = 20 40 840 45.5 28 588 50.2 21 441 43.1 † † †

(∆t)1 m = 25 29 754 43.2 21 546 45.2 16 416 45.6 † † †
m = 30 23 713 45.4 17 527 48.1 13 403 55.4 † † †
m = 50 13 663 58.4 10 510 58.9 8 408 67.5 † † †
ReLPM 17 857 27.0 12 585 32.0 5 392 20.6 3 234 133.0
PHIPRO steps iter CPU steps iter CPU steps iter CPU steps iter CPU
m = 10 868 9548 414.3 428 4708 302.1 431 4741 375.4 158 1738 1593.2
m = 20 287 6027 318.8 152 3192 242.1 166 3486 323.4 † † †

(∆t)2 m = 25 190 4940 280.9 117 3042 250.4 126 3276 353.2 † † †
m = 30 149 4619 306.6 94 2914 268.0 103 3193 415.6 † † †
m = 50 73 3723 343.3 53 2703 301.0 58 2958 516.6 † † †
ReLPM 131 7720 227.3 74 4335 231.7 49 3617 186.3 16 1094 633.4

Example 2 (FE-3D). Here we have a 3D advection-dispersion equation, where
D is the hydrodynamic dispersion tensor, Dij = αT |−→ϑ |δij +(αL −αT )ϑiϑj/|−→ϑ |,
1 ≤ i, j ≤ d (αL and αT being the longitudinal and transverse dispersivity, re-
spectively). The domain is Ω = [0, 1]×[0.0.5]×[0, 1], discretized by a regular mesh
of n = 161 × 81 × 41 = 524 681 nodes and 3 072 000 tetrahedral elements. The
boundary conditions are homogeneous Dirichlet on ΓD = {0}× [0.2, 0.3]× [0, 1],
whereas homogeneous Neumann conditions are imposed on ΓN = ∂Ω \ ΓD.
The velocity is −→

ϑ = (1, 0, 0), the transmissivity coefficients are piecewise con-
stant and vary by an order of magnitude depending on the elevation of the do-
main, αL(x3) = αT (x3) ∈ {0.0025, 0.025}. The resulting FE matrix has 7 837 641
nonzeros (average per row ≈ 14). Here (∆t)1 = 1 and (∆t)2 = 10.

Example 3 (FD-2D). Again a 2D model, with Ω = (0, 10)2, D = I, −→
ϑ =

(100, 100), and homogeneous Dirichlet boundary conditions. We have adopted a
second order central FD discretization on a uniform grid with stepsize 0.01 (n =
1 002 001 nodes), generating a pentadiagonal matrix with 5 006 001 nonzeros.
Here (∆t)1 = 0.01 and (∆t)2 = 0.1.

Example 4 (FD-3D). Here a 3D equation, with Ω = (0, 1)3, D = I, −→
ϑ =

(200, 200, 200), and homogeneous Dirichlet boundary conditions. Here we have
adopted a second order central FD discretization on a uniform grid with stepsize
0.005 (n = 8 120 601 nodes), generating an eptadiagonal matrix with 56 601 801
nonzeros. Here (∆t)1 = 10−3 and (∆t)2 = 5.2 × 10−3.

Comments on the results. First, notice that ReLPM performs better than
PHIPRO in all the tests, even with an optimal choice of the Krylov subspace
dimension (underlined CPU times), in spite of a smaller number of total Krylov
iterations. Indeed, it is worth stressing that ReLPM computes only 1 matrix-
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vector product, 2 daxpys, 1 vector scaling and 1 scalar product per iteration
inside INTERP. Moreover, it allocates only the matrix and 6 vectors, whereas
PHIPRO has to allocate, besides the matrix, all the m Krylov subspace gener-
ators and 4 vectors (neglecting a matrix and some vectors of dimension m). In
addition, when m increases, PHIPRO decreases the total number of iterations,
but is penalized by the long-term recurrence in the orthogonalization process. For
small m, it is penalized by a larger number of substeps. The difference in storage
requirements produces remarkable consequences in the last example. There, the
matrix is extremely large, and PHIPRO can work only with m ≤ 10 due to the
memory limitations (1.8Gb), becoming about 2.5 times slower than ReLPM.

References

1. Baglama, J., Calvetti, D., Reichel, L.: Fast Leja points. Electron. Trans. Numer.
Anal. 7 (1998) 124–140

2. Bergamaschi, L., Caliari, M., Vianello, M.: The ReLPM exponential integrator for
FE discretizations of advection-diffusion equations. Springer LNCS vol. 3039 - part
IV, 2004 (Proc. of ICCS 2004) 434–442

3. Caliari, M.: Accurate evaluation of divided differences for polynomial interpolation
of exponential propagators. Draft (2005)

4. Caliari, M., Vianello, M., Bergamaschi, L.: Interpolating discrete advection-
diffusion propagators at Leja sequences. J. Comput. Appl. Math. 172 (2004) 79–99

5. Cox, S. M., Matthews, P. C.: Exponential time differencing for stiff systems. J.
Comput. Phys. 176 (2002) 430–455

6. Druskin, V. L., Knizhnerman, L. A.: Two polynomial methods for calculating func-
tions of symmetric matrices. U.S.S.R. Comput. Math. and Math. Phys. 29 (1989)
112–121

7. Hochbruck, M., Lubich, C., Selhofer, H.: Exponential integrators for large systems
of differential equations. SIAM J. Sci. Comput. 19 (1998) 1552–1574

8. Hochbruck, M., Ostermann, A.: Exponential Runge-Kutta methods for parabolic
problems. Appl. Numer. Math. 53 (2005) 323–339

9. McCurdy, A., Ng, C., Parlett, B. N.: Accurate Computation of Divided Differences
of the Exponential Function. Math. Comp. 43 (1984) 501–528

10. Moret, I., Novati, P.: The computation of functions of matrices by truncated Faber
series. Numer. Funct. Anal. Optim. 22 (2001) 697–719

11. Novati, P.: A polynomial method based on Feiér points for the computation of
functions of unsymmetric matrices. Appl. Numer. Math. 44 (2003) 201–224

12. Saad, Y.: SPARSKIT: a basic tool kit for sparse matrix computations. Dept. of
Computer Science and Engineering, University of Minnesota. Version 2 (2005)

13. Schaefer, M. J.: A polynomial based iterative method for linear parabolic equations.
J. Comput. Appl. Math. 29 (1990) 35–50

14. Sidje, R. B.: Expokit. A software package for computing matrix exponentials. ACM
Trans. Math. Software 24 (1998) 130–156

15. Tal-Ezer, H.: Polynomial approximation of functions of matrices and applications.
J. Sci. Comput. 4 (1989) 25–60



 

V.N. Alexandrov et al. (Eds.): ICCS 2006, Part IV, LNCS 3994, pp. 693 – 699, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

Combined Method for Nonlinear Systems of Equations∗  

Peng Jiang1, Geng Yang2, and Chunming Rong3 

1,2 School of Computer Science and Technology, P.O.Box 43,  
Nanjing University of Posts and Telecommunications, 210003, Nanjing, China 

alice20006@hotmail.com, 
angg@njupt.edu.cn 

3 Department of Electrical and Computer Engineering, University of Stavanger, Norway 
chunming.rong@uis.no 

Abstract. This paper proposes Block Broyden Method combined with SSOR 
preconditioning technique for solving nonlinear systems of equations. The im-
plementation process is described in detail and the time complexity is analyzed. 
This method has faster solving speed and better performance than the unpre-
conditioned one, which is shown by several numerical tests arising from the 
Bratu problem. Therefore, it can be used in the large-scale problems arising 
from scientific and engineering computing. 

1   Introduction 

The Block Broyden Method[1] is an effective iterative algorithm for solving nonlinear 
equations. It parallelizes very well and gives good CPU time savings. However,  
the iterative matrix in the Block Broyden Algorithm is a block diagonal matrix so  
that partial relevant information among the nodes is lost, therefore affecting the  
convergence speed of the algorithm to some extent. Hence, seeking for proper pre-
conditioning methods[2, 3] is one of the effective ways to solve this problem. Some 
preconditioners are proposed and analyzed in paper [4, 5]. 

In this article, we combine SSOR preconditioner with the Block Broyden Method. 
We organize our article as follows. Section 2 introduces SSOR preconditioner.  
Section 3 gives general remarks on SSOR Preconditioner based on Block Broyden 
Algorithm, and it also shows the implementation details and analyzes the time com-
plexity. Some numerical results and interpretation of these results are included in 
Section 4. Section 5 contains the summary remarks. 

2   SSOR Preconditioner 

We suppose there are large sparse linear systems of the form as (1) 

Ax b= . (1) 
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where ][ , jiaA =  is an nn ×  matrix and b a given right-hand-side vector. If the 

original, symmetric, matrix is decomposed as TLLDA ++= in its diagonal, lower 
and upper triangular part, the SSOR matrix is defined as 

TLDDLDM )()( 1 ++= − . (2) 

Then we can calculate the inverse of the preconditioner and get the transformed 

linear system 1 1M Ax M b− −=  which has the same solution as (1).  

3   SSOR Preconditioner Based on Broyden Algorithm 

3.1   General Remarks  

In the following discussion, we are concerned with the problem of solving the large 
system of nonlinear equations as (3): 

0)( =xF . (3) 

where ( )T
nffxF .,)( 1=  is a nonlinear operator from nR  to nR , and nRx ∈*  

is an exact solution. Suppose that the components of x and F are divided into q 
blocks: 

=

qF

F

F

1

          =

qx

x

x

1

 

We consider generalization of the Block Broyden algorithm with Preconditioning 
method (BBP) as follows: 

Algorithm 3.1.1. BBP Method  

1. Let 0x  be an initial guess of *x , and 0B an initial block diagonal approximation 

of )( 0xJ . Calculate )( 00 xFr = .  
2. For k = 0, 1…until convergence: 

    2.1 Solve kkk rsB −= :  
2.1.1 Calculate SSOR preconditioner according to (2) and get the precondi-

tioned equation.  
          2.1.2  Solve the preconditioned equation by Jacobi method. 

    2.2 Update the solution kkk sxx +=+1 . 

2.3 Calculate )( 11 ++ = kk xFr . If 
1+kr  is small enough, stop. 

2.4 Calculate kTk ss )(  and update 1+kB by  
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Then set 1+= kk , and go to step 2. 

3.2   Implementation 

The first step in Algorithm 3.1.1 is the preparation stage. The second step is an itera-
tive process. We update the solution 1kx + according to step 2.2, and calculate the 

residual according to step 2.3. If the residual is smaller than a given value or the num-
ber of iterations is larger than an upper bound value, the iteration process is stopped. 
Otherwise, the inner product of ks  is calculated and 1kB +  is updated to repeat the 

iteration. Fig.1 describes the computing flow. 

Stop 

Calculate 1kB + , set k: =k+1

ε<+
2

1 |||| kr
   Or iter > m 

Using preconditioning technique to get ks ,

calculate 1+kx , 1kr + and the inner product of ks

Begin 

Calculate 000 ,, rxB

 

Fig. 1. The computing flow of BBP method 

3.3   Time Complexity 

In Algorithm 3.1.1, let )( inL  be the complexity of solving each block linear equations 

k
i

k
i

k
i rsB −= , then the complexity of step 2.1 is )(nL =

=

q

i
inL

1

)( . Step 2.2 needs 

n additions and the complexity is 
=

=
q

i
inn

1

. The residual is calculated in step 2.3, 
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and let R(n) be the corresponding calculative cost. The complexity of step 2.4 is 

=

+−
q

i
ii nn

1

2 )213( . Therefore the total complexity of Algorithm 3.1.1 is: 

==

+++−=++−++=
q

i
ii

q

i
iiii nRnLnnnRnnnnLU

1

2

1

2 )()()214()()213)(( . (5) 

We can know that from (5) that the total complexity U differs in )(nL , which means 

the complexity of solving q block linear equations k
i

k
i

k
i rsB −= . We will calculate 

)(nL  for unpreconditioned method and SSOR preconditioning method respectively. 

For unpreconditioned method, we simply use Jacobi method to solve each block 

linear system. So )( inL  is the complexity of jacobi, which is (number of steps)×  

(cost per step) = ni Jk × . It can be easily known that 

)2(
23

nnnJn ++= . (6) 

So we can calculate L(n) as follows: 

nn

q

i
in JknnnknL ×=++×=

=

)2()(
23

1

. (7) 

where 
=

=
q

i
in kk

1

 refers to the addition of number of iterations in each block using 

unpreconditioned method. 

For SSOR preconditioner combined with Jacobi method, )( inL  is the computa-

tional cost of construct the preconditioner plus the complexity of Jacobi, then we can 
get L(n) as follows: 

np

q

i
nii

q

i
ip JkMqJkMnLnL ×+×=×+==

== 11

)()()( . (8) 

where 
=

=
q

i
ip kk

1

 refers to the addition of number of iterations in each block for 

SSOR method, and M  means the complexity of constructing SSOR Preconditioner. 

M  can be easily known as follows: 

26
5

3

2
3

4
nn

n
n

M +++=  . (9) 

Now the performance of each method can be compared exactly according to (7) 
and (8). 
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4   Numerical Experiments 

In the numerical experiments, we compare the convergence speed and efficiency of 
SSOR preconditioning method with the unpreconditioned one for solving a Bratu 
problem in computational physics. The programming language is C++, using double 
float variables to calculate the problem. 

The nonlinear partial differential equation can be written as  

=
=++∆−

Ω∂ 0|

,

u

feuu u
x λ

 ]1,0[]1,0[),( ×=Ω∈yx  . (10) 

on the unit square  of 2R  with zero Dirichlet boundary conditions. It is known as 
the Bratu problem and has been used as a test problem by Yang in [1] and Jiang in 
[4]. The function f is chosen such that the solution of the discretized problem is unity. 
Using a linear element P, a standard finite element approximation gives a large sys-

tem of nonlinear equations of size 2N . For 0 the system has a unique solution. In 
the following tests, we suppose f=e =1 and N=50, 80 and 110, giving three grids, 
M1, M2 and M3, with 2500, 6400 and 12100 unknowns, respectively. 

Let r be the nonlinear discretized function of dimension 2Nn =  obtained from 

(10), so the residual vector norm is 2|||| kr , where k is the number of nonlinear itera-

tions. We also set an upper bound value m=5000. The stopping criterion used in the 

following tests is either 2

5|| || 10kr −<  or m>5000. From boundary condition we can 

get the initial solution 00 =x  and the initial block jacobi matrix
0B . 

When the grid is M1, we set the block number as q1=800. When the grid is M2, we 
set q2=1600. When the grid is M3, we set q3=1000 and q4=2000 respectively. Table 
1, 2, 3, and 4 show the number of nonlinear iterations, which is denoted by “k”, and 
the sum of numbers of iterations for solving each linear block during the i-th nonlin-
ear iteration, which is denoted by “k[i]”. 

Table 1. Comparison of the total number of iterations in M1, q1 

 SSOR No Preconditioner 
k 983 1289 

k[145] 1467 5618 
k[440] 880 3173 

Table 2. Comparison of the total number of iterations in M2, q2  

 SSOR No Preconditioner 
k 3526 4003 

k[675] 2941 7597 
k[1100] 2356 7032 
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Table 3. Comparison of the total number of iterations in M3, q3 

 SSOR No Preconditioner 
k 3987 4479 

k[790] 1369 5839 
k[2420] 528 5010 

Table 4. Comparison of the total number of iterations in M3, q4 

 SSOR No Preconditioner 
k 4013 4499 

k[1200] 2417 8919 
k[2400] 1100 7661 

From Table 1 to Table 4, the following observations can be made: The number of 
nonlinear iterations is almost the same, but the number of iterations in each block is 
much smaller for SSOR method. This is because we do not apply any preconditioning 
technique to solve the nonlinear system (3) but combine it with Block Broyden Al-
gorithm to solve each linear block, as described in step 2.1 of  Algorithm 3.1.1. 

However, the performance of each method should not be determined by the num-
bers of iterations, but be judged according to formulas given in Section 3.3. Data 
shown in Table 4 is used as an example. During the 2400–th iteration, the following 
can be known: 

1100=pk , 7661=nk , 20004 =q , 62000/12100/ 43 === qMn  

Thus we can calculate M  according to (9): 

1521
2

6

6

6
65

3

6

26
5

3

2
3

42
3

4

=++×+=+++= nn
n

n
M  

nJ  is calculated according to (6): 

47466622 2323
=++×=++= nnnJn  

The value of )(nLn  for the unpreconditioned method can be calculated according 

to (7): 

36313144747661)( =×=×= nnn JknL  

The value of )(nLp  for SSOR method can be calculated according to (8): 

3563400474110015212000)( =×+×=×+×= npp JkMqnL  

We find that )(nLp < )(nLn , which can be verified by other experimental data, so 

the performance of SSOR method is much better than the unpreconditioned one. 
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5   Conclusions 

We have proposed Block Broyden Method combined with SSOR preconditioner for 
solving nonlinear systems arising from scientific and engineering computing. This 
method has faster solving speed and better performance than the unpreconditioned 
one. One of the reasons is that a proper preconditioner is used to transform the sys-
tem, so the spectral properties of the broyden matrix is improved and quick conver-
gence speed is gained. On the other hand, as the iterative matrix is block diagonal, the 
algorithm only needs to store the diagonal matrix, thus largely reduces memory space. 

In future work, we expect to develop more effective preconditioning methods 
combined with Block Broyden Algorithm so that the preconditioned system can con-
verge quickly and meanwhile can be constructed as easily as possible. 
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Abstract. We consider the new family of two step Runge–Kutta–
Nyström methods for the numerical integration of y′′ = f(x, y), which
provide approximation for the solution and its first derivative at the step
point, and depend on the stage values at two consecutive step points.
We derive the conditions to obtain methods within this family, which in-
tegrate algebraic polynomials exactly, describe a constructive technique
and analyze the order of the resulting method.

1 Introduction

We are concerned with the analysis of a family of two step methods for the
numerical integration of second order Ordinary Differential Equations, in which
the first derivative does not appear explicitly,

y′′(t) = f(t, y(t)), y(t0) = y0, y′(t0) = y′0, y(t), f(t, y) ∈ Rn, (1)

having a periodic or an oscillatory solution. The initial value problem (1) of-
ten arises in applications of molecular dynamics, orbital mechanics, seismology.
When the response time is extremely important, for example in simulation pro-
cesses, there is the need of obtaining an accurate solution in a reasonable time
frame, and therefore there is a great demand of efficient methods for the direct
integration of problem (1).

Many methods with constant coefficients have already been derived for sec-
ond order ODEs (1) with periodic or oscillatory solutions: see for example
[5, 8, 11, 12, 14, 15] for an extensive bibliography.

In this paper we consider the following generalization of the two step Runge–
Kutta–Nyström (TSRKN) methods introduced in [14], by introducing the stage
values at two consecutive step points, in order to increase the order of the meth-
ods, as already done in [9] for first order ODEs:
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Y j
n = uj1yn−1 + uj2yn + h (uj1y

′
n−1 + uj2y

′
n)+

+h2∑m
s=1(ajsf(xn−1 + csh, Y

s
n−1) + bjsf(xn + csh, Y

j
n )),

yn+1 = θ1yn−1 + θ2yn + h(η1y′n−1 + η2y
′
n)+

h2∑m
j=1(vjf(xn−1 + cjh, Y

j
n−1) + wjf(xn + cjh, Y

j
n )),

hy′n+1 = θ′1yn−1 + θ′2yn + h(η′1y
′
n−1 + η′2y

′
n)+

h2∑m
j=1(v

′
jf(xn−1 + cjh, Y

j
n−1) + w′

jf(xn + cjh, Y
j
n )),

(2)

cj , θ1, θ2, uj1, uj2, uj1, uj2, v
′
j , w

′
j , vj , wj , ajs, bjs, j, s,= 1, . . . ,m are the

coefficients of the methods, which can be represented by the following array:

c u ū A B

θ η vT wT

θ′ η′ v′T w′T

In [14] the TSRKN method was derived as an indirect method from the two
step Runge–Kutta methods introduced in [9]. The reason of interest in methods
TSRKN (1.2) lies in the fact that, advancing from xi to xi+1 we only have
to compute Yi, because Yi−1 has alreay been evaluated in the previous step.
Therefore the computational cost of the method depends on the matrix A, while
the vectors v and v̄ add extra degrees of freedom.

Our aim is to analyze two step implicit methods of type (2) which integrate
algebraic polynomials exactly. The main motivation for the development of im-
plicit methods (2), as those considered in the present paper, is their property
of having a high stage order which make them suitable for stiff systems, also
because their implicitness. Collocation–based methods also belong to this class.

In Section 2 we extend Albrecht’s approach [1, 2] to the family (2), with the
aim to derive the conditions for TSRKN methods to integrate algebraic polyno-
mials exactly. In Section 3 we consider the collocation–based methods of type (2).

2 TSRKN Methods Based on Algebraic Polynomials

Let us consider the TSRKN methods (2). It is known that the method (2) is
zero–stable if [14]

−1 < θ ≤ 1 (3)

We treat formulas (2) by extending Albrecht’s technique [1, 2] to the numerical
method in concern, as we already have done in [11] for Runge–Kutta–Nyström
methods, and in [13] for two step Runge–Kutta methods. According to this
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approach, we regard the two step Runge–Kutta–Nyström method (2) as a com-
posite linear multistep scheme, but on a non–uniform grid.

We associate a linear difference operator with each stage, in the following way:

Lj [z(x);h] = z(x+ cjh) − uj,1z(x− h) − uj,2z(x)−

h (uj,1z
′(x− h) + uj,2z

′(x))−

h2∑m
s=1(ajsz

′′(x + (cs − 1)h) + bjsz
′′(x+ csh),

(4)

for j = 1, . . . ,m, is associated with the internal stage Y j
n of (2).

L̄[z(x);h] = z(x+ h) − θ1z(x− h) − θ2z(x)−

h(η1z′(x− h) + η2z
′(x))−

h2∑m
j=1(vjz

′′(x+ (cj − 1)h) + wjz
′′(x+ cjh)),

(5)

is associated with the stage yn+1 in (2). Finally

L̄′[z(x);h] = hz′(x+ h) − θ′1z(x− h) − θ′2z(x)−

h(η′1z′(x − h) + η′2z′(x))−

h2∑m
j=1(v

′
jz

′′(x+ (cj − 1)h) + w′
jz

′′(x+ cjh))

(6)

is associated with the final stage y′n+1 in (2).
Obviously the following relation holds:

Lj [1;h] = 0, j = 1, . . . ,m,

and

L̄[1;h] = L̄′[1;h] = 0

from which the parameters of the method have to satisfy the following relations:

uj,1 + uj,2 = 1, j = 1, . . . ,m (7)

θ1 + θ2 = 1, θ′1 + θ′2 = 0. (8)

In order to have the consistency of the internal stages, the following relation
hold:

Lj [x;h] = 0, j = 1, . . . ,m,

which holds if

cj + uj1 = uj,1 + uj,2 (9).
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(9) implies that y(xi + cjh) − Y j
i = O(h) for h → 0. In the same way the final

stages are consistent if L̄[x;h] = L̄′[x;h] = L̄′[x2;h] = 0, that is

1 + θ1 = η1 + η2, 1 + θ′1 = η′1 + η′2,

∑m
j=1(v

′
j + w′

j) =
2 − θ′1 + 2η′1

2
.

(10)

If (4) is identically equal to zero when z(x) = xp, i.e. if Lj [xp;h] = 0, then it
results: ∑m

s=1(ajs(cs − 1)p−2 + bjsc
p−2
s ) =

=
cpj − (−1)puj,1 − (−1)p−1p uj,1

p(p− 1)
.

(11)

Moreover, if (5) results equal to zero when z(x) = xp, i.e. L̄[xp;h] = 0, then∑m
j=1(vj(cj − 1)p−2 + wjc

p−2
j ) =

=
1 − (−1)pθ1 − (−1)p−1p η1

p(p− 1)
.

(12)

Finally, if we annihilate (6) on the function z(x) = xp+1, then from L̄′[xp+1;h] =
0, it follows that ∑m

j=1(v
′
j(cj − 1)p−1 + w′

jc
p−1
j ) =

=
(p+ 1) − (−1)p+1θ′1 − (−1)p(p+ 1) η′1

p(p+ 1)
.

(13)

We can now give the following definitions:

Definition 1. An m–stage TSRKN method (2) is said to satisfy the simplifying
conditions AB2(p), VW2(p) and V ′W ′

2(p) if its parameters satisfy respectively:

Condition AB2(p): ∑m
s=1(ajs(cs − 1)k−2 + bjsc

k−2
s ) =

=
chj − (−1)kuj,1 − (−1)k−1k uj,1

k(k − 1)
for k = 1, . . . , p, j = 1, . . . ,m.

Condition VW2(p):

m∑
j=1

(vj(cj − 1)k−2 + wjc
k−2
j ) =

1 − (−1)kθ1 − (−1)k−1k η1
k(k − 1)

for k = 1, . . . , p.
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Condition V ′W ′
2(p):∑m

j=1(v
′
j(cj − 1)k−1 + w′

jc
k−1
j ) =

=
(k + 1) − (−1)k+1θ′1 − (−1)k(k + 1) η′1

k(k + 1)
.

for k = 1, . . . , p.

AB2(p), V W2(p) and V ′W ′
2(p) allow the reduction of order conditions of trees

in the theory of two step RKN methods, which is under development by the
authors of this paper; moreover they also mean that all the quadrature formulas
represented by the TSRKN method have order at least p, similarly as it happens
in the theory of Runge–Kutta methods [3].

As far as the order is concerned, we follow the classical definition of conver-
gence of order p, related with the local truncation error. As a consequence, the
conditions which we are going to formulate, are given for exact starting values
y1, y

′
1, Y

j
0 , j = 1, . . . ,m, as already done, for instance, in [6].

Definition 2. An m–stage TSRKN method (2) has order p if for sufficiently
smooth problems (1), and for exact starting values y1, y′1, Y

j
0 , j = 1, . . . ,m,

y(x1 + h) − y1 = O(hp+1), hy′(x1 + h) − hy′1 = O(hp+2) (14)

By using Albrecht’s theory [1, 2], it is easy to prove the following theorem:

Theorem 1. If AB2(p), V W2(p) and VW ′
2(p) hold, then for exact starting values

the m–stage TSRKN method (2) has order of convergence p.

Proof. AB2(p), V W2(p) and V ′W ′
2(p) imply that all the stages of the method

have order p or, in Albrecht’s terminology, that each stage in (4)–(6) has order
of consistency p, so that the method has order of consistency p. In this case the
method converges with order at least p.

It is worth mentioning that the conditions AB2(p), VW2(p) and V ′W ′
2(p) are

only sufficient conditions for the TSRKN method to have order p, but not neces-
sary. If all the stages have order of consistency p, then all the stages are exact on
any linear combination of the power set {1, x, x2, . . . , xp}, and this implies that
the TSRKN method results exact when the solutions of the system of ODEs (1)
are algebraic polynomials. Moreover the simplifying conditions AB2(p), V W2(p)
and V ′W ′

2(p) are a constructive help for the derivation of new numerical methods
within the family of TSRKN methods.

3 Collocation Methods

Let us generalize the Definition 3.2 of [7], in order to derive collocation methods
for (1):
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Definition 3. Consider m real numbers c1, . . . , cm ∈ [0, 1], the solution values
yn, yn−1 and the derivative values y′n, y

′
n−1. The collocation polynomial P (x) of

degree 2m+ 3 is then defined by:

P (xn−1) = yn−1, P (xn) = yn (14)

P ′(xn−1) = y′n−1, P ′(xn) = y′n (15)

P ′′(xn−1 + cih) = f(xn−1 + cih, P (xn−1 + cih)), (16)

P ′′(xn + cih) = f(xn + cih, P (xn + cih)). (17)

Then the numerical solution of (1) is given by

yn+1 = P (xn+1), y′n+1 = P ′(xn+1) (18)

(14)–(18) constitute a Hermite interpolation problem with incomplete data, be-
cause the function values at xn + cih are missing. Following [7], to compute
the collocation polynomial P (x), we introduce the dimensionless coordinate
t = (x − xn)/h, x = xn + th, with nodes t1 = −1, t2 = 0, and define the
following polynomials, which constitute a generalized Lagrange basis:

– φi(t), i = 1, 2, of degree 2m+ 3, defined by

φi(tj) = δij , φ′i(tj) = 0, i, j = 1, 2, (19)

φ′′i (cj − 1) = 0, φ′′i (cj) = 0, i = 1, 2, j = 1, . . . ,m, (20)

– ψi(t), i = 1, 2, of degree 2m+ 3, defined by

ψi(tj) = 0, ψ′(tj) = δij , i, j = 1, 2, (21)

ψ′′
i (cj − 1) = 0, ψ′′

i (cj) = 0, i = 1, 2, j = 1, . . . ,m, (22)

– χi,n−1(t) and χi,n(t), i = 1, . . . ,m, of degree 2m+ 3, defined by

χi,n−1(tj) = 0, χi,n(tj) = 0, i = 1, . . . ,m, j = 1, 2 (23)

χ′
i,n−1(tj) = 0, χ′

i,n(tj) = 0, i = 1, . . . ,m, j = 1, 2 (24)

χ′′
i,n−1(cj − 1) = δij , χ′′

i,n−1(cj) = 0, i, j = 1, . . . ,m, (25)

χ′′
i,n(cj − 1) = 0, χ′′

i,n(cj) = δij , i, j = 1, . . . ,m. (26)
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δij denotes the Kronecker tensor. Then the expression of the collocation poly-
nomial P (x) in terms of these polynomials is given by:

P (xn + th) = φ1(t) yn−1 + φ2(t) yn + h( ψ1(t) y′n−1 +

ψ2(t) y′n) + h2∑m
j=1 (χj,n−1(t) P ′′(xn−1 + cjh) +

+ χj,n(t) P ′′(xn + cjh)).

After constructing φi(t), ψi(t), χi,n−1(t) and χi,n(t), by putting t = ci,
by writing P (xn + cih) = Y i

n and by inserting the collocation conditions (14)–
(17), we obtain the expression of the two step Runge–Kutta–Nyström (TSRKN)
collocation method of type (2), where the parameters of the method are given
by the following relations:

θi = φi(1), uj,i = φi(cj), i = 1, 2, j = 1, . . . ,m

ηi = ψi(1), uj,i = ψi(cj), i = 1, 2, j = 1, . . . ,m

vj = χj,n−1(1), ajs = χj,n−1(cs), j, s,= 1, . . . ,m,

wj = χj,n(1), bjs = χj,n(cs), j, s,= 1, . . . ,m

θ′i = φ′i(1), η′i = ψ′
i(1), i = 1, 2,

v′j = χ′
j,n−1(1), w′

j = χ′
j,n(1), j = 1, . . . ,m,

and φi(t), ψi(t), χi,n−1(t) and χi,n(t) are the polynomials defined by conditions
(19)–(26).

4 Conclusions

We have considered the family of TSRKN methods for y′′ = f(x, y) which in-
tegrate algebraic polynomials exactly. Following the procedure showed in this
paper, that is annihilating the linear difference operators (4)–(6) on the set of
power functions, and solving the arising systems AB2(p + 1), V W2(p + 1) and
V ′W ′

2(p) , it is possible to derive TSRKN methods for ODEs (1) of order of
convergence p. If p = 2m+ 2, then the method is of collocation type.

Following the procedure showed in this paper, that is annihilating the
linear difference operators (4)–(6) on different basis of functions, it is possi-
ble to derive TSRKN methods for ODEs having solutions with an already
known behaviour. For example, it is worth considering TSRKN methods for
ODEs (1) having periodic or oscillatory solution, for which the dominant fre-
quency ω is known in advance; in this case a proper set of functions is the
basis {1, cosωx, sinωx, cos 2ωx, sin 2ωx, . . .} for trigonometric polynomials, as
already considered in [11, 13] for Runge–Kutta–Nyström and two step Runge-
Kutta methods. The technique used in this paper can also be applied for the
construction of collocation methods within family (2).
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Abstract. In this work we consider the problem to compute the vector
y = Φm,n(A)x where Φm,n(z) is a rational function, x is a vector and
A is a matrix of order N , usually nonsymmetric. The problem arises
when we need to compute the matrix function f(A), being f(z) a com-
plex analytic function and Φm,n(z) a rational approximation of f . Hence
Φm,n(A) is a approximation for f(A) cheaper to compute. We consider
the problem to compute first the Schur decomposition of A then the ma-
trix rational function exploting the partial fractions expansion. In this
case it is necessary to solve a sequence of linear systems with the shifted
coefficient matrix (A − zjI)y = b.

1 Introduction

Matrix functions arise in different fields of Mathematical Sciences and Engineer-
ing, in particular in connection with the solution of ordinary differential sys-
tems, with applications in control theory (see [1]), nuclear magnetic resonance,
Lie group methods for geometric integration (see [8]), and in the numerical so-
lution of stiff differential equations (see [11], and references therein). Usually
the matrix function can be defined via power series or as the solution of non-
linear systems. Several methods have been proposed in past to solve one of the
following problems:

– Given a complex matrix A ∈ Cn×n compute f(A), where f is an analytic
function on a region of the complex plane;

– Given a matrix A with a given geometric structure compute the matrix
function f(A), having a special structure too;

– Given a matrix A and a vector x compute f(A)x.

The second problem has a great interest in very important cases when f(z)
is the exponential function. In fact it is well known that the exponential map
is a function defined from a Lie Algebra to its related Lie Group, i.e. if A is
skew-symmetric (i.e. AT = −A) then Q = exp(A) is orthogonal. In these cases
it is very important in the numerical approximation to preserve the property.

V.N. Alexandrov et al. (Eds.): ICCS 2006, Part IV, LNCS 3994, pp. 708–715, 2006.
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Recently this problem has been considered using approaches based on the Krylov
subspaces technique but also exploiting the Schur decomposition of Hamiltonian
skew-symmetric matrices ([5, 9]).

In past many algorithms have been proposed for the approximation of matrix
f(A) (see [7]) and most of these are based on the rational approximation of f ,

Φm,n(z) =
Rm(z)
Qn(z)

,

being Rm(z) and Qn(z) polynomials of degree m and n, respectively. Hence

f(A) � Φm,n(A) = Rm(A) [Qn(A)]−1
.

A classical way to obtain the function Φm,n(z) is to use the Padé approximation
(usually with m = n) together with a pre-processing technique for matrix A
(usually the scaling and squaring technique, see [6]).

In this work we decribe briefly some numerical methods based on the Schur
decomposition of the matrix, in order to compute the rational function approxi-
mation of the exponential matrix function, then we consider the use of the partial
fraction expansion. In Section 2 we describe the numerical methods based on the
Schur decomposition, while in Section 3 we describe the algorithms to compute
rational matrix functions based on the partial fractions expansion technique.
Finally in Section 4 some numerical issues are shown.

2 Numerical Methods Based on the Schur Decomposition

A general approach to compute f(A), with A ∈ Cn×n is to employ similarity
transformation

A = SDS−1 (1)

where f(D) is easily computable. In fact

f(A) = Sf(D)S−1. (2)

If A is diagonalizable then we could take D diagonal hence the computation of
f(D) is trivial since it is a diagonal matrix. For stability problems it is a good
choice to take well conditioned matrix S in (1). The better way to take a well
conditioned matrix is S to be orthogonal, so that the decomposition (1) becomes
the Schur decomposition of A:

A = QTQ∗,

where T is upper triangular or block upper triangular. The computation of the
Schur factors is achieved with perfect backward stability by the QR algorithm
(see [6]). Once the decomposition has been performed the problem is the com-
putation of f(T ). If T is upper triangular also

F = f(T )
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is upper triangular, so that Parlett (see [10]) proposed the following recurrence
relation, which comes equating the (i, j) elements (i < j) in the commutativity
relation FT = TF :

fij = tij
fii − fjj

tij − tji
+

j−1∑
k=i+1

fiktkj − tikfkj

tii − tjj
(3)

The problem with this approach is that the recurrence breaks in when tii = tjj for
some i 	= j, that is when T has repeated eigenvalues, and it can give inaccurate
results in floating point arithmetic when T has close eigenvalues. Parlett observed
that if T = (Tij) is block upper triangular then F = (Fij) has the same block
structure and, for i < j,

TiiFij − FijTjj = FiiTij − TijFjj +
j−1∑

k=i+1

(FikTkj − TikFkj) . (4)

The recurrence can be used to compute F a superdiagonal at a time, provided
we can evaluate the blocks Fii = f(Tii) and solve the Sylvester equation (4)
for the Fij . For the equation (4) to be nonsingular we need that Tii and Tjj

have no common eigenvalue. For the Sylvester equations to be well conditioned
a necessary condition is that the eigenvalues of Tii and Tjj are well separated.
An alternative approach is first to compute

A = XDX−1

where X is well conditioned and D is block diagonal. Then

f(A) = Xf(D)X−1

and the problem reduces to compute f(D). The usual way to compute a block
diagonalization is first to compute the Schur form and then to eliminate off-
diagonal blocks by solving Sylvester equations (see [6]). In order to gurantee a
well conditioned matrix X a bound must be imposed on the condition of the
individual transformations, this bound will be a parameter of the algorithm
(see [4]).

Computing f(D) reduces to compute f(Dii) for each diagonal block Dii.
The Dii are triangular but, unlike the Schur method, no particular eigenvalue
distribution is guaranteed, because of limitations on the condition of the trans-
formations; therefore f(Dii) is still a nontrivial calculation.

3 Partial Fractions Expansions

A different approach in the computation of the matrix function f(A) is to use a
rational approximation, Φm,n(z):

Φm,n(z) =
Rm(z)
Qn(z)

(5)
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where Rm(z) and Qn(z) are polynomials of degree m and n respectively. Usu-
ally function Φm,n(z) could be the (m,n) Padé approximation of the exponential
function or the Chebyshev approximation but also another approaches are pos-
sible. The problem becomes the computation of the vector Φm,n(A)y. Supposing
all the roots of polynomial Qn(z) to be distinct and n ≥ m, the rational function
Φm,n(z) can be represented using the partial fractions expansion:

Rm(z)
Qn(z)

= α0 +
n∑

j=1

αj

z − zj
(6)

where

α0 = lim
z→∞

Rm(z)
Qn(z)

and

αj =
Rm(z)
Q′

n(z)
(7)

where zj are the roots of Qn(z). Hence

Φm,n(A) = Rm(A) [Qn(z)]−1

and, from (6):

Φm,n(A)x = α0x +
n∑

j=1

αj(A− zjI)−1x.

The vector y can be computed using the following algorithm:

1. Compute

α0 = lim
z→∞

Rm(z)
Qn(z)

, αj =
Rm(z)
Q′

n(z)

for j = 1, . . . , n.
2. For j = 1, . . . , n, compute the vector xj solving

(A− zjI)xj = b

3. Set

y = α0b +
n∑

j=1

αjxj .

The main problem is the solution of the linear systems at step 2. A good choice
for this solution is to use Krylov-subspace iterations, since they are invariant
under the shifts zj. Hence the work required to solve n linear systems is the same
to solve one system. Another advantage of this technique is that it can easily
implemented on a parallel architecture since the linear systems to be solved in
step 2 are independent (see [2]). Moreover there is a second level parallelism
since also each system could be solved using a parallel algorithm. As last remark
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we consider that, when the rational function has poles and residuals as complex
conjugate pairs, it is possible to exploit the following property (see [12]):

αj(A− zjI)−1xj + αj(A− zjI)−1xj = 2* (
αj(A− zjI)−1xj

)
. (8)

In [3] it is shown that the algorithm based on partial fractions representation
can be very sensitive to perturbations. In fact the coefficients (7) are

αj =
Rm(zj)

a0

n∏
k=1,k �=j

(zj − zk)

.

and it follows that the presence of closed poles zk may cause some coefficient
αj to be very large. In this case the error on the computation of vector xj

is amplified. In ([3]) these difficulties are remedied using an incomplete partial
fraction representation of the rational function. The representation consists in
writing the function as

Rm(z)
Qn(z)

=
t∏

k=1

rl(z)
ql(z)

(9)

and using a partial fraction representation for each of the factors rl(z)/ql(z).
The functions rl(z) and ql(z) are polynomials such that the degree of ql(z) is
not greater than the degree of pl(z) for each l. The polynomials rl(z) and ql(z)
are chosen so that the partial fraction coefficient αlj of the representation

rl(z)
ql(z)

= α0l +
nl∑

j=1

αjl

z − zjl

where nl is the degree of ql(z), and j = 1, . . . , nl, and 1 ≤ l ≤ t, are not so
large and the number of factors t is small. The incomplete partial representation
algorithm can be described through the following steps:

1. Given the sets zjl and αjl with j = 1, . . . , nl, and l = 1, . . . , t;
2. Put x = b;
3. For l = 1, . . . , t:

3.1 Solve the systems

(A− zjlI)xj = x, j = 1, . . . , nl

3.2 Compute the vector

x = α0lx +
nl∑

j=1

αjlxj.

The methods described previously could be used together computing first the
Schur decomposition of matrix A:

A = QTQ∗
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and then using the partial fractions expansions of the rational approximation
of function f(z) applied to matrix T . Hence given the vector x we have the
approximation

f(A)x � QΦm,n(T )y

where y = Q∗x.

4 Numerical Examples

In this section we show an example of the application of the algorithm described
in the previous section to the computation of the exponential matrix applied to
a real vector. Given the unsymmetric matrix A ∈ IRn×n and the vector x ∈ IRn

our aim is to approximate the vector eAx. We recall that the method is based
on the following steps:

1. Computation of the real Schur decomposition of the real matrix A = QTQT ;
2. Computation of the Chebyshev rational approximation for the exponential

function Cn,n(z);
3. Computation of the poles zj and the residuals αj of rational function Cn,n(z);
4. Solve the linear systems (T − zjI)xj = y, where y = QT x;
5. Compute the vector

w = α0y +
n∑

j=1

αjxj ;

6. Compute the vector z = Qw.
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Fig. 1. Estimate of the error
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It is obvious that the steps 2 and 3 of the algorithm do not require any compu-
tation since the coefficients of the rational function Cn,n(z), the poles and the
residuals are tabbed. For the solution of these systems here we have considered
just direct methods neglecting their shifted structure, in future we shall con-
sider the application of iterative methods based on Krylov subspaces. A further
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remark is related to the use of Chebyshev approximation in step 2: we recall that
using the property (8) the number of linear systems can be reduced. In Figure 3
we show the difference between the vector computed by MatLab function expm
times a random vector x taking a random matrix A ∈ IR20×20 and the vector
computed by the algorithm described in the present section. We observe that
taking the result computed by MatLab routine as correct the error decreases
when the degree of the Chebyshev approximation is growing until n = 10, then
the error increases. The reason of this behaviour is explained in Figure 3 where
we show that the maximum of the residuals |αj | increases with n, and as ob-
served in the Section 3 the error in the solution of the linear systems is amplified.
Finally we have considered a random skew-symmetric matrix A and a unitary
2-norm vector x. In this case also the vector eAx has unitary 2-norm. We observe
that the behaviour of the error is exactly the same observed in the first example.
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Abstract. The CPM{P, N} methods form a class of methods specially
devised for the propagation of the solution of the one-dimensional Schrö-
dinger equation. Using these CPM{P, N} methods in a shooting proce-
dure, eigenvalues of the boundary value problem are obtained to very
high precision. Some recent advances allowed the generalization of the
CPM{P, N} methods to systems of coupled Schrödinger equations. Also
for these generalised CPM{P, N} methods a shooting procedure can be
formulated, solving the multichannel bound state problem.

1 Introduction

There are many problems in quantum chemistry, theoretical physics, atomic
and molecular physics, and physical chemistry that can be transformed into the
solution of coupled differential equations of Schrödinger type. Such a system of
coupled equations may be written in matrix notation

d2y(x)
dx2 = [V(x) − EI]y(x) . (1)

If there are n channels, y(x) is a column vector of order n, I is the n× n unity
matrix. The potential energy n×n matrix V(x) will be assumed throughout the
following to be symmetric, which is often the case in molecular scattering and
bound state applications.

There are various approaches to the solution of the coupled equations (1) (see
a.o. [1, 2, 5, 14, 15]). In the more early work approximate schemes were used which
attempt to reduce the coupled equations to a set of one-dimensional problems
(e.g. in [14]). A more modern approach is to propagate the solutions numerically,
without reducing them to one-dimensional form. A large number of numerical
methods have been suggested for carrying out the propagation. However when
bound state boundary conditions are applied, acceptable solutions of the coupled
equations exist only when E is an eigenvalue of the Hamiltonian and additional
techniques are needed to locate the eigenvalues. Early methods for doing this
were developed by Gordon [4] and Johnson [10].
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Recently it has been shown in [12] that higher order Piecewise Constant Per-
turbation (CP) methods can be constructed for the propagation of the solution
of Eq. (1). Here we will show how such a CP method can be used in a shoot-
ing procedure to solve the associated eigenvalue problem, that is to estimate
the values of E for which a solution of Eq. (1) exists satisfying some boundary
conditions in the endpoints of the integration interval.

2 The CP Algorithm for the Multichannel Case

The Piecewise Perturbation methods (PPM) have been successfully applied for
the propagation of the solution of a one-dimensional Schrödinger problem (see
[6, 7]). The PPM idea is to replace (piecewisely) the given equation by another
differential equation, called the reference differential equation, which can be
solved exactly. The deviation of the solution of the reference equation from the
solution of the original equation is further estimated by means of the perturba-
tion theory.

The CP methods form a subclass of the PPM where the potential function V
of the reference equation is a piecewise constant. In [7] and [11] some higher order
CP versions, the so-called CPM{P,N} methods were found to be well suited for
the solution of the one-dimensional Schrödinger problem. More recently these
CPM{P,N} formulae were generalised to the coupled channel case (see [12]). In
this section the main elements of the CPM{P,N} algorithm are recapitulated
briefly. In the following description bold type indicates a column vector or matrix.

Let [X,X+h] be the current one step interval of the partition of the integration
interval. The multichannel Schrödinger problem

y′′ = (V(x) − EI)y (2)

is considered on this interval. The algorithm of the CP method links the values
of the solution at the two ends of the interval in the following two ways, to be
used for forwards and backwards propagation,[

y(X + h)
y′(X + h)

]
= Tf (h)

[
y(X)
y′(X)

]
,

[
y(X)
y′(X)

]
= Tb(h)

[
y(X + h)
y′(X + h)

]
.

To construct Tf and Tb we use two particular solutions of the local problem

y′′ = (V(X + δ) − EI)y, δ ∈ [0, h] . (3)

Specifically, if u(δ) and v(δ) are the n× n solutions corresponding to the initial
conditions y(0) = I, y′(0) = 0 and y(0) = 0, y′(0) = I, respectively (0 is the n
by n zero matrix) then Tf and Tb have the form

Tf (δ) =
[
u(δ) v(δ)
u′(δ) v′(δ)

]
, Tb(δ) =

[
v′(δ) −v(δ)
−u′(δ) u(δ)

]
, (4)
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To determine u and v the potential matrix is approximated by a truncated series
over the shifted Legendre polynomials P ∗

n(δ/h). The used parametrization is

V(X + δ) =
N∑

m=0

Vmh
mP ∗

m(δ/h) (5)

where the matrix weights are calculated by quadrature (V̄m = Vmh
m+2,m =

1, 2, ...),

V0 =
1
h

∫ h

0
V(X + δ)dδ,

V̄m = (2m+ 1)h
∫ h

0
V(X + δ)P ∗

m(δ/h)dδ, m = 1, 2, 3, . . . . (6)

The symmetric matrix V0 is then diagonalized and let D be the diagonalization
matrix. In the D representation Eq. (3) becomes

yD′′
=

(
N∑

m=0

VD
mh

mP ∗
m(δ/h) − EI

)
yD, δ ∈ [0, h] (7)

and this is solved for uD and vD; the initial conditions are the same as in
the original representation. The perturbation procedure is used, in which the
diagonal matrix VD

0 is the reference potential and

∆V =
N∑

m=1

VD
mh

mP ∗
m(δ/h) (8)

is the perturbation.
First, the matrices of functions uD(δ) and vD(δ), denoted generically as p(δ),

are written as a perturbation series:

p(δ) = p0(δ) + p1(δ) + p2(δ) + p3(δ) + . . . (9)

where the zeroth order term p0(δ) is the solution of

p′′
0 =

(
VD

0 − E
)
p0 (10)

with p0(0) = I,p′
0(0) = 0 for u0 and p0(0) = 0,p′

0(0) = I for v0. Let the
functions ξ(Z) and η0(Z) be defined as follows:

ξ(Z) =

{
cos(|Z|1/2) if Z ≤ 0 ,

cosh(Z1/2) if Z > 0 ,
(11)

and

η0(Z) =

⎧⎪⎪⎨⎪⎪⎩
sin(|Z|1/2)/|Z|1/2 if Z < 0 ,

1 if Z = 0 ,

sinh(Z1/2)/Z1/2 if Z > 0 ,

(12)
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while ηs(Z) with s > 0 are further generated by recurrence :

η1(Z) = [ξ(Z) − η0(Z)]/Z,
ηs(Z) = [ηs−2(Z) − (2s− 1)ηs−1(Z)]/Z , s = 2, 3, . . . . (13)

The zeroth order propagators u0(δ) and u0(δ) are then diagonal matrices, defined
as follows:

u0 = v′
0 = ξ(Z) (14)

δu′
0 = Z(δ)η0(Z) (15)

v0 = δη0(Z) (16)

where
Z(δ) = (VD

0 − EI)δ2 (17)

and ξ(Z), ηm(Z) two n × n diagonal matrices of functions with ξ(Zi), resp.
ηm(Zi) as ith diagonal element (with Zi(δ) = (V D

0ii
− E)δ2).

The n× n ’correction’ matrix of functions pq is the solution of the system

p′′
q = (VD

0 − EI)pq +∆V(δ)pq−1, pq(0) = p′
q(0) = 0 . (18)

The following iteration procedure exists to construct the corrections.
Correction pq−1 (p = uD,vD) is assumed to be known and of such a form

that the product ∆V(δ)pq−1 reads

∆V(δ)pq−1(δ) = Q(δ)ξ(Z) +
+∞∑
m=0

δ2m+1Rm(δ)ηm(Z) . (19)

Then pq(δ) and p′
q(δ) are of the form

pq(δ) =
+∞∑
m=0

δ2m+1Cm(δ)ηm(Z) , (20)

p′
q(δ) = C0(δ)ξ(Z) +

+∞∑
m=0

δ2m+1
(
dCm(δ)
dδ

+ δCm+1(δ)
)
ηm(Z) , (21)

where all Cm matrices are given by quadrature:

C0(δ) =
1
2

∫ δ

0
Q(δ1)dδ1

Cm(δ) =
1
2
δ−m

∫ δ

0
δm−1
1

(
Rm−1(δ1) − d2Cm−1(δ1)

dδ21
− [Cm−1(δ1),VD

0 ]
)
dδ1

where [Cm−1,VD
0 ] is the commutator of the matrices Cm−1 and VD

0 .



720 V. Ledoux, M. Van Daele, and G. Vanden Berghe

To calculate successive corrections for uD, the starting functions in∆V(δ)p0(δ)
are Q(δ) = ∆V and R0(δ) = R1(δ) = ... = 0. For vD the starting functions
are Q(δ) = 0, R0(δ) = ∆V(δ), R1(δ) = R2(δ) = ... = 0. We have thus all
ingredients necessary to evaluate the perturbative corrections.

Once the values at h of the uD, vD matrices and of their derivatives have
been evaluated, they are reconverted to the original representation to obtain the
desired Tf and Tb.

This theory was used to construct some CP versions which are identified as
CPM{P,N} methods. Such a CPM{P,N} algorithm is of maximum order P
at low energies and of order N in the asymptotic regime. As shown in [12] a
CPM{P,N} method can be used to efficiently propagate the solution of Eq. (2)
(forwards and backwards).

3 The Boundary Value Problem

We now consider the eigenvalue problem arising when boundary conditions are
introduced at both ends of the integration interval. Values of E have to be found
for which a solution of (1) exists satisfying the boundary conditions.

Before proceeding to the multichannel case, it is instructive to consider the
procedure used for the single-channel (one-dimensional) Schrödinger equation.
In the one-dimensional case y(x) and V (x) are both scalar quantities

y′′(x) = [V (x) − E]y(x), x ∈ (a ≥ −∞, b ≤ +∞) . (22)

In this simple case, the eigenvalue problem has been solved since the early work
of Cooley [3] based on the widely used shooting method. Such a shooting method
proceeds as follows: A trial value Etrial of E is chosen and the following steps are
used: (i) we start at the beginpoint of the integration interval a and propagate
the solution (e.g. using a CP method) towards the endpoint of the integration
interval b. We stop at an arbitrary point xmatch. (ii) We then start at b and we
propagate backwards until xmatch is reached. (iii) At xmatch the left-hand and
right-hand solutions are matched. The two solutions are arbitrarily normalised,
so their values can always made to agree at the matching point by renormalising
them. However, the criterion for Etrial to be an eigenvalue is that the derivatives
y′ should match, as well as the values. The matching condition is thus

y′L
yL

=
y′R
yR

, (23)

or equivalently

det
(
yL yR

y′L y
′
R

)
= 0 , (24)

where the subscripts L and R indicate outwards and inwards solutions originat-
ing at a and b respectively. The matching function yLy

′
R−yRy

′
L is thus a function

of the energy that is zero when Etrial is an eigenvalue. If Etrial is not found to be
an eigenvalue, steps (i)-(iii) are repeated with an adjusted value of Etrial. It is



Piecewise Constant Perturbation Methods 721

possible to obtain a new Etrial value simply by using one of the standard numer-
ical procedures for finding a zero of a function. For the CP methods a Newton-
Raphson iteration procedure can be formulated, because the CP algorithm allows
a direct evaluation of the first derivatives of the solution with respect to the en-
ergy E (see [7]). The software packages SLCPM12 [8] and Matslise [13] use the
CP methods in combination with this Newton-Raphson process to obtain very
accurate eigenvalue estimations for the one-dimensional Schrödinger problem.

For a system of n coupled equations, a procedure can be used which is largely
inspired from the method outlined above for the one-dimensional problem. In
the multichannel case, the desired wavefunction is a column vector y(x). In order
to start propagating a solution to the coupled equations, it is necessary to know
not only the initial values of the elements of y(x) at a and b (which are given
by the boundary conditions) but also their derivatives. In the single-channel
case, the initial derivatives are arbitrary, because their effects are cancelled by
renormalising the function after the matching point was reached. However, in the
multichannel case the situation is more complicated: here the ratios of the initial
derivatives in the different channels are significant. In early methods, schemes
were devised for converging upon suitable initial derivatives as well as the eigen-
value. However, Gordon [4] has devised a method that avoids the problem of
searching for the correct values of the initial boundary derivatives. Instead of
propagating a single wavefunction vector, a complete set of n vectors is propa-
gated, spanning the space of all possible initial derivatives. So the wavefunction
becomes an n×nmatrix Y(x) instead of a column vector y(x). Since the columns
of Y(x) span the space of all possible initial derivatives, any wavefunction that
satisfies the boundary conditions can be expressed as a linear combination of
them. The true wavefunction vector y(x) can thus be expressed as

y(x) = YL(x)cL, x ≤ xmatch, (25)
y(x) = YR(x)cR, x ≥ xmatch, (26)

where YL and YR are the wavefunction matrices propagated from a and b and cL

and cR are x-independent column vectors that must be found. For an acceptable
wavefunction, both y and its derivative must match at x = xmatch,

y(xmatch) = YL(xmatch)cL = YR(xmatch)cR, (27)
y′(xmatch) = Y′

L(xmatch)cL = Y′
R(xmatch)cR . (28)

These two equations can be combined into the single equation[
YL YR

Y′
L Y′

R

] [
cL

−cR

]
= 0 , (29)

where the matrix on the left-hand side is evaluated at x = xmatch. It is a matrix
of order 2n× 2n and is a function of the energy at which the wavefunctions are
calculated. A non-trivial solution of Eq. (29) exists only if the determinant of the
matrix on the left is zero, and this is only true if the energy used is an eigenvalue
of the coupled equations. It is then straightforward to find the vectors cL and cR.
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As for the one-dimensional case it is possible to construct a Newton-Raphson
process to localise the eigenvalues by using the derivatives of the wavefunction
with respect to E. As shown in [9] and [12] these derivatives can be propagated
by the CP methods simultaneously with the wavefunction itself at a relatively
low extra cost.

The procedure described above requires that the wavefunction matrix and its
derivative be propagated explicitly. However there is one well known difficulty
in the theory of close-coupled equations. The propagation of the wavefunction
into the so-called classically forbidden region (where V (x) > E) is numerically
unstable. It is due to the fact that the exponentially growing component yj of the
wave function in the most strongly closed (Vjj(x) > E) channel soon dominates
the entire wave function matrix and destroys the required linear independence
of the solutions. One approach to overcoming the difficulty is to apply certain
stabilizing transformations during propagation (see [4]). In [9] a stabilizing trans-
formation based on LU decomposition is described for the propagation by CP
methods. After some propagation steps this regularization procedure can be ap-
plied to re-establish the linear independence of the columns.

Another way to avoid the difficulty is to use a so-called ”invariant imbedding”
method, in which the propagated quantity is not the wave function matrix Y(x)
but rather its logarithmic derivative Y′(x)Y(x)−1 (see e.g. [10]). For the CP
methods we can use the knowledge of the components of the matrix Tf and Tb

for the propagation of the log derivative of the solution Ψ = Y′Y−1:

Ψ(X + h) = [u′(h) + v′(h)Ψ(X)][u(h) + v(h)Ψ(X)]−1

Ψ(X) = [−u′(h) + u(h)Ψ(X + h)][v′(h) − v(h)Ψ(X + h)]−1 . (30)

The matching condition can then also be expressed in terms of Ψ(x).

4 Example

As a test problem, we consider a multichannel Schrödinger problem of which the
exact eigenvalues are known

y′′ =
[
x2 − E −1
−1 x2 − E

]
y, y(0) = y(10) = 0 . (31)

The CPM{10,8} method was used as the propagation method and at xmatch a
Newton-Raphson process was applied. Doing all calculations in standard preci-
sion (16 significant figures), the results listed in Table 1 were generated. The table
shows the first four eigenvalue estimations for different values of the input tolerance
tol. The second column contains the number of meshpointsm in the corresponding
partition. For more details on the generation of the partition, we refer to [12].

Knowing that the first four exact eigenvalues are 2, 4, 6 and 8, it is clear that
we were able to obtain very precise eigenvalue approximations. Also other (more
complicated) testcases show that the multichannel CPM{P,N} methods have
the power to estimate eigenvalues accurately. Moreover, the CPM{P,N} meth-
ods are very efficient to use in a shooting process: the relatively time consuming
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Table 1. Approximations of the first four Eigenvalues of Problem (31)

tol m n = 0 n = 1 n = 2 n = 3

10−6 23 1.99999995 3.999999956 5.99999991 7.99999991
10−8 38 1.9999999995 3.9999999995 5.9999999992 7.9999999992
10−10 62 1.999999999998 3.999999999998 5.999999999998 7.999999999998
10−12 102 1.99999999999998 3.99999999999998 5.99999999999999 7.99999999999999

task of generating the partition can be performed only once (at the very begin-
ning of the run) and can be completely separated from the repeatedly asked but
fast executable task of propagating the solution at various values of E.
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Abstract. Despite symmetric one-step methods applied to Hamiltonian
dynamical systems fail in general to be symplectic, we show that symme-
try implies, however, a relation which is close to symplecticity and that
we called state dependent symplecticity. We introduce such definition for
general maps and analyze it from an analytical viewpoint in one sim-
pler case. Some numerical tests are instead reported as a support of this
feature in relation with the good long time behaviour of the solutions
generated by symmetric methods.

Keywords: Hamiltonian and Poisson systems, symplecticity, symme-
tric methods.
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1 Introduction

In this paper we link the property of symmetry of a one step numerical integrator
applied to the Hamiltonian system

ẏ = J∇H(y), J =
(

0 −I
I 0

)
, y = (p, q)T , H(p, q) : R

m × R
m −→ R, (1)

with I the identity matrix, to a relation (satisfied by the map representing the
method itself) called state dependent symplecticity (sd-symplecticity) which is
close to the standard symplecticity property of symplectic integrators (we refer
to [5] for the general theory on Hamiltonian problems). Although we do not
report exhaustive theoretical results, we give some insights on how such feature
in turn relies on the good stability properties shared by symmetric methods when
applied to particular but important Hamiltonian systems in a neighborhood of
an equilibrium point. In the following we assume that

y1 = φh(y0) (2)

is a one-step method of order p applied to the problem (1) with stepsize h (we
assume regularity of the transformation φh).
� This work was supported by COFIN-PRIN 2004 (project “Metodi numerici e soft-

ware matematico per le applicazioni”).
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Definition 1. The one-step method (2) is called sd-symplectic if, when applied
to the problem (1), its Jacobian matrix satisfies(

∂y1
∂y0

)T

Ĵ(y1,−h)
(
∂y1
∂y0

)
= Ĵ(y0, h), (3)

where Ĵ is a skew-symmetric nonsingular matrix for all h ≤ h0.

Although for our purposes we have attached property (3) to a numerical method,
we may extend its applicability to any parametric transformation in the form
(2), where h stands for the parameter. Furthermore, one easily realizes that
the matrix Ĵ(y, h) approximates J up to the order of the method: Ĵ(y, h) =
J +O(hp).

The dependence of relation (3) on the stepsize h is both implicit (since y1
depends on h) and explicit. In the particular cases where the explicit dependence
is missing or where Ĵ(·, γ) is an even function of γ, we may recast (3) as(

∂y1
∂y0

)T

J̃(y1)
(
∂y1
∂y0

)
= J̃(y0), (4)

where J̃(y) = Ĵ(y,±h), and we are led back to the definition of a Poisson map
with respect to the bracket

{F,G} = ∇F (y)T J̃(y)∇G(y), with F,G : R
2m → R.

Poisson systems generalize Hamiltonian systems in that they are defined by
substituting to the matrix J in (1) any skew-symmetric matrix J̃(y) satisfying
the Jacobi identity

{{F,G}, H}
+
{{G,H}, F}+

{{H,F}, G} = 0. The flow of
a Poisson system

ż = J̃(z)∇H(z) (5)

is a Poisson map, and this justifies the study of Poisson integrators, that is
numerical methods satisfying (4) when applied to (5).

Thus Definition 1 weakens the properties of a Poisson map. In general, neither
the matrix Ĵ(y, h) satisfies the Jacobi identity nor can it be stated that a sd-
symplectic method is a Poisson integrator for a given set of almost Poisson
problems. On the other hand, from a geometric viewpoint it seems like that
property (3) may still imply, under suitable assumptions on the structure of
the Hamiltonian and on the dynamics of the solution, an almost preservation
of volumes of any bounded regions in the phase space, under the iterations of
the method. This circumstance has already been detected and analysed in the
simpler case of problems with one degree of freedom [4], where Definition 1
simplifies as µ(y1,−h)(∂y1

∂y0
)TJ(∂y1

∂y0
) = µ(y0, h)J with µ a scalar function. In this

paper we consider the case of higher dimensional problems. For the special case
of the trapezoidal method the computation simplifies remarkably and therefore
we will use such simpler method to retrieve some theoretical results, while we
will provide numerical evidence that other symmetric methods do exhibit similar
behaviours.
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2 Sd-Symplecticity of Symmetric Runge-Kutta Methods

To see that any symmetric consistent RK method is sd-symplectic, we start
the computation by considering the trapezoidal formula, which is the simplest
symmetric non symplectic one step method. The application of the trapezoidal
method to the Hamiltonian problem (1) defines the mapping

y1 = y0 +
h

2
J(∇H(y0) + ∇H(y1)).

By differentiating y1 with respect to y0, we get the variational equation(
I − h

2
J ∇2H(y1)

)
∂y1
∂y0

=
(
I +

h

2
J ∇2H(y0)

)
,

where ∇2H(y) is the Hessian matrix of H(y). Setting A±(y) = I ± h

2
J ∇2H(y)

yields

(
∂y1
∂y0

)T
(
A−(y1)

)T
J
(
A−(y1)

) ∂y1
∂y0

=
(
A+(y0)

)T
J
(
A+(y0)

)
.

A direct computation shows that (A−(y))T J A−(y) and (A+(y))T J A+(y) de-
fine the same skew-symmetric matrix

Ĵ(y, h) = J +
h2

4
∇2H(y)J ∇2H(y). (6)

For s-stage symmetric RK methods, we follow a similar approach (see [4] for
further details). In this case the mapping (2) reads

y1 = y0 + hJ(bT ⊗ I)∇H(K), (7)

where K = [KT
1 , . . . ,K

T
s ]T is the block vector of the internal stages

K = e⊗ y0 + h(A⊗ J)∇H(K),

and ∇H(K) ≡ [∇TH(K1), . . . ,∇TH(Ks)]T . Due to symmetry, we can split the
term (bT ⊗ I)∇H(K) of (7) in two (symmetric) terms depending uniquely on y0
and y1 respectively:

y1 = y0 +
h

2
J(bT ⊗ I)

[∇H(K+(y0)) + ∇H(K−(y1))
]
, (8)

where
K±(y) = e⊗ y ± h(A⊗ J)∇H(K±(y)). (9)

Differentiation of (8) with respect to y0 yields a variational equation that looks
similar to the one obtained for the trapezoidal method:(

I − h

2
J F−h(y1)

)
∂y1
∂y0

=
(
I +

h

2
J Fh(y0)

)
, (10)
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with

F±h(y) ≡ (bT ⊗ I)∇2H(K±(y))
∂K±(y)
∂y

.

By defining
Ĵ(y, γ) = (I +

γ

2
Fγ(y))T J (I +

γ

2
Fγ(y)), (11)

and exploiting symmetry, we finally arrive at (3).

2.1 The Trapezoidal Method as a Simple Example

The presence of the internal stages in a RK-method is responsible of the loss of
symmetry of the matrix Ĵ(y, γ) with respect to the second argument γ; in fact, in
general, Fγ(y) 	= F−γ(y). Looking at (6) one realizes that for the trapezoidal me-
thod sd-simplecticity reduces to the standard preservation of a Poisson bracket
structure (hereafter, to simplify the notation, we set again J̃(y) ≡ Ĵ(y,±h)).
This comes not as a surprise since the trapezoidal method is conjugate to the
midpoint implicit method which is symplectic [3]. Therefore the simpler condi-
tion (6) is well understood in terms of measure preserving properties1. In the
phase space R

2m consider a 2-dimensional sub-manifold M obtained as the im-
age of a compact set K ⊂ R2 through a continuously differentiable function
ψ : (s, t) ∈ K �→ (p, q) ∈ M, that is ψ(K) = M. The scalar quantity

Ω̂(M) =
∫∫

K

(
∂ψ

∂s
(s, t)

)T

J̃(ψ(s, t))
(
∂ψ

∂t
(s, t)

)
ds dt. (12)

is the sum of the scaled oriented areas of the projections of M onto the orthogo-
nal planes (pi, qi), i = 1, . . . ,m. The term “scaled areas” means that J̃ acts as
a weight function. Therefore it turns out that the trapezoidal method preserves
the quantity Ω̂(M), i.e.,

Ω̂(φh(M)) = Ω̂(M), (13)

with J̃(·) = Ĵ(·,±h) defined in (6). For h → 0 we get Ĵ → J and (13) reduces
to the classical geometrical interpretation of symplecticity.

From (3), for the trapezoidal method we get(
∂yn

∂y0

)T

J̃(yn)
(
∂yn

∂y0

)
=
(

∂yn

∂yn−1

∂yn−1

∂y0

)T

J̃(yn)
(

∂yn

∂yn−1

∂yn−1

∂y0

)
=
(
∂yn−1

∂y0

)T

J̃(yn−1)
(
∂yn−1

∂y0

)
,

and an induction process allows us to link the generic state vector yn to the
initial one: (

∂yn

∂y0

)T

J̃(yn)
(
∂yn

∂y0

)
= J̃(y0). (14)

1 As guide lines for the following description, we adopt the same argument and nota-
tions exploited in [3] to describe the geometric interpretation of symplecticity.
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A symplectic transformation is volume preserving. Analogously a Poisson trans-
formation preserves a non-Euclidean measure (scaled volume). To find out the
expression of the scaled volume preserved by the trapezoidal method, we consider
the determinants of both sides of (14)

det
(
∂yn

∂y0

)
=

⎛⎝ det
(
J̃(y0)

)
det

(
J̃(yn)

)
⎞⎠

1
2

, (15)

from which we obtain the following scaled volume conservation property:

scaled-Vol(Sn) = scaled-Vol(S0), (16)

where the scaled volume of a 2d-dimensional region S ⊂ Ω defined by the trape-
zoidal method is

scaled-Vol(S) ≡
∫

S

(det(J̃(y))
1
2 dy =

∫
S

√
det(J +

h2

4
∇2H(y)J∇2H(y))dy. (17)

In particular, for separable Hamiltonian systems H(p, q) = T (p) + U(q), (17)
reduces to

scaled-Vol(S) =
∫

S

det
(
I +

h2

4
U ′′(q)T ′′(p)

)
dp dq.

The Taylor expansion of (15) yields

det
(
∂yn

∂y0

)
= 1 +O(h2),

where the O(h2) term may be assumed independent of n if the Hessian matrix
∇2H(yn) remains bounded. This is true for systems (like the nonlinear pen-
dulum) where the entries of the Hessian matrix are bounded functions or, more
importantly, when the solution yn itself lies in a compact set of the phase space2.
In such a case we obtain ∫

Sn

dyn =
∫

S0

dy0 +O(h2), (18)

where the O(h2) term is independent of the integration time, which states a
nearby-preservation property of the volumes.

Due to the appearance of the internal stages, it is not possible to retrieve a
relation so easy as (14) for higher order RK methods. Consequently, the remain-
der in the analogue expression of (18) for a symmetric RK method, is expected

2 This is a standard assumption when investigating the long time behaviour of the
solutions of Hamiltonian systems (see for example [3], Theorem 8.1, page 312).
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to depend on the time tn, but this is not always true. From (10) we obtain the
analogue of (15) for symmetric RK methods:

det
(
∂yn

∂y0

)
=

∏n−1
i=0 det

(
I + h

2JFh(yi)
)∏n−1

i=0 det
(
I − h

2JF−h(yi)
) . (19)

It turns out that the left hand side remains indeed bounded for the dynamics of
many interesting Hamiltonian system. Such circumstance has been analysed for
two-dimensional problems in [4], and is related to a global (rather than local)
character of the solution. In the next section we report a few examples to give
numerical evidence that the same may occur in higher dimensional systems.

3 Numerical Results

Hereafter we list four problems used for our tests together with a brief descrip-
tion (for further details see Chap. I of [3] and reference therein). All of them have
separable Hamiltonian function in the form H(p, q) = 1/2pTp−U(q) (they come
indeed from the application of Newton’s second law), with the potential U sat-
isfying the symmetry relation U(−q) = U(q). These conditions seem to be right
ingredients that makes the determinants in (19) O(hp)-bounded, independently
of the time tn.3

- TEST 1: Two-body Problem. The dynamics of two bodies attracted by their
gravitational forces lies in a plane and it is identified by the (normalized)
Hamiltonian function

H(p1, p2, q1, q2) =
1
2
(p2

1 + p2
2) −

1
(q21 + q22)

1
2
,

where p = (p1, p2)T and q = (q1, q2)T are the velocity and position vectors
of one body in a coordinate system centred at the second body.

- TEST 2: Perturbed two-body Problem. The same as the two body-problem
with the addition of a perturbation term that accounts for non-Newtonian
interactions:

H(p1, p2, q1, q2) =
1
2
(p2

1 + p2
2) −

1
(q21 + q22)

1
2
− µ

(q21 + q22)
3
2
,

where |µ| is a small real number (here set equal to 10−2).
- TEST 3: Fermi-Pasta-Ulam Problem. In the presented form, this problem

describes the interaction of 2m mass points linked with alternating soft non-
linear and stiff linear springs, in a one-dimensional lattice with fixed end
points (q0 = q2m+1 = 0). The Hamiltonian function is

H(p, q) =
1
2

m∑
i=1

(p2
2i−1 + p2

2i) +
ω2

4

m∑
i=1

(q2i + q2i−1)2 +
m∑

i=0

(q2i+1 + q2i)4.

We chose m = 3 (6 degrees of freedom) and ω = 50.
3 Some counterexamples of reversible Hamiltonian systems with U(−q) �= U(q) for

which symmetric non symplectic RK-methods are not appropriate can be found in [1].
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Fig. 1. Nearby volume preservation of the trapezoidal method (first column), Lobatto
IIIA of order 4 (second column) and Lobatto IIIB of order 4 (right column). The i-th
row displays the results for TEST i, for i = 1, . . . 4. Each figure consists of two pictures
reporting the quantity defined in (19) of the methods applied with a given stepsize h
(upper plot) and h̄ = 2h (lower plot). The list of the stepsizes h is: TEST 1-2: h = 0.1;
TEST 3: h = 0.25; TEST 4: h = 5 · 10−5.
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- TEST 4: Molecular dynamics. Neutral atoms and molecules are subject to
two distinct forces, one attracting and the other repelling, in the limit of large
distance and short distance. This may be accounted for by considering pair-
potentials like the Lennard-Jones potential (also known as the 6-12 potential)
which, for the atoms i and j at a distance r, reads

Vij(r) = 4εij

((σij

r

)12
−
(σij

r

)6
)
.

The resulting system, simulating the dynamics of a network of N particles,
has Hamiltonian

H(p, q) =
1
2

N∑
i=1

1
mi

pT
i pi +

N∑
i=1

N∑
j=i+1

Vij(||qi − qj ||).

In our experiment we have considered N = 7 argon atoms (mi = m =
66.34 · 10−27Kg) lying on a plane, with six equilibrium points located at the
vertices of a regular hexagon and the remaining one at its centre, and

εij = ε � 1.6540 · 10−21J, σij = σ = 0.341 · 10−9m

As initial conditions, we chose null velocities and positions slightly far away
from the equilibria.

As numerical integrators we have used the LobattoIIIA and LobattoIIIB me-
thods of order 4 and, for comparison purposes, the trapezoidal method. The
related results have been displayed in the central, right and left columns of Fig-
ure 1 respectively. They report the quantity det(∂yn/∂y0) defined in (19) in
correspondence of two different stepsizes in order to better infer its indepen-
dence of the time integration interval. We have avoided to plot the residual
||(∂yn/∂y0)TJ(∂yn/∂y0) − J || since in general it fails to remain bounded even
for the trapezoidal method and therefore it does not make sense.
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Abstract. In this paper we consider the problem of solving a sequence
of linear systems with coefficient matrix Aα = I +αA (or Aα = αI +A),
where α is a real paramater and A is skew-symmetric matrix. We propose
to solve this problem exploiting the structure of the Schur decomposi-
tion of the skew-symmetric matrix and computing the Singular Value
Decomposition of a bidiagonal matrix of halved size.

1 Introduction

In this paper we consider the solution of a sequence of linear systems of the form

Aαxα = bα (1)

where
Aα = I + αA (2)

or
Aα = αI +A

with I identity matrix of order n, α positive real parameter belonging to ]0, αmax]
and A is a real skew-symmetric matrix of order n. The question is how to solve
efficiently the linear systems for subsequent values of the shift α. The goal is
to obtain a solution procedure that is cheaper, in terms of total solution costs,
trying to save much computations as possible. In [2, 3] the authors consider the
solution of a sequence of linear systems (1)-(2) having A symmetric and positive
definite. In this case they try to obtain an efficient preconditioning matrix to
save computational operations when the parameter α changes, observing that
using the same preconditioner for different values of α brings to a very slow
convergence. Sequences of linear systems of the form (1)-(2) arise in different
fields of applied mathematics. If we consider the numerical solution of a Kortweg-
de Vries partial differential equation using a particular discretization (see [4]) a
differential system

y′(t) = A(y)y(t)

V.N. Alexandrov et al. (Eds.): ICCS 2006, Part IV, LNCS 3994, pp. 732–739, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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with initial condition y(0) = y0 has to be solved. Applying numerical schemes
of the integration, at each step, a sequence of linear systems (1)-(2) has to be
solved.
The paper is organized as follows: in Section 2 we derive the structure for a
decomposition of matrix (2), in Section 3 we analyze the computational cost of
the proposed method, while in Section 4 possible applications are described.
The following theorem is a general result that will be useful later.

Theorem 1. Let A be the following n× n, n even, square matrix

A =
[
B C
−C B

]
with C,B ∈ IRm×m symmetric matrices and m = n/2. If A is nonsingular then
A−1 retains the same structure of A, i.e.

A−1 =
[
X Y
−Y X

]
with X,Y ∈ IRm×m symmetric matrices.

2 The Decomposition of the Matrix I + αA

The factorization technique that we describe in this section has the same of
starting point of the one shown in [5] in order to compute the exponential of
the skew-symmetric matrix A times a unitary norm vector v, and, in general, to
compute analytic matrix functions. First of all we consider the problem to find
the Schur decomposition of the skew-symmetric matrix A. Hence we consider the
real skew symmetric matrix A ∈ IRn×n, a vector q1 ∈ IRn, such that ‖q1‖2 = 1,
the Krylov matrix K(A, q1,m) = [q1 Aq1 A

2q1 . . . A
m−1q1] ∈ IRn×m and the

Krylov subspace Km = span{q1, Aq1, . . . , A
m−1q1}. The following result states

the conditions for the existence of a Hessenberg form of A (see [6]).

Theorem 2. Suppose Q = [q1 q2 . . . qn] ∈ IRn×n is an orthogonal matrix. Then
Q�AQ = H is an unreduced Hessenberg matrix if and only if R = Q�K(A, q1, n)
is nonsingular and upper triangular.

Thus, whenK(A, q1, n) is of full rank n, from the QR factorization ofK(A, q1, n),
it follows that an unreduced Hessenberg form H of A exists. The Hessenberg
decomposition, A = QHQ�, is essentially unique when the first column q1 of Q
is fixed and its unreduced Hessenberg form H is skew-symmetric and possesses
the following tridiagonal structure

H =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

0 −h2 0 . . . 0

h2 0 −h3
. . .

...

0
. . . . . . . . . 0

...
. . . hn−1 0 −hn

0 . . . 0 hn 0

⎤⎥⎥⎥⎥⎥⎥⎥⎦
. (3)
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For skew-symmetric matrices the reduction to the above tridiagonal form can
be performed using the following Lanczos tridiagonalization process:
Let q1 be a vector of IRn with ‖q1‖ = 1 and set h1 = 0 and q0 = 0.

for j = 1 : n
wj = Aqj + hjqj−1
hj+1 = ‖wj‖
qj+1 = wj/hj+1

end

We have to notice that, in exact arithmetic, the above algorithm is equivalent
to the Arnoldi process applied to skew symmetric matrices. It provides an or-
thogonal matrix Q = [q1 q2 . . . qn] ∈ IRn×n such that Q�AQ = H where H is
the tridiagonal matrix (3). Moreover, it allows one to take full advantage of the
possible sparsity of A due to the matrix-vector products involved. However, in
floating-point arithmetic the vectors qj could progressively lose their orthogonal-
ity, in this case, the application of a re-orthogonalization procedure is required
[6, 7]. We suppose n to be even, but the case of n odd may be approached in a
similar way. Let us consider the permutation matrix

P = [e1, e3, . . . ,en−1, e2, e4, . . . ,en],

where ei is the i−th vector of the canonical basis of IRn. Then, if H is as in (3)
we have

P�HP =
[

0 −B
B� 0

]
, (4)

where B is the lower bidiagonal square matrix of size m = n/2 given by:

B =

⎡⎢⎢⎢⎢⎢⎢⎣
h2 0 . . . . . . 0
−h3 h4 . . . 0

0 −h5
. . . . . .

...
...

. . . . . . hn−2 0
0 . . . 0 −hn−1 hn

⎤⎥⎥⎥⎥⎥⎥⎦ . (5)

Since all diagonal and subdiagonal entries of B are non zero, the m singular
values of B are distinct and different from zero.
Let us consider the singular value decomposition of B

B = UΣV �,

with Σ = diag(σ1, σ2, . . . , σm) and σ1 > σ2 > . . . σm > 0, and the orthogonal
n× n matrix

W =
[
U 0
0 V

]
.

Hence

W�P�HPW =
[
U� 0
0 V �

] [
0 −B
B� 0

] [
U 0
0 V

]
=
[

0 −Σ
Σ 0

]
.
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The matrix I + αA can be decomposed as

I + αA = QPW (I + αΣ̂)W�P�Q� (6)

where

Σ̂ =
[
O −Σ
Σ O

]
.

If we have to solve the sequence of linear systems (1)-(2) we could exploit the
factorization (6) computing vector xα, for a given value α through the following
steps:

1. Compute yα = Q�bα;
2. Compute cα = W�Pyα;
3. Solve the linear system

(I + αΣ̂)uα = cα ⇔
[
Im −αΣ
αΣ Im

]
uα = cα (7)

4. Compute xα = QPWuα.

The solution of (7) is very simple, in fact exploiting Theorem 1 it is easy to
compute the inverse of the matrix I + αΣ̂. In fact:[

Im −αΣ
αΣ Im

]−1

=
[
X Y
−Y X

]
where

X = (Im + α2Σ2)−1

Y = αΣ(Im + α2Σ2)−1

and, explicitly

X = diag
(
(1 + ασ2

1)−1, (1 + ασ2
2)−1, . . . , (1 + ασ2

m)−1
)

Y = diag
(
ασ1(1 + ασ2

1)−1, ασ2(1 + ασ2
2)−1, . . . , ασm(1 + ασ2

m)−1
)
.

Decomposing the vectors uα and cα as

uα =
[

u1
u2

]
, cα =

[
c1
c2

]
with u1,u2, c1, c2 ∈ IRm, the solution of system (7) is

u1 = (Im + α2Σ2)−1(c1 + αΣc2)

u2 = (Im + α2Σ2)−1(c2 − αΣc1).



736 T. Politi and A. Pugliese

3 Some Remarks on the Computational Cost

In this section we consider the computational cost of the algorithm described
in the previous section for the solution of a single linear system and the cost to
solve a different linear system changing just the vector bα and the parameter
α. We suppose that matrix A has a dense structure, that is the worst case from
the computational point of view. It is obvious that this process cannot be used
when we have to solve a small number of linear systems since it involves the
computation of the Schur decomposition of a matrix of order n and of all the
factor of the singular value decomposition of a bidiagonal matrix of order n/2. It
is well-known (see [6]) that the computational cost of the Schur decomposition
of A is

2n3 + 3n2 + 7n

plus n−1 square roots, while the cost of the SVD decomposition of a bidiagonal
matrix of order m is

12m2 + 30m+ 2m square roots,

and, in this particular case is 3n2 + 15n plus n square roots. In the following
we shall neglect the number of square roots. In Table 1 we recall the number
of operation required by the decompositions we need to compute just once. In
Table 2 we recall the computational costs required by the operations that we
need to perform at each step (i.e. when the value of parameter α changes).

Table 1. Computational costs for the different steps of the algorithm

Step Flops

Schur Decomposition 2n3 + 3n2 + 7n
SVD Decomposition 3n2 + 15n

Total 2n3 + 6n2 + 22n

We observe that the lower cost of the solution of the linear system is due to the
special structure of the coefficient matrix. If we have to solve Kα linear systems
(with Kα different values of α) the global computational cost is

N1 = 2n3+6n2+22n+Kα

(
5n2 + 4n

)
= 2n3+(6+5Kα)n2+2(11+2Kα)n. (8)

Now we compare the computational with a similar algorithm, which starts con-
sidering the same Schur decomposition of A but solves, for a fixed value of α a
tridiagonal non-symmetric system. In detail we consider the decomposition

I + αA = Q(I + αH)Q�
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Table 2. Computational costs for each step the algorithm (α fixed)

Step Flops

Step 1 (Matrix-vector product) 2n2

Step 2 (Matrix-vector product) n2/2
Step 3 (Solution of the linear system) 4n
Step 2 (Matrix-vector products) 5n2/2

Total 5n2 + 4n

hence the single linear system becomes

Q(I + αH)Q�xα = bα.

Once this decomposition has been computed the following steps need to be
carried on:

1. Compute yα = Q�bα;
2. Compute the LU decomposition of the tridiagonal matrix I + αH ;
3. Solve the linear system (I + αH)uα = yα;
4. Compute xα = Quα.

Also for this algorithm we recall in Table 3 the computational costs for the single
steps.

Table 3. Computational cost for the second algorithm

Step Flops

Schur decomposition of A 2n3 + 3n2 + 7n
Step 1 (Matrix-vector product) 2n2

Step 2-3 (LU decomposition + linear solver) 11n
Step 4 (Matrix-vector products) 2n2

The total computational cost for Kα linear systems is

N2 = 2n3 +3n2 +7n+Kα

(
4n2 + 11n

)
= 2n3 +(3+4Kα)n2 +(7+11Kα)n. (9)

Both costs have the same coefficient for n3 hence it is important to analyze
the coefficients for n2 and n. Comparing (8) and (9) and in particulat their de-
pendence on the number Kα of systems that must be solved we observe that
the computational cost N1 of the first algorithm, for large Kα, will be greater
than N2. Just for small values of n, i.e. when the linear coefficient for n, N1 is
smaller than N2. In order to underline this phenomenon in Figure 1 we have
sketched the number of flops required by the two algorithms (solid line for the
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Fig. 1. Computational costs for considered algorithms

first, dashed line for the second), taking different value for n = 2, 4, . . . , 20,
and Kα.

4 Applications

In this section we describe just an efficient application of the algorithm described
in Section 2. Considering the Kortvieg-de Vrijes partial differential equation

ut = −uux − δ2uxxx,

with periodic boundary conditions u(0, t) = u(L, t), where L is the period and δ
is a small parameter. As shown in [4], appropriate methods of space discretization
lead to solve a set of ODEs of the form

y′ = A(y)y, y(0) = y0,

evolving on the sphere of radius ‖y0‖, where y(t) = (u0(t), u1(t), . . . , uN−1(t))�,
ui(t) ≈ u(i∆x, t) for i = 0, 1, . . . , N−1, and where ∆x = 2

N is the spatial step of
[0, 2]. For instance if we consider the space discretization method in [8] we have

A(y) = − 1
6∆x

g(y) − δ2

2∆x3P (10)

where both g(y) and P are two N ×N skew symmetric matrices given by:

[g(y)]i,j =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ui−1 + ui if j = i+ 1
−(u0 + uN−1) if i = 1, j = N
−(uj−1 + uj) if i = j + 1
u0 + uN−1 if i = N, j = 1
0 otherwise.
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and

P =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 −2 1 0 . . . 0 −1 2

2 0 −2 1
. . . 0 −1

−1 2 0 −2
. . . . . . 0

0 −1 2 0
. . . . . . . . .

...
...

. . . . . . . . . . . . . . . 1 0

0
. . . . . . 2 0 −2 1

1 0
. . . −1 2 0 −2

−2 1 0 . . . 0 −1 2 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

Applying the Backward Euler Method a system like (1) must be solved at each
step, especially the paramter δ is time dependent and a splitting technique for
(10) is used using an explicit method for g(y) and an implicit one for P .
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Search Based Software Engineering

Mark Harman

King’s College London, Strand, London, WC2R 2LS

Abstract. This paper was written to accompany the author’s keynote
talk for the Workshop on Computational Science in Software Engineer-
ing held in conjunction with International Conference in Computational
Science 2006 in Reading, UK. The paper explains how software engineer-
ing activities can be viewed as a search for solutions that balance many
competing constraints to achieve an optimal or near optimal result.

The aim of Search Based Software Engineering (SBSE) research is to
move software engineering problems from human-based search tomachine-
based search, using a variety of techniques from the metaheuristic search,
operations research and evolutionary computation paradigms. As a result,
human effort moves up the abstraction chain to focus on guiding the auto-
mated search, rather than performing it. The paper briefly describes the
search based approach, providing pointers to the literature.

1 Introduction

Software engineers often face problems associated with the balancing of compet-
ing constraints, trade-offs between concerns and requirement imprecision. Per-
fect solutions are often either impossible or impractical and the nature of the
problems often makes the definition of analytical algorithms problematic.

Like other engineering disciplines, Software Engineering is typically concerned
with near optimal solutions or those which fall within a specified acceptable
tolerance. It is precisely these factors that make robust metaheuristic search-
based optimization techniques readily applicable [33].

The growing international Search Based Software Engineering community
has shown that search-based solutions using metaheuristic search techniques
can be applied to software engineering problems right through the development
life-cycle. For example, work has shown the applicability of search-based ap-
proaches to the ‘next release’ problem (requirements engineering) [5], project
cost estimation [2, 10, 13, 14, 45], testing [7, 9, 16, 23, 24, 25, 58, 59], automated re-
modularisation (software maintenance) [29, 51], transformation [17, 18, 19, 6, 31]
and studies of software evolution [8].

In exploring these applications, a range of search-based techniques have been
deployed, from local search (for example [45, 51]) to genetic algorithms (for ex-
ample [7, 29, 58, 59]) and genetic programming (for example [8, 14, 13, 16]). Tech-
niques are also being developed to support search-based software testing by
transforming software to assess [24] and improve [30] its evolutionary testability.

V.N. Alexandrov et al. (Eds.): ICCS 2006, Part IV, LNCS 3994, pp. 740–747, 2006.
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2 What Is Search Based Software Engineering?

Search Based Software Engineering, as its name implies, treats software engineer-
ing problems as search problems, and seeks to use search techniques in order to
solve the problems. Key to the approach is the re-formulation of a software en-
gineering problem as a search problem [11, 27]. The term Search Based Software
Engineering was coined in 2001 [33], since which time there has been a rapidly
developing community working on this area with its own conferences and journal
special issues. However, there was significant work on the application of search
techniques to problems in software testing [20, 41, 42, 52, 55, 56, 60] and restruc-
turing [15, 48] before the term ‘Search Based Software Engineering’ was coined
to encompass the wider application of search to software engineering as a whole.

The search techniques used are a set of generic algorithms taken from the
fields of metaheuristic search, operations research and evolutionary computa-
tion. These algorithms are concerned with searching for optimal or near opti-
mal solutions to a problem within a large (possibly) multi-modal search space
[21, 22, 40, 57].

For such problems, it is often infeasible to apply a precise analytic algorithm
that produces the ‘best’ solution to the problem, yet it is possible to determine
which is the better of two candidate solutions. Search techniques have been ap-
plied successfully to a number of engineering problems ranging from load balanc-
ing in the process industries (pressing of sugar pulp), through electromagnetic
system design, to aircraft control and aerodynamics [61]. Search Based Software
Engineering simply represents the application of these search algorithms to soft-
ware engineering problems and the investigation of the implications of this novel
application area.

Harman and Clark [27] identify four important properties in order for the
Search Based Software Engineering approach to be successful:

1. Large search space
If the fitness function is only used to distinguish a few individuals from one
another, then the value of the fitness function for each individual can be
computed and the search space explored exhaustively. There would be no
need to use a search-based technique to sample the search space. Of course,
most search spaces are very large. That is, most fitness functions apply to
large (conceptually infinite) search spaces, such as the space of all expressible
programs in some language or the space of all expressible designs in some
design notation.

2. Low computational complexity
Search based algorithms sample a portion of a very large search space. The
portion sampled is typically non-trivial, requiring many thousands (possibly
hundreds of thousands) of fitness evaluations. Therefore the computational
complexity of the fitness function has a critical impact on the overall com-
plexity of the search process. Fortunately, most fitness functions are relatively
cheap to compute, since they can be constructed in terms of the structural or
syntactic properties of the programs, designs and systems which they assess
and computed in time linear in the size of the program design or system.
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3. Approximate continuity
It is not necessary for a function to be continuous to be useful as a fit-
ness function, but too much discontinuity can mislead a search, because all
search–based optimisation approaches rely upon the guidance given by the
fitness function. Continuity ensures that this guidance is perfect; the less
continuous is the fitness function, the less guidance it gives.

4. Absence of known optimal solutions
If there is a known optimal solution to a problem, then clearly there is
no need to use a search-based approach to seek optimal (or near optimal)
solutions.

Fortunately, these four problem characteristics are very prevalent in software
engineering, where problems typically do involve a large search space (such as the
number of possible designs, test cases or system configurations that may exist).
Also, in many situations, there is no known optimal solution to the problem.
The properties of ‘low computational complexity’ and ‘approximate continuity’
may not be present in all cases. However, even in cases where they are absent,
it may be possible to transform the problem into one that is more amenable to
Search Based Software Engineering [6, 31].

Interest in Search Based Software Engineering has grown rapidly in the past
five years. For example, the work on search based testing is now sufficiently
developed to merit its own survey paper [50], while there has been a healthy
and growing Search Based Software Engineering track of the Genetic and Evo-
lutionary Computation Conference GECCO, since 2002 and special issues and
workshops on Search Based Software Engineering [26, 34].

3 Search Based Software Engineering Can Yield Fresh
Insight

It has been widely observed that search techniques are good at producing un-
expected answers. This happens because the techniques are not hindered by
implicit human assumptions. One example is the discovery of a patented digital
filter using a novel evolutionary approach [54]. Another example is the discovery
of patented antenna designs [46] which are available commercially. The human
formalises their (explicit) assumptions as a fitness function. Many of these are al-
ready available in the form of software metrics [27]. The machine uses this fitness
function to guide the search. Should the search produce unexpected results then
this reveals some implicit assumptions and/or challenges the human’s intuition
about the problem.

Unlike human–based search, automated search techniques carry with them
no bias. They automatically scour the search space for the solutions that best
fit the (stated) human assumptions in the fitness function. This is one of the
central strengths of the approach. Software engineering is often hampered by
poor human intuition and the presence of unstated and implicit assumptions.
Automated search techniques will effectively work in tandem with the human,
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in an iterative process of refinement, leading to better fitness functions and,
thereby, to better encapsulation of human assumptions and intuition.

Insight can also come from visualization of the landscape [39, 43, 44, 53]. That
is, to use the fitness function values as a measure of height (or vertical co-
ordinate), in a landscape where each individual in the search space potentially
occupies some location within the horizontal co-ordinates.

Harman and Clark [27] describe other ways in which the SBSE approach can
provide insight in the field of software metrics research, by providing a way to
understand software metrics as fitness functions and to consider the effect of the
metrics in terms of the optimizations that they produce when used as fitness
functions.

4 Conclusion

Software engineering is essentially a search for a solution that balances many
competing constraints to achieve an optimal or near optimal result. Currently,
this search process is a highly labour–intensive human activity. It cannot scale
to meet the demands of the new and emerging software engineering paradigms.
Search Based Software Engineering addresses this problem head on, moving soft-
ware engineering problems from human–based search to machine–based search.
As a result, human effort will move up the abstraction chain, to focus on guiding
the automated search, rather than performing the search itself.
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6. André Baresel, David Wendell Binkley, Mark Harman, and Bogdan Korel. Evolu-
tionary testing in the presence of loop–assigned flags: A testability transformation
approach. In International Symposium on Software Testing and Analysis (ISSTA
2004), pages 108–118, Omni Parker House Hotel, Boston, Massachusetts, July 2004.
Appears in Software Engineering Notes, Volume 29, Number 4.
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Abstract. Program slicing is a family of program decomposition techniques. For 
traditional slicing methods lack modularity and flexibility, we have proposed a new 
formal method for program slicing—modular monadic slicing. This paper pre-
sents an approach to extend the modular monadic slicing for handling pointers. 
With the inspiration of forward program slicing, our approach obtains the point-to 
information through the data-flow iteration. By combining the forward monad 
slicing with data-flow iteration, our method computes the point-to information 
and slices the program in the same phase. So our approach has the same precision 
as traditional data-flow iteration methods, but needs less space. In addition, our ap-
proach also inherits the properties of language independence and reusability from 
the original monadic slicing method. 

1   Introduction 

Program slicing is a family of program decomposition techniques proposed by M. 
Weiser [1], which is widely applied to program debugging, program integration, re-
verse engineering and so on [2]. For the traditional slicing methods lack modularity, 
we have proposed a novel formal slicing method, called modular monadic slicing [4]. 
This paper extends the original monadic slicing method to handle the pointers. With 
the inspiration of forward program slicing [3], our approach obtains the point-to in-
formation through the data-flow iteration that can make the point-to information and 
slicing be computed in the same phase. As a result, instead of recording point-to in-
formation for every statement, we only need to record the information for several 
current statements. So our method saves space without losing precision. 

The rest of the paper is organized as follows: In Section 2, we briefly introduce the 
concepts of monad and monad transformers. We discuss original modular monadic 
slicing algorithm in Section 3. The extended slicing algorithm is presented in more 
detail in section 4 and 5, including the chief difficulty in dealing with pointers, the 
extended algorithm, and complexity analysis. A case study is shown in sections 6. In 
Section 7, we conclude this paper. 
                                                           
∗ This work was supported in part by the NSFC (60425206, 60373066, 90412003), National 

Grand Fundamental Research 973 Program of China (2002CB312000), Advanced Armament 
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Abstract Syntax: 
S :: = ide := l.e | S1; S2 | skip | read ide | write l.e 

| if l.e then S1 else S2 endif | while l.e do S endwhile 

Fig. 1. Abstract syntax of language W 

2   Preliminaries 

A monad is a triple (m, re-
turnm, bindm) which must 
satisfy three laws: Left unit, 
Right unit and Associativity 
[7], where m is a type con-
structor; returnm and bindm are 
two primitive operators. A 
monad transformer consists of a type constructor t and an associated function liftt, 
where t maps any given monad (m, returnm, bindm) to a new monad (t m, returnt m, 
bindt m). In [4], we have presented the slice monad transformer SliceT as shown below 
(where L denotes a set of labels of expressions that were required to compute the 
current expression), to uniformly describe the slicing computation. 

type SliceT L m a = L → m (a, L) 
returnSliceT L m x   = λL. returnm (x, L)  
m ‘bindSliceT L m’ f  = λL. {(a, L′) ← m L ; f a L′}m 
liftSliceT L  m      = λL. {a ← m ; returnm (a, L)}m 
updateSlice  f      = λL. returnm (f L, L) 

In modular monadic semantics, the monad definition is a combination of some mo-
nad transformers that are applied to a base monad. In this paper, we use the identity 
monad Id as the base monad. We apply some monad transformers, such as EnvT, 
StateT [5], to the monad Id, and obtain the resulting monad ComptM: ComptM ≡ 
(StateT ⋅ EnvT) Id. With the ComptM, the semantics functions are shown below: 

C :: Cmd → ComptM (),      E :: Exp → ComptM Value 

For the convenience of discussion, in [4], we consider an example language W, 
and define Syn(s, L) where s is a W-program analyzed. The language W contains 
assignment, branch statement, loop block and I/O statement, its abstract syntax is 
provided in Figure 1. 

3   Modular Monadic Static Slicing Algorithm 

In [4], the data structure of slices was shown as follows: 

type Var = String      type Labels = [Int]       type Slices = [(Var, Labels)] 
getSli :: ComptM Slices,    setSli :: Slices → ComptM Slices 
lkpSli :: Var → Slices → ComptM Labels 
updSli :: (Var, ComptM Labels) → Slices → ComptM () 
mrgSli :: Slices → Slices → ComptM Slices 

The main idea of static slicing algorithm can be briefly stated as follows: we firstly 
apply the slice transformer SliceT to semantic building blocks, which makes the re-
sulting semantic description include program slice semantic feature. According to the 
semantic description, we then compute static slices of each statement in sequence. 
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Finally we will obtain the static slices of all single variables in the program. The con-
crete steps are shown in Figure 2. 

In the algorithm, the underlying monad ComptM in semantic building blocks is: 
ComptM ≡ (SliceT ⋅ StateT ⋅ EnvT) Id. Meanwhile, if a computation of a labeled expres-
sion l.e is included during applying bindSliceT L m, the intermediate set L′ should be reified 
as following: 

L′ = {l} ∪ L ∪
)l.e(r

),( r
fsRe

getSlilkpSli
∈

 

where Refs(l.e) denotes the set of variables occurred in expression l.e. The relation 
above reflects when and how to change the set L. 

Since we finally obtain 
the slices of all variables 
after the last statement is 
analyzed, the program slice 
of each variable, on the aver-
age, costs O(n + m), where m 
and n refer to the number of 
labeled expressions in the 
program and the number of 
all labeled expressions ap-
peared (perhaps repeatedly) 
in the sequence of analyzing 
the program, respectively. 
The total space cost is O(v × 
m), which is unrelated to n, 
where v refers to the number of single variables. For n is no less than m, the time 
complexity is O(n). When considering special loop [2], the worst time complexity can 
reach O(m2).  

4   Static Analysis in the Presence of Pointers 

In the presence of pointers, program analysis has three problems. Firstly, with the 
pointers, the unbounded data structures such as linked list can be built, which need to 
be represented in a finite way. Secondly, we should give a new definition of data 
dependence to fit the new circumstance. Finally, for a variable may point to a set of 
locations in the presence of pointers, point-to analysis is needed. The solution to the 
first problem is helpful to the new data dependence definition and point-to analysis, 
which is a base. The second problem provides a goal by giving a new definition; and 
the solution to the third problem helps to implement the goal. 

Many researchers have proposed solutions to the first problem [9, 10]. Generally, 
these methods use some approximation to deal with the unbounded data structures. A 
sort of rough approximation is to consider the heap as a whole. To be more precise, it 
needs shape analysis. Chase [10] distinguished the variables in the heap by the pointer 
variables, and obtained the Storage Shape Graph (SSG) for every statement. This  
 

Input: Slicing criterion <p, v> 
Output: Static slice 
1. Initialize the set L and the table Slices. 
2. Add semantic feature of program slicing into se-

mantic building blocks in a modular way, through 
slice transformer SliceT. 

3. Compute static slices of each statement in se-
quence basing on the semantic description in Step 
2, obtaining the final Slices. 

4. Returning the final static slicing result according 
to Slices and Syn(s, L). 

Fig. 2. Static slicing algorithm 
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paper uses a method whose precision is between the two methods mentioned above. It 
considers all the heap space allocated in the same statement as an array, and imple-
ments the array as a whole. 

The second problem is new definition of data dependence. Because the solution to 
the first problem gives a finite way to represent the variables in the program, in this 
case we can define the data dependence in terms of potential definitions and uses of 
abstract memory locations [9]. In our extended slicing algorithm, this new definition 
is implemented by point-to analysis, redefining the Refs(l.e) and considering the ref-
erence through the left-value expression of assignments. 

The third problem is point-to analysis. According to whether using control-flow in-
formation, there are two classes of point-to analysis—flow-sensitivity and flow-
insensitivity. Flow-sensitive analysis considers the control-flow information. It is 
lower in efficiency and needs more space, but has high precision. However, flow-
insensitive analysis suggests that the statements in the program can be executed in any 
order. It can only obtain the point-to information for the whole program (or for a 
certain area). For example, [6] obtains some point-to sets of every variable for every 
function. So the flow-insensitive analysis isn’t very precise, but has high efficiency. 
Especially, with the use of Union-find, its efficiency is nearly linear [8]. With the 
inspiration of forward program slicing, our approach obtains the point-to information 
by the data-flow iteration which is a flow-sensitive analysis. After integrating with 
original slicing algorithm, the point-to relation and slicing are computed in the same 
phase. Then instead of recording point-to information for every statement, we only 
need to record the information for some current statements. So our method needs less 
space compared with the traditional flow-sensitive analysis. 

5   Modular Monadic Slicing Algorithm in the Presence of Pointers 

5.1   Data Structure 

With the pointers, we may need to update the slices of some variables at the same 
time, so we extend the operator updSli of the abstract datatype Slices as follows: 

updSli :: [Var] → Labels → Slices → ComptM () 

We also need to design the abstract datatype PT for point-to analysis: 

type Var = String      type PT = [(Var, [Var])] 
getPT :: ComptM PT,     setPT :: PT → ComptM PT 
lkpPT :: Var → PT → ComptM [Var],  mrgPT :: PT → PT → ComptM PT 
updPT :: [Var] → [Var] → PT → ComptM () 

The abstract datatype PT is a table of pairs of a single variable and its associated 
point-to set (a set of variables). It has five operators getPT, setPT, lkpPT, updPT and 
mrgPT, which return and set the current table of point-to sets, lookup a point-to set 
corresponding to a variable in a given table of point-to sets, update some point-to sets 
corresponding to a list of variables in a given table of point-to sets, and merge two 
table of point-to sets into one table, respectively. 
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5.2   The Operations of the Expressions 

In the premise of only considering simple dereference (Multi-dereference can be divided 
into some simple dereferences), the assignments in language W can be divided into 
eight classes, as shown below (the syntax is similar with C language): 

(1) x := l.e′           (2) x := l.y             (3) x := l.*y            (4) x := l.&y    
(5) *x := l.e′        (6) *x := l.y           (7) *x := l.*y          (8) *x := l.&y 

And the fourth kind x := l.&y can be used to represent the statements that allocate 
heap memory (y is considered as an array to address as a whole). 

Table 1. The operations of the two classes of left-value expressions 

Class of expressions Variables to update Updating method Reference 

X x Strong update φ 

*x lkpPT(x, getPT) Weak update {x} 

Table 2. The operations of the four classes of right-value expressions 

Expression Point-to set Reference 

e′ φ Refs(l.e′) 
y lkpPT(y, getPT) {y} 

*y ),y(v
),( v

getPTlkpPT
getPTlkpPT

∈ {y}∪ lkpPT(y, getPT) 

&y {y} φ 

 
Among the eight classes of assignments, there are two classes of left-value expres-

sions (x and *x) and four classes of right-value expressions (e′, y, *y, &y). The right-
value expression e′ represents pure value computation (this paper doesn’t consider the 
pointer arithmetic). For example, we suggest that the expression ‘x + 2’ won’t return 
an address. And the expression y either returns a value or returns an address. To deal 
with the two situations in the same way, we associate every variable with a point-to 
set which initially is null [8]. For the assignments can be divided into left-, and right- 
value expressions to consider respectively, the operations of the six classes of expres-
sions can be seen as atoms.  

Before discussing these atomic operations, we need to redefine Refs(l.e). The vari-
ables appeared in the expression e can be divided into three classes. The first class 
includes the reference variables. The second class includes the dereference variables. 
The third class includes the variables whose address is obtained. Refs(l.e) includes the 
first two classes of variables and the variables that may be referred after derefer the 
variables in the second class. The formal definition is shown below: 

Refs(l.e) =  {x | x is in the first class}∪{y | y is in the second class} 
∪ {z | z ∈ lkpPT(y, getPT), y is in the second class} 
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The extended algorithm also needs to update the information of a variable. The 
process that uses new information to cover original information is called strong up-
date. And the process that adds new information to the origin is called weak update. 

Now, we show the six atomic operations. The operation for the left-value expres-
sion mainly relates to deciding which variable’s information need to be updated and 
which variable is referred by the analyzed expression. As presented in table 1, the 
solution to the left-value expression x is: strongly updating the slice and point-to set 
of variable x because we only update one variable; this left-value expression doesn’t 
refer any variables. As presented in table 1, the solution to the left-value expression 
*x is: weakly updating the information of variables in lkpPT(x, getPT) because we 
update a list of variables; this left-value expression refers to variable x. 

The operation for the right-value expression mainly relates to deciding which vari-
able is referred by the analyzed expression and obtaining the point-to set. The vari-
ables that is referred by the analyzed expression can be obtained by Refs(l.e), so we 
focus on the way to obtain the point-to set. As presented in table 2, the expression e′ 
doesn’t give a point-to set; the expression y gives the point-to set—lkpPT(y, getPT), 
which is the point-to set of variable y; the expression *y gives the point-to set—

),y(v

),( v
getPTlkpPT

getPTlkpPT
∈

, which is the union of the point-to sets of the variables 

in lkpPT(y, getPT); the expression &y gives a simple point-to set {y}. 

5.3   The Solution to the Statements 

With the combination of the operations of left- and right- value expression, we can 
address the assignments. And we pick four classes of operations to show below: 

(1) x := l.*y  =λL.{L′←{l}∪L ∪
)y*l.(r

),( r
fsRe

getSlilkpSli
∈

;updSli([x], L′, getSli); 

V′←
),y(v

),( v
getPTlkpPT

getPTlkpPT
∈

;updPT([x],V′,getPT)} 

(2) x := l.&y  = λL.{L′ ← {l} ∪ L ∪
)l.y(r

),( r
fsRe

getSlilkpSli
∈

; V′ ← [y]; 

updSli([x], L′, getSli);updPT ([x], V′, getPT )} 
(3) *x := l.e′  = λL.{L′ ← {l} ∪ L ∪

{ }x)l.e'(r

),( r
∪∈ fsRe

getSlilkpSli ;T ← getSli; 

updSli(lkpPT(x, getPT), L′, getSli);T′ ← getSli; mrgSli(T, T′)} 
(4) *x := l.y  = λL.{L′ ← {l} ∪ L ∪

{ }x)l.y(r

),( r
∪∈ fsRe

getSlilkpSli ;T ← getSli; 

updSli(lkpPT(x, getPT), L′, getSli);T′ ← getSli; 
mrgSli(T, T′);V′ ← lkpPT(y, getPT) ; P ← getPT;  
updPT(lkpPT(x,getPT),V′,getPT);P′←getPT; mrgPT(P,P′)} 

Because of the similarity of forward slicing and dataflow iteration, we can simply 
add the point-to analysis to original implementation of the branch statement and loop 
block as shown below: 
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if l.e′ then S1 else S2 endif  =λL.{L′←{l}∪L∪
)l.e'(r

),( r
fsRe

getSlilkpSli
∈

; 

T ← getSli; P←getPT; S1 L′;T1←getSli;P1←getPT; setSli(T); 
setPT(P); S2 L′; T2←getSli;P2←getPT; mrgSli(T1,T2);mrgPT(P1, P2)} 

while l.e′ do S endwhile  = Fix (λf. λL.{L′ ← {l} ∪ L ∪
)l.e'(r

),( r
fsRe

getSlilkpSli
∈

;  

T←getSli; P←getPT; fL′{ S L′;T′ ←getSli;P′ ←getPT; 
mrgSli(T,T′); mrgPT(P, P′)} } ) 

5.4   The Complexity of the Extended Algorithm 

Based on the slicing algorithm shown in section 3, the extended algorithm augments the 
point-to analysis. For the cost of point-to analysis is less than the cost of slicing, we can 
only consider the cost of slicing. The extended 
algorithm may need to update the slices of all vari-
ables, so the operation of one statement may cost 
O(v), where v is the number of variables. Further-
more, our extended algorithm will cost O(n × v), 
where n refer to the number of all labeled expres-
sions appeared (perhaps repeatedly) in the se-
quence of analyzing the program. Since we finally 
obtain the slices of all variables, the program slice 
of each variable, on the average, costs O(n), 

which is the same as the worst complexity of the 
algorithm in [4]. So our extended algorithm doesn’t 
add complexity. 

About the space complexity, we pay attention 
to the constructions Refs(l.e), Slices, L′, L and 
point-to sets. We can use space O(v × m) to store 
Refs(l.e) and Slices, where m is the number of 
labeled expressions. The label set L′ and L will cost O(m). And the point-to sets may 
cost O(v × v). For v isn’t larger than m, our extended algorithm cost O(v × m), which 
is the same as the original algorithm. 

6   A Case Study 

To clearly explain our extended algorithm, we analyze a concrete program (shown in 
figure 3). Each expression is uniquely labeled (marked in source program). For exam-
ple the second expression is flag < 5. We suppose S(v) and P(v) represent the slice 
and point-to set of variable v, respectively. Initially, the slices and point-to sets of all 
the variables are null. Below, we only give the variant part of the point-to set and 
slice. After the first expression is executed, the slice of variable flag is: S(flag) = {1}. 

The second to fourth expressions combine a branch statement, it assignment the 
variable s. After executing this statement, the point-to set and slice of variable s is: 

S(s) = {1, 2, 3, 4}                     P(s) = {a, b} 

1 flag := 1; 
2 if flag < 5 then 
3        s = &a 

else  
4                  s = &b 

endif; 
5              c = 1; 
6              while flag < 5 do 
7            t = &c; 
8            *s = *t; 
9            flag = flag + 1 
 endwhile; 
10 write a 

Fig. 3. A sample program 
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Similarly, after executing the fifth expression, the slice of variable c is: S(c) = {5}. 
The next four expressions combine a loop block, which needs iteration to obtain the 

slices and point-to sets. After the first loop, the variant part is:  

S(flag)={1, 6, 9}   S(t)={7}    S(a)={1, 2, 3, 4, 5, 6, 7}   
S(b) = {1, 2, 3, 4, 5, 6, 7}  P(t) = {c} 

At this time, the computation hasn’t been convergent. After the second loop, the in-
formation of variable a and b is: 

S(a) = {1, 2, 3, 4, 5, 6, 7, 9}      S(b) = {1, 2, 3, 4, 5, 6, 7, 9} 

The slices and point-to sets hasn’t been convergent yet. After the third loop, the itera-
tion is convergent, so the computing is end. 

The tenth expression has no influence on the information, so the final result is: 

S(flag) = {1, 6, 9}, S(s) = {1, 2, 3, 4}, S(c) = {5}, S(t) = {7},  
S(a) = {1, 2, 3, 4, 5, 6, 7, 9}, S(b) = {1, 2, 3, 4, 5, 6, 7, 9}; 
P(flag) = φ, P(s) = {a, b}, P(c) = φ, P(t) = {c}, P(a) = φ, P(b) = φ 

From the above information, we can get the final result of slices by Syn(s, L) [4]. 
For example, the final result of slice criterion <10, a > is {1, 2, 3, 4, 5, 6, 7, 9, 10}, 
where 10 is included because of the rule of write statement in Syn(s, L) [4]. 

7   Conclusions 

For the traditional slicing methods lack modularity and flexibility, we have proposed 
a novel formal slicing algorithm, called Modular monadic slicing algorithm [4]. To 
addressing the pointers, this paper combines the point-to analysis with the original 
monadic slicing algorithm. The feature of this algorithm is: our approach uses the 
data-flow iteration which is a precise flow-sensitive method to obtain the point-to 
information, but needs less space compared with the traditional data-flow iteration. In 
addition, our approach also inherits the properties of language independence and 
reusability from the original monadic slicing method. 
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Abstract. Clustering of data is a fundamental data analysis step that has been 
widely studied across in data mining. Adaptive resonance theory network 
(ART) is an important algorithm in Clustering. ART is also very popular in the 
unsupervised neural network. Type I adaptive resonance theory network 
(ART1) deals with the binary numerical data, whereas type II adaptive 
resonance theory network (ART2) deals with the general numerical data. 
Several information systems collect the mixing type attitudes, which included 
numeric attributes and categorical attributes. However, ART1 and ART2 do not 
deal with mixed data. If the categorical data attributes are transferred to the 
binary data format, the binary data do not reflect the similar degree. It 
influences the clustering quality. Therefore, this paper proposes a modified 
adaptive resonance theory network (M-ART) and the conceptual hierarchy tree 
to solve similar degrees of mixed data. This paper utilizes artificial simulation 
materials and collects a piece of actual data about the family income to do 
experiments. The results show that the M-ART algorithm can process the mixed 
data and has a great effect on clustering. 

Keywords: adaptive resonance theory network (ART), distance hier-archy, 
clustering algorithm, data mining, software engineering. 

1   Introduction 

Clustering is the unsupervised classification of patterns into groups. It is an important 
data analyzing technique, which organizes a collection of patterns into clusters based 
on similarity [1-3]. Clustering is useful in several exploratory pattern-analysis, 
grouping, decision-making, and machine-learning situations. This includes data 
mining, document retrieval, image segmentation, and pattern classification. Clustering 
methods have been successfully applied in many fields including image processing 
[1], pattern recognition [4], biology, psychiatry, psychology, archaeology, geology, 
geography, marketing and information retrieval [5,6], software engineering [7-10]. 
Intuitively, patterns with a valid cluster are more similar to each other than they are to 
a pattern belonging to a different cluster.  
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The majority of the software clustering approaches presented in the literature 
attempt to discover clusters by analyzing the dependencies between software artifacts, 
such as functions or source files [7-13]. Software engineering principles, such as 
information hiding or high-cohesion and low-coupling are commonly employed to 
help determine the boundaries between clusters. 

Most of clustering algorithms consider either categorical data or numeric data. 
However, many mixed datasets including categorical and numeric values existed 
nowadays. A common practice to clustering mixed dataset is to transform categorical 
values into numeric values and then proceed to use a numeric clustering algorithm. 
Another approach is to compare the categorical values directly, in which two distinct 
values result in distance 1 while identical values result in distance 0. Nevertheless, 
these two methods do not take into account the similarity information embedded 
between categorical values. Consequently, the clustering results do not faithfully 
reveal the similarity structure of the dataset. This article is based on distance 
hierarchy [2-3] to propose a new incremental clustering algorithm for mixed datasets, 
in which the similarity information embedded between categorical attribute is 
considered during clustering. In the setting, each attribute of the data is associated 
with a distance hierarchy, which is an extension of the concept hierarchy [21] with 
link weights representing the distance between concepts. The distance between two 
mixed data patterns is then calculated according to distance hierarchies.  

The rest of this article is organized as follows. Section 2 reviews clustering 
algorithms and discusses the shortcomings of the conventional approaches to 
clustering mixed data. Section 3 presents distance hierarchy for categorical data and 
proposes the incremental clustering algorithm based on distance hierarchies. In 
Section 4, experimental results on synthetic and real datasets are presented.  
Conclusions are given in Section 5. 

2   Related Work 

Adaptive resonance theory neural networks model real-time prediction, search, 
learning, and recognition. ART networks function as models of human cognitive 
information processing [15-19]. A central feature of all ART systems is a pattern 
matching process that compares an external input with the internal memory of an 
active code. ART1 deals with the binary numerical data and ART2 deals with the 
general numerical data [18]. However, these two methods do not deal with mixed data 
attributes.   

About clustering mixed data attributes, there are two approaches for mixed data. 
One is resorted to a pre-process, which transferred the data to the same type, either all 
numeric or all categorical. For transferring continuous data to categorical data, some 
metric function is employed. The function is based on simple matching in which two 
distinct values result in distance 1, with identical values of distance 0 [20]. The other 
is to use a metric function, which can handle mixed data [21]. Overlap metric is for 
nominal attributes and normalized Euclidean distance is for continuous attributes.  

Among problems with simple matching and binary encoding, a common approach 
for handling categorical data is simple matching, in which comparing two identical 
categorical values result in distance 0, while two distinct values result in distance 1 
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[21, 22]. In this case, the distance between patterns of Gary and John in the previous 
example becomes d(Gary, John) =1, which is the same as d(John, Tom) = d(Gary, 
Tom) = 1. Obviously, the simple matching approach disregards the similarity 
information embedded in categorical values. 

Another typical approach to handle categorical attributes is to employ binary 
encoding that transforms each categorical attribute to a set of binary attributes and a 
categorical value is then encoded to a set of binary values. As a result, the new 
relation contains all numeric data, and the clustering is therefore conducted on the 
new dataset. For example, as the domain of the categorical attribute: Favorite_Drink. 
The set of it is {Coke, Pepsi, Mocca}. Favorite_Drink is transformed to three binary 
attributes: Coke, Pepsi and Mocca in the new relation. The value Coke of 
Favorite_Drink in a pattern is transformed to a set of three binary values in the new 
relation, i.e. {Coke=1, Pepsi=0, Mocca=0}. The Manhattan distance of patterns Gary 
and John is dM(Gary, John) =2, which is the same as dM(Gary, Tom) and dM(John, 
Tom), according to the new relation. Traditional clustering algorithm transfers 
Favorite_Drink categorical attributes into a binary numerical attribute type as shown 
in figure 1. 

ID Coke Pepsi Coffee Amt.
Gary 1 0 0 70
John 0 1 0 70
Tom 0 0 1 70

ID Favorite Drink Amt.

Gary Coke 70
John Pepsi 70
Tom Coffee 70

 

Fig. 1. Traditional clustering algorithm transfers Favorite_Drink categorical attributes into 
binary numerical attribute type 

The ART network is a popular incremental clustering algorithm [1]. It has several 
variants [23, 24], in which ART1 handles only the binary data and ART2 can handle 
only the arbitrary continuous data. K-prototype [25] is a recent clustering algorithm 
for mixed data. It transfers categorical data attributes to the binary data format, 
however, the binary data do not reflect the similar degree. It influences the clustering 
quality. Therefore, this paper proposes a modified adaptive resonance theory network 
algorithm and the conceptual hierarchy tree to solve the similar degree of mixed data. 

3   Clustering Hybrid Data Based on Distance Hierarchy 

The distance hierarchy tree is a concept hierarchy structure. It is also a better 
mechanism to facilitate the representation and computation of the distance between 
categorical values. A concept hierarchy consists of two parts: a node set and a link set 
[2, 3, 26, 27]. According to binary encoding approach, it does not reflect the similar 
degree. However, it influences the clustering quality. Maintenance was difficult when 
the domain of a categorical attribute changes, because the transformed relation 
schema also needs to be changed. The transformed binary attributes cannot preserve 
the semantics of the original attribute. Because of the drawbacks resulting from the 
binary-encoding approach, this paper uses distance hierarchy to solve the similar 
degree of mixed data.  
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This paper extends the distance hierarchy structure with link weights. Each link has 
a weight representing a distance. Link weights are assigned by domain experts. There 
are several assignment alternatives. The simplest way is to assign all links as a 
uniform constant weight. Another alternative is to assign heavier weights to the links 
closer to the root and lighter weights to the links away from the root. For simplicity, 
unless stated explicitly, each link weight is set to 1 in this article. The distance of two 
concepts at the leaf nodes is the total weight between those two nodes. 

A point X in a distance hierarchy consists of two parts, an anchor and a positive 
real-value offset, denoted as X(N, d), that is, anchor(X) =N and offset(X) =d. The 
anchor is a leaf node and the offset represents the distance from the root of the 
hierarchy to the point. A point X is an ancestor of Y if X is in the path from Y to the 
root of the hierarchy. If neither one of the two points is an ancestor of the other point, 
then the least common ancestor, denoted as LCA(X, Y), is the deepest node that is an 
ancestor of X as well as Y.  

A special distance hierarchy calls numeric distance hierarchy for a numeric 
attribute, say xi, is a degenerate one, which consists of only two nodes, a root MIN 
and a leaf MAX, and has the link weight w being the domain range of xi, i.e. w = 
(maxi-mini). A point p in such a distance hierarchy has the value (MAX, dp) where the 
anchor is always the MAX and the offset dp is the distance from the point to the root 
MIN. 

About measuring distance, the distance between two data points can be measured 
as follows: Let x = [x1 x2 … xn] and y = [y1 y2 … yn]. The distance between a training 
pattern x and an M-ART neuron y is measured as the square root of the sum of the 
square differences between each-paired components of x and y. Specifically, x and y 
represent a training data and a map neuron, respectively, with n-dimension, and C is a 
set of n distance hierarchies, then the distance between x and y can be expressed as 
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Where h(xi) and h(yi) are the mapping of xi and yi to their associated distance 
hierarchy hi and wi , the attribute weight, is a user specified parameter allowing the 
domain expert to give different weights. For a numeric attribute I, h(xi) - h(yi) is equal 
to xi-yi, since h(xi) - h(yi) = (MIN, dh(xi)) - (MIN, dh(yi)) = (MIN, xi-mini)- (MIN, yi-
mini) = (xi-yi). 

This paper proposes the distance hierarchy tree structure to overcome the 
expression for similar degree. This distance hierarchy tree algorithm combines the 
adaptive resonance theory network algorithm and it can be effective with mixed data 
in data clustering. This section presents distance hierarchy for categorical data and it 
proposes the incremental clustering algorithm based on distance hierarchies. 

The categorical utility function [28] attempts to maximize the probability that the 
two objects in the same cluster have attribute values in common and the probability 
that the objects from different clusters have different attributes. The categorical utility 
of a set of clusters can be calculated as 
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Here, P(Ai=Vij|Ck) is the conditional probability that the attribute i has the values Vij 
given the cluster Ck, and P(Ai=Vij) is the overall probability of the attribute i having 



 Modified Adaptive Resonance Theory Network 761 

the values Vij in the entire set. The function aims to measure if the clustering 
improves the likelihood of similar values falling in the same cluster. Obviously, the 
higher the CU values, the better the clustering result [29].  

For numeric attributes, the standard deviation represents the dispersion of values. 
Variance ( 2) can be used for evaluating the quality of clustering numeric data. 
Several cluster validity indices, such as Davies-Bouldin (DB) Index and Calinski 
Harabasz (CH) Index [27, 30], have been published; however, they are only suitable 
for the numeric data. Hence, in order to evaluate the effectiveness of clustering mixed 
data, this paper uses CV index [31], which combined the category utility (CU) 
function with variance. The CV is defined as in Equation (3), where the CU and 
variance are the validity index for categorical and numeric data, respectively. The 
higher the CV values, the better the clustering result. 

(3)
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4   Experiments 

This paper develops a prototype system with Borland C++ Builder 6. A series of 
experiments have been performed in order to verify the method. A mixed synthetic 
dataset and a UCI dataset have also been designed to show the capability of the M-
ART in reasonably expressing and faithfully preserving the distance between the 
categorical data. It also reports the experimental results of artificial and actual data. 

These experiments use a real Adult dataset from the UCI repository with 48,842 
records of 15 attributes, including eight categorical attributes, six numerical attributes, 
and one class attribute.  

This experiment uses 7 attributes, which include three categorical attributes, such 
as Relationship, Marital_status, and Education; and four numeric attributes, 
Capital_gain, Capital_loss, Age, and Hours_per_week. The concept hierarchies are 
constructed in figure 2.  

           
a marital-status              (b education                        c relationship 

Fig. 2. Concept hierarchies for (a) Marital-status (b) Education and (c) Relationship attributes 
of the Adult dataset 

The M-ART parameters are established as follows: the initial warning value is 0.55 
and it increases progressively 0.05 until 0.75. The initial learning rate is 0.9. The stop 
condition t occurs when the momentum of the output layer is lower than 0.000015. 

This paper collects the dataset with different methods. These methods divide adult 
datasets into 5, 6, 7 and 8 groups. Concerning the CU values for categorical attributes, 
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the higher the CU values, the better the clustering result. The CU value of clustering 
M-ART method is the highest, K-prototype method is second, and traditional ART2 is 
the lowest. The symbol " ***" means that it does not find the suitable parameter to 
divide into group with the datasets. The parameter of ART2 reaches 7, it is unable to 
divide seven groups all the time. The problem occurs because there are too many 
parameters in ART2.  

This paper normalizes the variance between 0 and 1 for numeric results. The 
normalized variance is useful in CV index. Table 1 shows the CV values of the 
clustering results by M-ART, ART2 and k-prototypes on level 1 and the leaf level in 
individual concept hierarchies with cluster numbers 5, 6, 7 and 8. The higher the 
value of CV values, the better the clustering result. The CV value in M-ART method 
is the highest, K-prototype method is second, and traditional ART2 is the lowest. 

Table 1. The CV values for Adult dataset with 5, 6, 7, 8 clusters by M-ART, ART2 and K-
Prototypes  

M-ART 
Cluster CU Variance CV 
No. Leaf Level 1 age gain loss hrs_per_week Leaf_Level Level 1 

Increased 

5 1.069 1.16 0.127 0.022 0.038 0.071 0.85 0.59 31.08% 
6 1.113 1.2 0.163 0.023 0.044 0.085 0.85 0.60 29.05% 
7 1.115 1.21 0.182 0.011 0.044 0.100 0.83 0.61 27.05% 
8 1.177 1.31 0.218 0.014 0.052 0.115 0.84 0.65 23.00% 
          
K-Prototype 

Cluster CU Variance CV 
No. Leaf Level 1 age gain loss hrs_per_week Leaf_Level Level 1 

Increased 

5 0.859 0.834 0.114 0.033 0.046 0.073 0.68 0.46 32.85% 
6 1.002 0.977 0.424 0.72 1.454 2.937 0.15 0.16 -1.72% 
7 1.039 0.919 0.515 0.893 1.801 3.635 0.13 0.12 7.01% 
8 1.088 1.087 0.610 1.068 2.154 4.342 0.12 0.13 -5.56% 
          
ART2 

Cluster CU Variance CV 
No. Leaf Level 1 age gain loss hrs_per_week Leaf_Level Level 1 

Increased 

5 0.0010 0.00081 0.176 0.027 0.042 0.079 0.00075 0.00070 6.64% 
6 0.0043 0.00570 0.211 0.033 0.051 0.095 0.00309 0.00482 -55.87% 
8 0.0073 0.00757 0.281 0.044 0.068 0.128 0.00479 0.00608 -26.71% 

5   Conclusions and Future Work 

Most traditional clustering algorithms can only handle either categorical or numeric 
value. Although some research results have been published for handling mixed data, 
they still cannot reasonably express the similarities among categorical data.  

This paper proposes the distance hierarchy tree structure to overcome the 
expression for similar degree. This distance hierarchy tree algorithm combines the 
adaptive resonance theory network algorithm and it can be effective with mixed data 
in data clustering. It presents a MART algorithm, which can handle mixed dataset 
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directly. The experimental results on synthetic data sets show that the proposed 
approach can better reveal the similarity structure among data, particularly when 
categorical attributes are involved and have different degrees of similarity, in which 
the traditional clustering approaches do not perform well. The experimental results on 
the real dataset have better performances than other algorithms. 

MART is a clustering algorithm for any field with mixed data. The future work 
will try to use this method in finding out the pattern rules from software engineering 
databases 
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Abstract. The analysis described in this article detects about two real
and uncorrected deadlock situations per thousand C source files or mil-
lion lines of code in the Linux kernel source, and three accesses to freed
memory, at a few seconds per file. In distinction to model-checking tech-
niques, the analysis applies a configurable “3-phase” Hoare-style logic to
an abstract interpretation of C code to obtain its results.

1 Introduction

The pairing of formal methods practitioners and the Linux kernel has some-
times seemed more than unlikely. On the one hand kernel contributors have
preferred to write elegant code rather than elegant specifications; “the code is
the commentary” has been one of the mantras of the Linux kernel development,
meaning that the code should be so clear in its own right that it serves as its
own specification. That puts what is usually the first question of formal meth-
ods practitioners, “what should the code do” out of bounds. And on the other
hand, formal methods practitioners have not been able to find a way into the six
million lines of ever-changing C code that comprises the Linux kernel source.

This article describes the application of post-hoc formal logical analysis to the
Linux kernel. The technology detects real coding errors that have been missed by
thousands of eyes over the years. The analyser itself is written in C (thus making
it easy to compile and distribute in an open source environment) and is itself
licensed under an open source license. The analysis is configurable, which means
that it is possible to re-program and extend it without rewriting its source.

By way of orientation, note that static analysis is in general difficult to apply
to C code, because of pointer arithmetic and aliasing, but some notable efforts
to that end have been made. David Wagner and collaborators in particular have
been active in the area (see for example [7], where Linux user space and kernel
space memory pointers are given different types, so that their use can be dis-
tinguished, and [8], where C strings are abstracted to a minimal and maximal
length pair and operations on them abstracted to produce linear constraints on
these numbers). That research group often uses model-checking to look for vi-
olations in possible program traces of an assertion such as “chroot is always
followed by chdir before any other file operations”. In contrast, the approach
in this article assigns a (customisable) approximation semantics to C programs,
via a (customisable) program logic for C. A more lightweight technique still is
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that exemplified by Jeffrey Foster’s work with CQual [5, 6], which extends the
type system of C in a customisable manner. In particular, CQual has been used
to detect “spinlock under spinlock”, a variant of the analysis described here.
The technology described in this article was first described in prototype in [3],
being an application of the generic “three-phase” program logic first described
in [1] and developed in [2]. The tool itself now works at industrial scales, treating
millions of lines of code in a few hours when run on a very modest PC.

In the analysis here, abstract interpretation [4] forms a fundamental part,
causing a simplification in the symbolic logic description of state that is prop-
agated by the analysis; for example, “don’t know” is a valid abstract literal,
thus a program variable which may take any of the values 1, 2, or 3 may be
described as having the value “don’t know” in the abstraction, leading to a state
s described by one atomic proposition, not a disjunct of three.

To be exact, the analysis constructs two abstract approximations, a state s
and a predicate p describing the real state x such that

x ∈ s ∩ p (1)

The approximated state s assigns a range of integer values to each variable.
Predicates are restricted to the class of disjunctions of conjuncts of simple

ordering relations x ≤ k, and there is a simple decision procedure for implication.
In [3] we focussed on checking for a particular problem in SMP systems –

“sleep under spinlock”. A function that can sleep (i.e., that can be scheduled
out of the CPU) ought never to be called from a thread that holds a “spinlock”,
the SMP locking mechanism of choice in the Linux kernel. Trying to take a
locked spinlock on one CPU provokes a busy wait (“spin”) that occupies the
CPU completely until the spinlock is released on another CPU. If the thread
that has locked the spinlock is scheduled out while the lock is held, then the
only thread that likely has code to release the spinlock is not running. If by
chance that thread is rescheduled in to the CPU before any other thread tries
for the spinlock then all is well. But if another thread tries for the spinlock first, it
will spin uselessly, keeping out of that CPU the thread that would have released
the spinlock. If yet another thread tries for the spinlock, then on a 2-CPU SMP
system, the machine is dead, with both CPUs spinning waiting for a lock that
will never be released. Such vulnerabilities are denial of service vulnerabilities
that any user can exploit to take down a system. 2-CPU machines are also
common – any Pentium 4 of 3.2GHz or above has a dual “hyper-threading”
core. So, calling a function that may sleep while holding the lock on a spinlock
is a serious matter. Detecting it is one application of the abstract logic that may
be applied by the analyser.

2 Example Run

About 1000 (1055) of the 6294 C source files in the Linux 2.6.3 kernel were
checked for spinlock problems in a 24-hour period by the analyser running on
a 550MHz (dual) SMP PC with 128MB ram. About forty more files failed to
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files checked: 1055
alarms raised: 18 (5/1055 files)
false positives: 16/18
real errors: 2/18 (2/1055 files)
time taken: ˜24h
LOC: 7̃00K (unexpanded)

1 instances of sleep under spinlock
in sound/isa/sb/sb16 csp.c

1 instances of sleep under spinlock
in sound/oss/sequencer.c

6 instances of sleep under spinlock
in net/bluetooth/rfcomm/tty.c

7 instances of sleep under spinlock
in net/irda/irlmp.c

3 instances of sleep under spinlock
in net/irda/irttp.c

Fig. 1. Testing for sleep under spinlock in the 2.6.3 Linux kernel

File & function Code fragment
sb/sb16 csp.c:
snd sb csp load

619 spin lock irqsave(&p->chip->reg lock, flags);
. . . . . .
632 unsigned char *kbuf, * kbuf;
633 kbuf = kbuf = kmalloc (size, GFP KERNEL);

oss/sequencer.c:
midi outc

1219 spin lock irqsave(&lock,flags);
1220 while (n && !midi devs[dev]->outputc(dev, data)) {
1221 interruptible sleep on timeout(&seq sleeper,HZ/25);
1222 n--;
1223 }
1224 spin unlock irqrestore(&lock,flags);

Fig. 2. Sleep under spinlock instances in kernel 2.6.3

parse at that time for various reasons (in one case, because of a real code error,
in others because of the presence of gnu C extensions that the analyser could
not cope with at that time, such as attribute declarations in unexpected
positions, case statement patterns matching a range instead of just a single
number, array initialisations using “{ [1,3,4] = x }” notation, enumeration
and typedef declarations inside code blocks, and so on). Five files out of that
selection showed up as suspicious under the analysis, as listed in Fig. 1.

Although the flagged constructs are indeed calls of the kernel memory allo-
cation function kmalloc (which may sleep) under spinlock, the arguments to
the call sometimes render it harmless, i.e. cause it not to sleep after all. The
kmalloc function will not sleep with GFP ATOMIC as second argument, and such
is the case in several instances, but not in the two instances shown in Fig. 2.

3 Analytic Program Logic

The C code analyser is based on a compositional program logic called NRBG (for
“normal”, “return”, “break”, “goto”, reflecting its four principal components).
The four components, N, R, B, G, represent different kinds of control flows: a
“normal” flow and several “exceptional” flows.
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Program fragments are thought of as having three phases of execution: initial,
during, and final. The initial phase is represented by a condition p that holds
as the program fragment is entered. The only access to the internals of the
during phase is via an exceptional exit (R, B, G; return, break, goto) from the
fragment. The final phase is represented by a condition q that holds as the
program fragment terminates normally (N).

The N part of the logic represents the way control flow “falls off the end”
of one fragment and into another. I.e., if p is the condition that holds before
program a; b runs, and q is the condition that holds after, then

p N(a; b) q = p N(a) r ∧ r N(b) q (2)

To exit normally with q, the program must flow normally through a, hitting an
intermediate condition r, then enter fragment b and exit it normally.

The R part of the logic represents the way code flows out of the parts of a
routine through a “return” path. Thus, if r is the intermediate condition that is
attained after normal termination of a, then:

p R(a; b) q = p R(a) q ∨ r R(b) q (3)

That is, one may either return from program fragment a, or else terminate a
normally, enter fragment b and return from b.

The logic of break is (in the case of sequence) equal to that of return:

p B(a; b) q = p B(a) q ∨ r B(b) q (4)

where again r is the condition attained after normal termination of a.
Where break and return logic differ is in the treatment of loops. First of all,

one may only return from a forever while loop by returning from its body:

p R(while(1) a) q = p R(a) q (5)

On the other hand, (counter-intuitively at first reading) there is no way of leaving
a forever while loop via a break exit, because a break in the body of the loop
causes a normal exit from the loop itself, not a break exit:

p B(while(1) a) F (6)

The normal exit from a forever loop is by break from its body:

p N(while(1) a) q = p B(a) q (7)

To represent the loop as cycling possibly more than once, one would write for
the R component, for example:

p R(while(1) a) q = p R(a) q ∨ r R(while(1)a) q (8)

where r is the intermediate condition that is attained after normal termination
of a. However, in practice it suffices to check that r → p holds, because then (8)
reduces to (5). If r → p does not hold, p is relaxed to p′ ≥ p for which it does.
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Typically the precondition p is the claim that the spinlock count ρ is below
or equal to n, for some n: ρ ≤ n. In that case the logical components i = N,R,B
have for each precondition p a strongest postcondition p SPN (a), p SPR(a),
p SPB(a), compatible with the program fragment a in question. For example, in
the case of the logic component N:

p N(a) q ↔ p SPN (a) ≤ q (9)

Each logic componentX can be written as a function rather than a relation by
identifying it with a postcondition generator no stronger than SPX . For example:

(ρ ≤ n) N
(

spin lock(&x)
spin unlock(&x)

)
=

(
ρ ≤ n+ 1
ρ ≤ n− 1

)
(10)

Or in the general case, the action on precondition p is to substitute ρ by ρ±1 in
p, giving p[ρ−1/ρ] (for spin lock) and p[ρ+1/ρ] (for spin unlock) respectively:

p N

(
spin lock(&x)

spin unlock(&x)

)
=

(
p[ρ− 1/ρ]
p[ρ+ 1/ρ]

)
(11)

The functional action on sequences of statements is then described as follows:

p N(a; b) = (p N(a)) N(b) (12)
p R(a; b) = p R(a) ∨ (p N(a)) R(b) (13)
p B(a; b) = p B(a) ∨ (p N(a)) B(b) (14)

The G component of the logic is responsible for the proper treatment of goto
statements. To allow this, the logic – each of the components N, R, B and G –
works within an additional context, e. A context e is a set of labelled conditions,
each of which are generated at a goto x and are discharged/will take effect
at a corresponding labelled statement x: .... The G component manages this
context, first storing the current pre-condition p as the pair (x, p) (written x:p)
in the context e at the point where the goto x is encountered:

p Ge(goto x) = {x:p} ∪+ e (15)

The {x:p} in the equation is the singleton set {(x, p)}, where x is some label
(e.g. the “foo” in “foo: a = 1;”) and p is a logical condition like “ρ ≤ 1”.

In the simplest case, the operator ∪+ is set theoretic disjunction. But if an
element x:q is already present in the context e, signifying that there has already
been one goto x statement encountered, then there are now two possible ways
to reach the targeted label, so the union of the two conditions p and q is taken
and x:q is replaced by x:(p ∪ q) in e.

Augmenting the logic of sequence (12-14) to take account of context gives:

p Ne(a; b) = (p Ne(a)) NpGe(a)(b) (16)
p Re(a; b) = p Re(a) ∨ (p Ne(a)) RpGe(a)(b) (17)
p Be(a; b) = p Be(a) ∨ (p Ne(a)) BpGe(a)(b) (18)
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The N, R, B semantics of a goto statement are vacuous, signifying one cannot
exit from a goto in a normal way, nor on a break path, nor on a return path.

p Ne(goto x) = p Re(goto x) = p Be(goto x) = F (19)

The only significant effect of a goto is to load the context for the logic with
an extra exit condition. The extra condition will be discharged into the normal
component of the logic only when the label corresponding to the goto is found
(ex is the condition labeled with x in environment e, if any):

p N{x:q}∪e(x:) = p ∨ q p Re(x:) = F
p Be(x:) = F p Ge(x:) = e− {x:ex} (20)

This mechanism allows the program analysis to pretend that there is a “short-
cut” from the site of the goto to the label, and one can get there either via
the short-cut or by traversing the rest of the program. If label foo has already
been encountered, then we have to check at goto foo that the current program
condition is an invariant for the loop back to foo:, or raise an alarm.

The equations given can be refined by introducing temporal logic (CTL).
Consider the return logic of sequence, for example. If EFp is the statement that
there is at least one trace leading to condition p at the current flow point, then:

pR(a)EFr1 pN(a)EFq qR(b)EFr2
pR(a; b)(EFr1 ∧ EFr2)

(21)

The deduction that EFr1 ∧ EFr2 holds is stronger than r1 ∨ r2, which is what
would be deduced in the absence of CTL.

The above is a may semantics, because it expresses the possible existence
of a trace. A must semantics can be phrased via the the operator AFp, which
expresses that all traces leading to the current point give rise to condition p here:

pR(a)AFr1 pN(a)AFq qR(b)AFr2
pR(a; b)(AF(r1 ∨ r2)) (22)

In general, the deduction systems prove pXAFq1, pXq2, pXEFq3 with q1 ≤ q2
and q2 ≤ q3, which brackets the analysis results between forced and possible.

4 Configuring the Analysis

The static analyser allows the program logic set out in the last section to be
specified in detail by the user. The motive was originally to make sure that the
logic was implemented in a bug-free way – writing the logic directly in C made
for too low-level an implementation for what is a very high-level set of concepts.
Instead, a compiler into C for specifications of the program logic was written
and incorporated into the analysis tool.

The logic compiler understands specifications of the format

ctx precontext, precondition :: name(arguments) =
postconditions with ctx postcontext ;
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Table 1. Defining the single precondition/triple postcondition NRB logic of C

ctx e, p::for(stmt) = (n∨b, r, F) with ctx f
where ctx e, p::stmt = (n,r,b) with ctx f;

ctx e, p::empty() = (p, F, F) with ctx e;
ctx e, p::unlock(label l) = (p[n+1/n], F, F) with ctx e;
ctx e, p::lock(label l) = (p[n-1/n], F, F) with ctx e;
ctx e, p::assembler() = (p, F, F) with ctx e;
ctx e, p::function() = (p, F, F) with ctx e;
ctx e, p::sleep(label l) = (p, F, F) with ctx e;
ctx e, p::sequence(s1, s2) = (n2, r1∨r2, b1∨b2) with ctx g

where ctx f, n1::s2 = (n2,r2,b2) with ctx g
and ctx e, p::s1 = (n1,r1,b1) with ctx f;

ctx e, p::switch(stmt) = (n∨b, r, F) with ctx f
where ctx e, p::stmt = (n,r,b) with ctx f

ctx e, p::if(s1, s2) = (n1∨n2, r1∨r2, b1∨b2) with ctx f1∨f2
where ctx e, p::s1 = (n1,r1,b1) with ctx f1
and ctx e, p::s2 = (n2,r2,b2) with ctx f2;

ctx e, p::while(stmt) = (n∨b, r, F) with ctx f
where ctx e, p::stmt = (n,r,b) with ctx f;

ctx e, p::do(stmt) = (n∨b, r, F) with ctx f
where ctx e, p::stmt = (n,r,b) with ctx f;

ctx e, p::goto(label l) = (F, F, F) with ctx e∨{l::p};
ctx e, p::continue() = (F, F, p) with ctx e;
ctx e, p::break() = (F, F, p) with ctx e;
ctx e, p::return() = (F, p, F) with ctx e;
ctx e, p::labeled(label l) = (p∨e.l, F, F) with ctx e\\l;

Legend
assembler – gcc inline assembly code;
sleep – calls to C functions which can sleep;
function – calls to other C functions;
sequence – two statements in sequence;

if – conditional statement;
switch – case statement;
while – while loop;
do – do while loop;
labeled – labelled statements.

where the precondition is an input, the entry condition for a code fragment,
and postconditions is an output, a tuple consisting of the N, R, B exit condi-
tions according to the logic. The precontext is the prevailing goto context. The
postcontext is the output goto context, consisting of a set of labelled conditions.

For example, the specification of the empty statement logic is:

ctx e, p::empty() = (p, F, F) with ctx e;

signifying that the empty statement preserves the entry condition p on normal
exit (p), and cannot exit via return (F) or break (F). The context (e) is unaltered.
The full set of logic specifications is given in Table 1. To translate back into the
logic presentation in Section 3, consider that

ctx e, p :: k = (n, r, b) with ctx e′;
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means
p Ne(k) = n p Re(k) = r
p Be(k) = b p Ge(k) = e′

when written out in the longer format.

5 Software

The source code of the software described here is available for download from
ftp://oboe.it.uc3m.es/pub/Programs/c-1.2.13.tgzunder the conditions of
the Gnu Public Licence, version 2.

6 Summary

A C source static analyser for the Linux kernel has been created, capable of
dealing with the millions of lines of code in the kernel on a reasonable timescale,
at a few seconds per file. It is based on a “three-phase” logic of imperative
programming, as described in this article.
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Abstract. This paper presents work on generation of specification-
driven test data, by introducing techniques based on a subset of quasir-
andom sequences (completely uniformly distributed sequences) to gener-
ate test data. This approach is novel in software testing. This enhanced
uniformity of quasirandom sequences leads to faster generation of test
data covering all possibilities. We demonstrate by examples that well-
distributed sequences can be a viable alternative to pseudorandom num-
bers in generating test data. In this paper, we present a method that
can generate test data from a decision table specification more effec-
tively via quasirandom numbers. Analysis of a simple problem in this
paper shows that quasirandom sequences achieve better data than pseu-
dorandom numbers, and have the potential to converge faster and so
reduce the computational burden. Functional test coverage, an objective
criteria, evaluates the quality of a test set to ensure that all specified
behaviors will be exercised by the test data.

Keywords: automatic test case generation, specification-driven test,
functional test coverage, quasirandom numbers, well-distributed
sequences.

1 Introduction

Software testing [14] is a costly process that is critical for accessing system
behavior. The two common strategies are black-box testing, driven by specifi-
cation of software [22], and white box testing, driven by the software structure
[16]. Specification-based testing, whose inputs are derived from a specification, is
black-box testing. Specification-based testing of software is to increase the effec-
tiveness of software testing [13]. A formal software specification is one of the most
useful documents to have when testing software, since it is a concise and precise
description of functionality. Specification-based testing focuses on obtaining test
data from specification [19]. Generating test data to cover all specification is a
challenge for a complex system [6, 21].

We are developing an approach to deriving test data from quasirandom se-
quences [20] instead of pseudorandom sequences. Quasirandom sequences are

V.N. Alexandrov et al. (Eds.): ICCS 2006, Part IV, LNCS 3994, pp. 773–780, 2006.
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constructed to minimize the discrepancy, a measure of the deviation from uni-
formity and therefore quasirandom sequences are more uniformly distributed
than pseudorandom sequences. In the past, pseudorandom number generators,
such as linear congruential generators [9] have been used in the implementation
of random testing. Recently, it has been recognized that the convergence rate
of Monte Carlo approaches based on pseudorandom numbers is slow and that
an important improvement of the convergence rate can be achieved by using
quasi-Monte Carlo methods [12, 15]. This observation is the motivation for the
investigation described in this paper.

We will explore the use of completely uniformly distributed sequences in gen-
erating test data. The organization of this paper is following. An overview of
completely uniformly sequences (quasirandom sequences) is given in § 2. An
overview for specification-based tests and test data generation is presented in §
3. In § 4, we analyze a simple specification-based test problem using completely
uniformly sequences and numerical results are shown. A discussion of results and
conclusion are presented in § 5.

2 Quasirandom Sequences

Pseudorandom numbers are constructed to mimic the behavior of truly random
numbers, whereas highly uniform numbers, called quasirandom numbers, are
constructed to be as evenly distributed as is mathematically possible. Pseudo-
random numbers are scrutinized via batteries of statistical tests that check for
statistical independence in a variety of ways, and are also checked for unifor-
mity of distribution, but not with excessively stringent requirements. Thus, one
can think of computational random numbers as either those that possess con-
siderable independence, such as pseudorandom numbers; or those that possess
considerable uniformity, such as quasirandom numbers [15].

From Fig. 1, we can see the difference between pseudorandom and quasiran-
dom sequences. Pseudorandom numbers are only a subsitute for true random
numbers and tend to show clustering effects; while quasirandom numbers tends
to more uniformly distributed. There are many applications that do not really
require randomness, but instead require numbers that uniformly cover the sam-
ple space. Quasirandom sequences are more suitable for such applications. In
particular, fewer quasi-random samples are needed to achieve a similar level of
accuracy as obtained by using pseudo-random sequences [11, 18].

The original construction of quasirandom sequences is related to the Weyl
sequence [10] and the van der Corput sequence. Weyl sequence is based on ir-
rational numbers while the van der Corput sequence is a one-dimension quasir-
andom sequence based on digital inversion. This digital inversion method is the
central idea behind the construction of current quasirandom sequences, such as
Halton, Faure and Sob́l sequences. Niederreiter [15] extended this method to
arbitrary bases and dimensions. Weyl sequences is used this paper for numerical
experiments in § 4. The definition of Weyl sequence is as follows:
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Definition 1. If θ is an irrational number, then the Weyl sequence n ∗ θ
(mod 1), n=1,2,3,...., is uniformly distributed.

Here (mod 1) is operation of keeping the fraction part of any number, for ex-
ample 2.345 (mod 1) = 0.345. The Weyl sequence is easy to implement and
well-distributed. For different θ, the different dimensions of the Weyl sequence
can be generated.
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Fig. 1. Comparison of pseudorandom numbers and quasirandom numbers in two di-
mensions. A: 2000 pseudorandom numbers (linear congruential generator); B: 2000
quasirandom numbers (Weyl sequence).

3 Specification-Based Tests

Although a formal software specification is one of the most useful document to
have when testing software, most of software specifications are stated informally
in practice and that leaves a lot of ambiguities. Additional specification notations
are needed to clarify these statements. A decision table is a rule-based specifica-
tion in which responses are specified in terms of combinations of conditions met
by input data. The decision table is a specification technique that can be used
as the basis for test case design [3] [5] [8]. In this section we show by an example
how a decision table can provide the basis for defining specification-based tests.
We also show that how quasirandom sequences produce the test data based on
the decision table.

One measure for test case effectiveness is defined as functional coverage, which
measures the thoroughness of testing based on the specification. This is a ratio
of the number of rules triggered by the set of test data to the number of rules
in the decision table.

Definition 2. Functional coverage = #rules−satisfied
#rules−in−the−decision−table .
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hours

rate pay

overtime

Pay

Fig. 2. Black-box schematic specification for Pay

CONDITIONS | DECISION RULES

------------------------------------------------- --------------

hours>40 | N Y N Y

rate<10 | Y Y N N

------------------------------------------------- --------------

ACTIONS | ACTION RULES

------------------------------------------------- --------------

pay = hours * rate; pay = pay; | X - - -

pay = 1.5 * rate * (hours - 40) + 40 * rate; | - X - -

pay = 40 * rate; | - - X X

overtime = 0; | X - X X

overtime = 1.5 * rate * (hours - 40); | - X - -

------------------------------------------------- --------------

Fig. 3. Payroll Decision Table (DT1) based on the Narrative Specification in Table 1

Consider the narrative specification in Table 1 [7], which specifies software to
compute the weekly pay of employees. The first step in transforming this narra-
tive specification is to identify the stimuli and responses. From the specification,
we can deduce that the necessary stimuli (input data) are the hours worked
and the hourly salary rate. The responses are the amount of the pay and the
resulting overtime paid as shown in Figure 2. According to the specification, the
software must determine whether an employee is hourly (rate ≤10) or salaried,
and whether the employee has exceeded 40 hours of work (hours ≥ 40). Figure
3 is a summary of all rules and actions for Pay Specification in Table 1.

Table 1. Payroll Specification

Calculate employee pay, including overtime paid at 1.5 times the hourly
rate of hourly employees for time in excess of 40 hours. Salaried employees
are not paid overtime, nor do they lose pay when they work less than the
normal work week of 40 hours. Hourly employees earn less than 10 per hour.

When testing complicated software with a static specification, it is difficult to
determine manually whether each rule has been covered and if there are anoma-
lies in the decision table specification [4]. Jones [7] [8] has developed a tool that
uses test data to identify specification anomalies, while using the specification to
determine adequacy of the test data. We use quasirandom sequences to provide
the test data, and functional coverage as the criterion for measuring the test
data. The procedure is simple: according Figure 2, we generate two-dimension
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Table 2. Payroll Specification (Extended from Table 1)

Calculate employee pay, including overtime paid at x times the hourly rate.
Salaried employees are paid overtime only if they work more than 50 hours,
but they do not lose pay when they work less than the normal work week of
40 hours. Hourly employees earn less than $30 per hour. Employees who
work more than 50 hours receive 1.5 times the hourly rate for each overtime
hour. Employees who work more than 60 hours are paid 1.5 times the hourly
rate for hours up to 60, and 1.6 times the hourly rate for each hour after 60.
Employees who work more than 70 hours are paid 1.5 times the hourly rate
for hours up to 60, 1.6 times the hourly rate for hours between 60 and 70,
and 1.7 times the hourly rate for each hour after 70. Those who work more
than 80 hours receive 1.5 times the hourly rate for hours up to 60, 1.6 times
the hourly rate for hours between 60 and 70, 1.7 times the hourly rate for
hours between 70 and 80, plus a bonus of $100.

Conditions Decision Rules

hours > 40 N N Y Y

hours > 50 Y

hours > 60 Y

hours > 70 Y

hours > 80 Y

rate >= 30 N Y N Y Y Y Y Y

Actions Action Rules

regular_pay = hours * rate X

regular_pay = 40 * rate X X X X X X X

over_pay = 0 X X

over_pay = 1.5 * rate * (hours – 40) X X

over_pay = 1.5 * rate * (20) + 1.6 *
rate * (hours – 60)

X

over_pay = 1.5 * rate * (20) + 1.6 *
rate * (10) + 1.7 * rate * (hours –

70)
X

over_pay = 1.5 * rate * (20) + 1.6 *
rate * (10) + 1.7 * rate * (10) + 100

X

Fig. 4. Payroll Decision Table 2 (DT2) based on the Narrative Specification in Table2

Table 3. Test Results for Decision Tables (#test data for full funtional coverage)

Generator Decision Table DT1 Decision Table DT 2
———————————- ————————————–

#rules #test data pairs #rules #test data pairs
PRNG 4 6 8 29
QRNG 4 5 8 11
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Table 4. Test data Generated by a QRNG for Decision Tables DT 1 and DT 2

Test Data for DT 1 Test Data DT 2
# DT rules 4 8
# test pairs 5 11

hours 48 58 25 29 70 88 76 43 110 36 62 67 51 15 78 1
rate 15 13 8 19 6 16 40 32 52 40 56 40 51 31 38 13
rule 2 2 3 4 1 3 5 7 4 2 6 6 7 2 5 1

Uncovered rules none none

Table 5. Test data Generated by a PRNG for DecisionTables DT 1 and DT 2

Test Data for DT 1 Test Data for DT 2
# DT rules 4 8
#Test pairs 6 11

hours 4 53 54 56 34 37 6 79 81 84 52 56 14 103 67 26 100
rate 6 5 11 3 1 13 19 15 33 10 3 41 20 55 22 3 41
rule 3 1 2 1 3 4 1 3 4 3 3 7 1 4 3 1 4

Uncovered rules none 2, 5, 6, 8

test data sets (hour, rate), and check functional coverage to see how many de-
cision table rules are satisified (covered) by one or more test data pairs. The
measure of interest for comparing pseudo-random and quasirandom generation
of data sets is the number of test data needed to reach functional coverage of 1.
The numerical results are shown in Section 4.

4 Numerical Experiments

We need a more complicated decision table for generating test data. Therefore,
we extend the decision table ( in Table 1 and Figure 3) and make more rules.
The new specification narrative and decision table are shown in Table 2 and
Figure 4, respectively.

In order to compare the effectiveness of quasirandom numbers, we use quasir-
andom sequences and pseudorandom sequences to produce the test data. The
numerical results are shown in Table 2. The pseudorandom number genera-
tor(PRNG) we used in this paper is one of linear congruential generators (LCGs)
in Numerical Recipe in C [17]. This LCG is defined as following:

Definition 3. The LCG determined by xn = axn−1 (mod m) with a = 16807
and m = 231 − 1 has a period of 231 − 2.

The quasirandom number generator is Weyl sequences and we used the same
implementation in [2]. The Weyl sequence we used in this paper with θ = 2. The
results in Table 3 show that quasirandom number generator(QRNG) significantly
converges faster, i.e., covers all rules with fewer test data. The quasirandom test
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data are presented in Table 4, the pseudorandom test data in Table 5. The faster
convergence is more marked for the large decision table.

5 Conclusions and Future Work

A new scheme for generating test data via quasirandom sequences is proposed.
The advantage of this scheme is that we can provide test data based on a specifi-
cation automatically. This scheme is an alternative to generate test data manu-
ally or from pseudorandom numbers. Our numerical results, though preliminary
, are promising. Should our observations about faster convergence (full coverage
with fewer test data) hold, quasirandom test generation may offer economical
advantages over pseudo-random testing. A broader question is whether quasir-
andom testing is superior to pseudo-random testing, in terms of efficiency and
effectiveness. Addressing this question may require a replication of past studies
such as in Abdurazik [1].

In the future, we will extend the study given in this paper to support the
test-driven specification paradigm of Jones [7, 8] when applied to more complex
problems requiring large, complex decision table specifications. Ongoing work
includes the development of a library of quasirandom generation routines to
support specification-based test generation.

One of the limitations of this scheme may occur when input is extremely
distributed instead of uniformly distributed. On the other hand, because many
of the accepted software testing practices are based on partitioning and sampling,
the impact of non-uniform distributions may be negligible.
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Abstract. Software metrics are the key tool in software quality management. 
In this paper, we propose to use support vector machines for regression ap-
plied to software metrics to predict software quality. In experiments we com-
pare this method with other regression techniques such as Multivariate Linear 
Regression, Conjunctive Rule and Locally Weighted Regression. Results on 
benchmark dataset MIS, using mean absolute error, and correlation coeffi-
cient as regression performance measures, indicate that support vector ma-
chines regression is a promising technique for software quality prediction. In 
addition, our investigation of PCA based metrics extraction shows that using 
the first few Principal Components (PC) we can still get relatively good  
performance. 

1   Introduction 

Software quality management, which is an important aspect of software project de-
velopment, is an ongoing comparison of the actual quality of a product with its ex-
pected quality [16]. Software metrics are the key tool in software quality manage-
ment. Many researchers have sought to analyze the connection between software 
metrics and code quality [8][13][14][15][17][23]. The methods they used fall into 
four mainly categories: association analysis (association rules), clustering analysis (k-
means, fuzzy c-means), classification analysis (decision trees, layered neural net-
works, Holographic networks, logistic regression, genetic granular classification [12]) 
and prediction analysis (linear regression). 

In this paper we propose to use support vector machines for regression to predict 
software quality. Support vector machine technique has attracted many researchers in 
optimization and machine learning areas [19,22]. In the case of regression, the objec-
tive is to choose a hyperplane with small norm while simultaneously minimizing the 
sum of the distances from the data points to the hyperplane. 
                                                           
* Corresponding author. 
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The remainder of this paper is organized as follows. In Section 2, we describe the 
software metrics and benchmark dataset we used. Section 3 presents the support vec-
tor regression method. Section 4 describes three comparison algorithms. Section 5 
introduces PCA. Section 6 presents the performance measures and the experiment 
results. Conclusions are covered in Section 7. 

2   Software Metrics 

We investigated the twelve software metrics, as shown in Table 1, which are used in 
the famous benchmark dataset MIS [15,12]. Simple counting metrics such as the 
number of lines of source code or Halstead’s number of operators and operands de-
scribe how many “things” there are in a program. More complex metrics such as 
McCabe’s cyclomatic complexity or Bandwidth attempt to describe the “complexity” 
of a program, by measuring the number of decisions in a module or the average level 
of nesting in the module, respectively. 

Table 1. Description of the MIS dataset with a detailed characterization of the software  
metrics [18] 

Metrics Detailed Description 
LOC Number of lines of code including comments, declarations and the main 

body of the code 
CL Number of lines of code, excluding comments 
TChar Number of characters 
TComm Number of comments 
MChar Number of comment characters 
DChar Number of code characters 
N Halstead’s Program Length N = N1+N2, N1 is the total number of 

operators, N2 is the total number of operands 
N’ Halstead’s Estimate of Program Length N’= n1log1n1 + n2log2n2, n1 is the 

number of unique operators, n2 is the number of unique operands  
NF Jensen’s Estimate of Program Length Metric log1n1! + log2n2! 
V(G) McCabe’s Cyclomatic Complexity Metric, where V(G) = e−n+2, and e 

represents the number of edges in a control graph of n nodes 
BW Belady’s Bandwidth measure BW = ( iiLi)/n, Li represents the number of 

nodes at level “i” in a nested control flow graph of n nodes. This measure 
indicates the average level of nesting or width of the control flow graph 
representation of the program 

Changes Number of changes 
 
In this study, MIS is represented by a subset of the whole MIS data with 390 mod-

ules written in Pascal and FORTRAN. These modules consist of approximately 
40,000 lines of code. Our goal is to develop a prediction model of software quality in 
which the number of modifications (changes) is projected on a basis of the values of 
the 11 software metrics that is used to characterize a software module. We cast the 
problem in the setting of regression, the explanatory variables are the first eleven soft-
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ware metrics and the dependent variable is the number of changes. Software modules, 
which have no changes, could be deemed to be fault-free, while software modules 
with the number of changes being too big, for example, over 10, can be sought as 
potentially highly faulty modules. 

3   Support Vector Machine Regression (SVR) 

Specifically, the -insensitive support vector regression will be used for predicting 
software quality. In the -insensitive support vector regression, our goal is to find a 
function f(x) that has an -deviation from the actually obtained target yi for all training 
data and at the same time is as flat as possible [10]. Suppose f(x) takes the following 
form: 

bwxf(x) +=        .X,bw ℜ∈∈                             (1) 

Then, we have to solve the following problem:  
2
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In the case where the constraints are infeasible, we introduce slack variables. This 
case is called soft margin formulation, and is described by the following problem. 
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where C determines the trade-off between the flatness of the f(x) and the amount up to 
which deviations larger than  are tolerated. This is called -insensitive loss function:  
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By constructing the Lagrangian function, we formulate the dual problem as 
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We compute the optimal value of b from the complementary slackness conditions:  

xwyb i
*

i
* −−=   ),0( Ci ∈λ  

and  xwyb i
*

i
* +−=   0i ( ,C)∗ ∈                                       (8) 

In some case, we need to map input space into feature space and try to find a hy-
perplane in the feature space by using the trick of kernel functions: 

Max  
1 1 1 1

1

2

l l l l
* * * *

i i j j i j i i i i i
i j i i
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where K(.,.) is a kernel function. Any symmetric positive semi-definite function, 
which satisfies Mercer's conditions, can be used as a kernel function in the SVMs 
context [10, 20]. In this paper, we use the linear kernel [11]. 

4   Regressors for Comparison 

4.1   Multivariate Linear Regression 

Multivariate Linear Regression (MLR) finds a set of basis vectors wxi and corre-
sponding regressors i in order to minimize the mean square error of the vector y. The 
basis vectors are described by the matrix Cxx-1Cxy. A low-rank approximation to this 
problem can be defined by minimizing 

2

2

1
i i

M
T

i x y
i

E y w xwε β
=

= −                                       (12) 

where M=dim(y), N<M and the orthogonal basis wyi span the subspace of y which 
gives the smallest mean square error given the rank N. 

4.2   Conjunctive Rule 

Conjunctive Rule (CR) consists of antecedents "AND"ed together and the consequent 
(prediction value) for the regression. This learner selects an antecedent by computing 
the Information Gain of each antecendent and prunes the generated rule using Re-
duced Error Prunning (REP) or simple pre-pruning based on the number of antece-
dents [1]. The Information is the weighted average of the mean-squared errors of both 
the data covered and not covered by the rule. In pruning, the weighted average of the 
mean-squared errors on the pruning data is used. 

4.3   Locally Weighted Regression 

Locally Weighted Regression (LWR) is a memory-based method that performs a 
regression around a point of interest using only training data that are local to that 
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point [3,4]. We consider here a form of locally weighted regression that is a variant of 
the LOESS model [5]. The LOESS model performs a linear regression on points in 
the data set, weighted by a kernel centered at x. The kernel shape is a design parame-
ter for which we use the Linear. 

5   Principal Component Analysis 

Principal Component Analysis (PCA) is a famous multivariate data analysis method 
that is useful in linear feature extraction [6,7]. The PCA finds a linear transformation 
y=Wx such that the retained variance is maximized. Each row vector of W 
corresponds to the normalized orthogonal eigenvector of the data covariance matrix. 

One simple approach to PCA is to use singular value decomposition (SVD). Let us 
denote the data covariance matrix by Rx (0) = E{x (t)xT (t)}. Then the SVD of Rx (0) 
gives Rx (0) =UDUT, where U= [Us,Un] is the eigenvector matrix (i.e. modal matrix) 
and D is the diagonal matrix whose diagonal elements correspond to the eigenvalues 
of Rx (0) (in descending order). Then the PCA transformation from m-dimensional 
data to n-dimensional subspace is given by choosing the first n column vectors, i.e., n 
principal component vector y is given by y=Us

Tx. 

6   Experiment Results 

10-fold cross-validation on the benchmark MIS dataset, available on [9], is used for 
estimating prediction performance. 

6.1   Performance Measures 

We use the following performance measures:  

Mean Absolute Error (MAE): MAE provides a measure of how close a prediction 
model is to the actual data.  

1

1
MAE | |

n

i ii
a p

n =
= −                                          (13) 

where ai and pi is the actual and predicted value for the ith test case. MAE ranges 
from 0 to infinity, with 0 corresponding to the ideal. the smaller the MAE the better. 

Correlation Coefficient (CC): CC is a measure of how well trends in the predicted 
values follow trends in past actual values [21]. It measures how well the predicted 
values from a forecast model "fit" with the real-life data. A perfect fit gives a CC of 
1.0.  
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The higher the CC the better. 

6.2   Results 

Fig.1 shows MAE of different regressors on the original MIS metrics and the PCA 
extracted data. On the original metrics, SVR with the linear kernel (SVR_L) get the 
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best performance by achieving a minimum of 3.98 MAE. As shown in Fig.1, using 
the first few Principal Components (PC) we can still get relatively good performance. 
For CRule, using PCs is even better than using the original metrics. 

Mean Absolute Error

3

3.5

4

4.5

5

5.5

6

MLR SVR_L CRule LWR_L Regressor

MIS

MIS_PCA1

MIS_PCA2

MIS_PCA3

 

Fig. 1. MAE of different regressors on the original MIS metrics and the PCA extracted data. 
MLR= Multivariate Linear Regression, SVR_L=Support Vector Regression with Linear kernel, 
CRule=Conjunctive Rule, LWR_L=Locally Weighted Regression with Linear kernel. 
MIS_PCA1 means using the first Principal Component, MIS_PCA2 means using the first two 
Principal Components, etc. 

Fig.2 shows CC of different regressors on the original MIS metrics and the PCA 
extracted data. SVR with Linear kernel get the best performance by achieving a 
maximum of 0.77 CC. For CRule, using PCs is better than using the original metrics. 
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Fig. 2.  CC of different regressors on the original MIS metrics and PCA extracted data. MLR= 
Multivariate Linear Regression, SVR_L=Support Vector Regression with Linear kernel, 
CRule=Conjunctive Rule, LWR_L=Locally Weighted Regression with Linear kernel. 
MIS_PCA1 means using the first Principal Component, MIS_PCA2 means using the first two 
Principal Components, etc. 

7   Conclusions 

In this paper we propose to use support vector machines for regression applied to 
software metrics to predict software quality. Comparison is done with three other 
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techniques: Multivariate Linear Regression, Conjunctive Rule and Locally Weighted 
Regression. Results on benchmark dataset MIS, using MAE and CC as performance 
measures, indicate that support vector machines regression is a promising technique 
for software quality prediction. The investigation of PCA based metrics extraction 
show that using the first few Principal Components we can still get relatively good 
performance. 
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Abstract. This paper reports an empirical study that uses clustering
techniques to derive segmented models from software engineering repos-
itories, focusing on the improvement of the accuracy of estimates. In
particular, we used two datasets obtained from the International Soft-
ware Benchmarking Standards Group (ISBSG) repository and created
clusters using the M5 algorithm. Each cluster is associated with a linear
model. We then compare the accuracy of the estimates so generated with
the classical multivariate linear regression and least median squares. Re-
sults show that there is an improvement in the accuracy of the results
when using clustering. Furthermore, these techniques can help us to un-
derstand the datasets better; such techniques provide some advantages
to project managers while keeping the estimation process within reason-
able complexity.

Keywords: Effort estimation, Data mining, Tress, M5.

1 Introduction

Effort estimation is one of first and more important activities that project man-
agers face at the beginning of each project. Accurate estimates are an integral
part of all process improvement activities. The current state-of-practice for effort
and cost estimates entails the use one of the many public (e.g., COCOMO [2])
or private (e.g., PRICE S [13]) parametric models. Both public or commercial
models use classical regression as their foundation for deriving equations from
historical project databases. During the last decade, several organizations such
as the International Software Benchmarking Standards Group (ISBSG) [10] have
started to collect project management data from a variety of organizations. In
this way, companies without historical datasets could use these generic databases
for estimation or companies already collecting data could compare themselves
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with other industries, i.e., benchmarking. One problem faced by project man-
agers using such databases is the heterogeneity of the projects (e.g., the latest
release of the ISBSG has more than 50 attributes and 3000 instances). Specifi-
cally, heterocestacity (non-uniform variance) is known to be a problem affecting
datasets that combine data from heterogeneous sources. For example, a straight-
forward application of least square regression using the 709 projects, which can
be obtained from the Reality estimation tool accompanying the ISBSG reposi-
tory, results in measures of median relative error of 280% and less than 23% of
the estimates are within the 75% of actual values. This leads to poor estimates
in the software engineering. In this paper, we describe an empirical study on
the appropriateness of model trees, i.e., a decision tree with a linear regression
model for each subset, with relation to predictive quality. Concretely, we derived
several datasets from the ISBSG repository and also compare the outputs of
using M5 with multivariate Linear Regression (LR) and Least Median Squares
(LMS) .

This paper is organized as follows. Section 2 and 3 describe respectively the
methods of analysis and evaluation techniques used in this paper. Section 4
describes the datasets used for this analysis and the results of applying the
methods of analysis, followed by a discussion (Section 5). Finally, Section 6
concludes the paper and outlines our future work.

2 Related Work

2.1 Regression Models

Regression techniques [16] are a kind of algorithmic techniques which looks for
an equational model to fit a set of observed data values.

Linear Regression (LR) is the classical linear regression model. It is assumed
that there is a linear relationship between a dependant variable (e.g., effort) with
a set of or independent variables, i.e., attributes (e.g. size in function points, team
size, development platform, etc.). The aim is to adjust the data to a model so
that y = β0 + β1x1 + β2x2 + ... + + βkxk + e.

The linear least square method finds the line that minimises the sum of
squared errors. A problem with this method is that it assumes a normal dis-
tribution and cannot cope well with outliers. Regression analysis can be made
more robust for outliers using the least median squares method. Least median
square regression analysis is suitable for small data-sets, and it is sensitive to
abnormal observations and errors. Least Median Square (LMS) is a robust re-
gression technique that includes outlier detection.

2.2 Rules, Decision Trees and Model Trees

A rule-based system [9] consists of a library of rules of the form: if (assertion)
then action. Such rules are used to elicit information or to take appropriate
actions when specific knowledge becomes available. These rules reflect a way
to reason about the relationships within the domain. Their main advantage is
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their simplicity. However, they are mainly appropriate for deterministic prob-
lems, which is not usually the case in software engineering [1]. To overcome this
problem, rules can also contain a certainty measure in the premises and/or in
the conclusions.

Decision trees [3] are used for predicting or explaining outputs from obser-
vations. In such a tree, each node is a leaf indicating a class or an internal
decision node that specifies some test to be carried out. If the output values
conform to intervals, then the decision trees are called regression trees, whereas
if they do correspond to a nominal or ordinal scale they are called classification
trees. There are many tree-building algorithms such as C4.5 (Quinlan, 1993)
which determine which attributes best classifies the remaining data, and then
the tree is constructed iteratively. The main advantage of decision trees is their
immediate conversion to rules that can be easily interpreted by decision-makers.
For numeric prediction in data mining, it is common to use regression trees
or model trees [3]. Both techniques build a decision tree structure where each
leaf is responsible for a particular local regression of the input space, in our
case the software engineering dataset. The difference between them is that while
a regression tree generates constant output values for subsets of input data
(zero-order models), model trees generate linear (first-order) models for each
subset.

The M5 algorithm builds trees whose leaves are associated to multivariate lin-
ear models and the nodes of the tree are chosen over the attribute that maximizes
the expected error reduction as a function of the standard deviation of output
parameter. In this paper, we have applied a version of M5, called M5P -Prime-
implemented in the WEKA toolkit [21] to the ISBSG dataset [10]. Weka’s M5
algorithm actually builds a decision tree which divides the attribute space in an
orthohedric clusters, with the border parallel to the axis. An advantage of model
trees is that they can be easily converted into rules; each branch of the tree has
a condition as follows: attribute ≤ value or attribute > value.

We will now explain how the M5 algorithm works using the Reality dataset,
which is a subset of the ISBSG repository with 709 projects used by the Reality
estimation tool accompanying the ISBSG repository and further explained in the
next section. For example, Weka’s M5 algorithm created only a decision node to
calculate the NormalisedWorkEffort, and therefore, two linear models, LM1 and
LM2:

UnadjustedFunctionPoints <= 343:
LM1 (510/53.022\%)
NormalisedWorkEffort =
90.5723 * DevelopmentPlatform=MF,MR
+ 63.5148 * LanguageType=ApG,3GL,2GL
+ 628.9547 * LanguageType=3GL,2GL
+ 184.9949 * ProjectElapsedTime
+ 10.9211 * UnadjustedFunctionPoints
- 545.8004

UnadjustedFunctionPoints > 343:
LM2(199/318.225\%) NormalisedWorkEffort =

10189.7332 * DevelopmentPlatform=MF,MR
- 5681.5476 * DevelopmentPlatform=MR
+ 155.8191 * LanguageType=ApG,3GL,2GL
+ 5965.379 * LanguageType=3GL,2GL
+ 551.4804 * ProjectElapsedTime
+ 4.3129 * UnadjustedFunctionPoints
- 8118.3275

The two branches generated are interpreted as follows: if UnadjustedFunc-
tionPoints, i.e. size of the system, is less than 343 then we apply LM1 otherwise
LM2. In this case, both LM1 and LM2 are lineal models where the Normalised-
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WorkEffort is the dependent variable; M5 however can assign to the dependent
variable either a constant or a linear equation (in the majority of the cases).

The categorical data of the linear regression function obtained by Weka is
calculated by substituting the value for the appropriate value wherever it occurs.
For example, if we had an instance with DevelopmentPlatform equals to MF,
LanguageType equals to ApG and UnadjustedFunctionPoints less than 343.

For evaluating each categorical expression, if the value of the category on the
left hand side is equal to any of the categories on the right hand side of the
equation, then we substitute the entire equation with value 1; otherwise with
the value 0. Following the example we obtain:

LM num: 1 NormalisedWorkEffort =
90.5723 * 1, MR
+ 63.5148 * 1
+ 628.9547 * 0
+ 184.9949 * ProjectElapsedTime
+ 10.9211 * UnadjustedFunctionPoints
- 545.8004

Further information provided by the M5 algorithm within brackets is as in-
terpreted as follows. For the LM1 branch, there are 510 instances and the error
in that leave is 53.022%; for LM2, there were 199 projects and the error was
318.225%.

3 Evaluation of the Techniques

We have created 2 subsets of the ISGBN repository. One of them, called the Re-
ality dataset, is included in the repository as part of the ISBSG Reality Checker
tool (used for effort estimation). Datasets are divided into training and test, such
that approximately 2/3 of the instances are used for training and the other 1/3
of the instances are used for testing, i.e. evaluation. This is a common practice
in data mining; other other techniques such as cross validation can be more ac-
curate, they are however more complex. In statistics as well as in data mining,
with linear regression models used in this work, the goodness of fit of a model
is usually measured by the correlation and by the mean squared error. In the
software Engineering domain however, it is common to compare the goodness
of each technique using the Mean Magnitude of Relative Error (MMRE) and
Pred(%), proposed by Conte et al. [4]:

– MMRE is calculated as 1
n ·

n∑
i=1

∣∣∣ei−ai

ei

∣∣∣, where n is the sample size , ei is the

estimated value for the i-th element and ai is the actual value.
– Prediction at Level l –Pred(l%)– is defined as the number of cases whose

estimations are under the l%, divided by the total number of cases. For
example, Pred(25) = 0.75 means that 75% of cases estimates are within the
inside 25% of its actual value.

In Software Engineering, standard criteria for a model to acceptable are roughly
Pred(25) ≥ 0.75 and MMRE ≤ 0.25 [6].
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4 Approach and Results

The International Software Benchmarking Standards Group (ISBSG), a non-
profit organization, maintains a software project management repository from a
variety of organizations. The ISBSG checks the validity and provides benchmark-
ing information to companies submitting data to the repository. Furthermore,
it seems that the data is collected form large and successful organizations. In
general, such organizations have mature processes and well established data col-
lection procedures. In this work, we have used release 8, which contains 2028
projects and more than 55 attributes per project.

Before using the dataset, there are a number of issues to be taken into consid-
eration. An important attribute is the quality rating given by the ISBSG can be
from A (where the submission satisfies all criteria for seemingly sound data) to
D (where the data has some fundamental shortcomings). According to ISBSG
only projects classified as A or B should be used for statistical analysis. Also,
many attributes in ISGSB are categorical attributes or multi-class attributes
that need to be pre-processed for this work (e.g. the project scope attribute
which indicates what task were included in the project work effort –planning ,
specification, design, development and testing– were grouped). Another problem
of some attributes is the large number of missing instances. As a result, we had
to do some pre-processing. We selected some attributes and instances manually.
There are quite a large number of variables in the original dataset that we did
not consider relevant or they had too many missing values to be considered in the
data mining process. From the original database, we only considered the IFPUG
estimation technique and those that can be considered very close variations of
IFPUG such as NESMA [12] or Dreger [5] .

In our study, we have selected NormalisedWorkEffort or SummaryWorkEffort
as dependent variable provided by the ISBGN dataset . The normalized work
effort is an estimate of the effort for the whole software life-cycle even if the
project did not cover all the phases in the software development life-cycle. Sum-
mary work effort is the actual effort even if the project did not carry out the
whole life-cycle. Both values are the same for projects covering the whole life-
cycle or projects where it is not known if they covered the whole life-cycle. For
each dataset, we divided the dataset into a training and test using Weka utilities
to creates stratified cross-validation folds [7]. This means that per default class
distributions are approximately retained within each fold. The training dataset
contains approximately 2/3 of instances and the remaining 1/3 of instances was
used for validation.

We compared the outputs using algorithms provided by Weka’s M5 models,
Multivariate Linear Regression (MLR), or just Linear Regression (LR) for sim-
plicity, and Least Median Squares (LMS) for each dataset.

DS1. The Reality dataset if composed of 709 instances and 6 attributes (Devel-
opmentType, DevelopmentPlatform, LanguageType, ProjectElapsedTime, Nor-
malisedWorkEffort, UnadjustedFunctionPoints). The dependant variable that
we used for this dataset is the NormalisedWorkEffort. Table 1 compares the
goodness of the results for the reality dataset.
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Table 1. DS1. Reality dataset results

M5 LeastMedSq LR
Correlation coefficient 0.36 0.06 0.37
Mean absolute error 4829.08 5817.38 5244.29
Root mean squared error 15715.46 18583.45 15612.01
Relative absolute error 74.18% 89.36% 80.56%
Root relative squared error 93.54% 110.6143% 92.92%
MMRE 1.99 1.44 2.62
Pred(25) 0.20 0.17 0.13
Pred(30) 0.24 0.22 0.16

Table 2. DS2. Dataset results

M5 LeastMedSq LR
Correlation coefficient 0.87 0.8108 0.78
Mean absolute error 1191.08 3497.23 3340.26
Root mean squared error 7978.20 12437.35 9482.81
Relative absolute error 20.32% 59.67 % 56.99%
Root relative squared error 54.07% 84.30% 64.27%
MMRE 0.39 0.76 1.69
Pred(25) 0.70 0.29 0.23
Pred(30) 0.73 0.36 0.28

DS2. The dataset DS2 is composed of 1390 instances and 15 attributes (FP,
VAF, MaxTeamSize, DevType, DevPlatf, LangType, DBMUsed, MethodUsed,
ProjElapTime, ProjInactiveTime, PackageCustomisation, RatioWEProNonPro,
TotalDefectsDelivered, NormWorkEff, NormPDR). The dependant variable for
this dataset is the NormalisedWorkEffort.

5 Discussion

The M5 models provide some advantages from both quantitative and qualitative
point of view when compared with simpler regression methods. From a quatita-
tive point of view, we can conclude that the goodness, i.e., estimation accuracy,
of M5 is better than the classical linear regression or least mean squares (cf.
Tables 1 and 2). The M5 algorithm greatly improved estimates to levels that
could be considered as acceptable by the software engineering community. Also,
when compared with other techniques, the M5 algorithm is able to handle both
continuous and categorical variables.

In addition to greater accuracy, the M5 model provides other advantages from
a qualitative point of view. Firstly, each subset is clearly defined in the sense
that new instances are easily assigned to a local model. The second benefit is
that decision trees are easily understandable by users in general and by project
managers in particular as we can read them as rules. Each branch of the tree has
a condition as follows: attribute ≤ value or attribute > value. Such conditions are
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frequently used by experts in all sciences. Also, this provides a clear indication
of which variables are most important for prediction (as conditionals in the
branches of the tree). The leaves of the tree allow project managers to gain
further knowledge into the characteristics of the dataset.

6 Conclusions

This paper presented the results of applying the M5 algorithm as a estimation
technique to 2 datasets generated from the ISGSB repository. The M5 algorithm
assigns to each of the generated local model a linear regression formula. We also
applied the classical linear regression and least median squares and M5 for ef-
fort estimation. When we compared the goodness of such methods, results show
that there is an improvement in the accuracy of the results when using such local
models. Furthermore, M5 can help us to understand the datasets better; the tree
(rules) generated with M5 provides project managers with a better understand-
ing of what attributes are more important in a particular dataset. Finally, we
believe that M5 in particular and clustering techniques in general, provide some
advantages to project managers while keeping the estimation process within
reasonable complexity.

Further work will consist of using data mining techniques for characterizing
not only the instances but also the attributes (in this work, the attributes were
selected manually using expert knowledge). More needs to be done also un-
derstanding and comparing different clustering techniques to create segmented
models and its usefulness for project managers.
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Abstract. In order to support design and development of secure in-
formation systems, we have proposed a security requirement manage-
ment database based on the international standard ISO/IEC 15408. De-
sign and development of secure information systems concern issues of
information security engineering as well as software engineering. Our
security requirement management database will be useful in practices
only if we can provide its users with a highly usable user interface.
This paper presents the design and development of a web user inter-
face of our security requirement management database. We analyze and
define usability requirements that the database should satisfy, present
design and implementation of the web user interface, and show some
examples for evaluating the interface from the viewpoint of usability
engineering.

1 Introduction

Nowadays, security is an important factor in information system development.
There is rising demand for security in information systems. Database technolo-
gies have successfully been applied to software engineering [9,6,3]. Similarly, we
can apply database technologies to information security engineering. Therefore,
we have proposed a concept for a database to support design and development of
secure information systems, named “ISEDS (Information Security Engineering
Database System) [7].” ISEDS can collect and manage the past knowledge and
experience for secure system design.

However, we had not sufficiently discussed how to use ISEDS yet. In order
to achieve the purpose of ISEDS, it is necessary to clarify usage of ISEDS and
usability requirements for ISEDS from the viewpoint of usability engineering.
Moreover, it is desirable to implement a useful and convenient user interface
which satisfies the requirements. In this paper, we analyze and define the re-
quirements and present design and implementation of a web user interface. Users
of ISEDS can easily and effectively use it for ISEDS anytime and anywhere by
web browsers.
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2 The Outline of ISEDS

We developed ISEDS based on the international standard ISO/IEC 15408, be-
cause ISO/IEC 15408 defines common criteria that should be applied to validate
a secure information system [5]. ISEDS can store the knowledge or experience in
security specifications for secure system design according to the common criteria.
The data can be a guideline to design and development of secure information
systems.

Fig. 1. The entity-relationship diagram of ISEDS

ISEDS has the structure as shown in Fig. 1. It is the entity-relationship di-
agram in relational notation [2]. Below, an italic word denotes a schema or its
attribute in Fig. 1.

Applicants who apply to obtain the evaluation of ISO/IEC 15408 have to
make and submit the specification document called ‘security target’ or ‘protec-
tion profile’ to the evaluation organization. A security target, ST for short, must
describe the range of the target system which is evaluated (target of evaluation,
TOE for short). A protection profile, PP for short, is a template for an ST.
The schema TOE has attributes that are written to an ST or a PP, i.e., TOE
Name, TOE Abstract, Author, Small Classification, Middle Classification, and
Large Classification. The classifications denote TOE kinds. So far, Large Clas-
sification is only ‘IT products.’ Middle Classification is ‘software,’ ‘hardware,’
‘middleware,’ and so on. Small Classification shows the concrete TOE kind, e.g.,
‘Database,’ ‘Firewall,’ ‘IC card,’ ‘OS,’ ‘Copier,’ and so on. In addition to these
attributes, we defined Document Type and Document File. Document Type is a
flag for distinguishing an ST or a PP. Document File is an attribute for storing
the binary file of the ST or PP.
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An ST or a PP must describe threats assumed in its category. Next, the doc-
uments must describe security objectives which oppose these threats. Thirdly,
the documents must describe security criteria required for achievement of these
objectives. In particular, the required security criteria must be quoted from the
security functional requirements which are defined in ISO/IEC 15408 Part 2. For
the implementation of security functional requirements, the documents must also
describe that they are actually implemented as what functions in systems. These
functions are called a TOE security function, TSF for short. TOE relates to one
or more Threats, Security Objectives, and Security Functions. The schemata
Threat, Security Objective, and Security Function have their ID numbers, ab-
breviation names, formal names, texts of the definition on the documents, and
foreign keys to TOE. ISEDS can store such data of the documents.

Security functional requirements of Part 2 have a hierarchical structure which
is composed by classes, families, components, and elements. Each element is an
indivisible security requirement, and describes a security functional requirement
exactly and directly. A component is a group of elements, and may be mutually
dependent on the other components. A family is a group of components, and
a class is a group of families. The schemata of security functional requirements
have the attributes defined in ISO/IEC 15408 Part 2. ISEDS can also store such
data of the criteria.

3 The Web User Interface of ISEDS

ISEDS can achieve its purpose only if we can provide its users with a usable
user interface. Thus, we examine requirements to ISEDS from the viewpoint of
software engineering, information security engineering, and usability engineering.
In compliance with the requirements we have implemented the prototype of the
user interface.

3.1 Requirements for ISEDS

We herein estimate and enumerate requirements for ISEDS.

1. From the viewpoint of software engineering, ISEDS must structurally col-
lect and manage data of knowledge or experience for secure system design.
Requirement 1-1: Users must be able to structurally refer to the data using
ISEDS.
Requirement 1-2: Users must be able to update the data using ISEDS.

2. From the viewpoint of information security engineering, ISEDS must pro-
vide useful information for secure system design and development.
Requirement 2-1: Users must be able to know what systems comply with ISO/IEC
15408 using ISEDS.

Users may refer to what TOEs exist. That is, the users may want to search
whether or not the TOEs in firewall category exist. Moreover, users may refer to
what threats are assumed in a category and what security objectives, security
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functions, or criteria of ISO/IEC 15408 are required in a category. For example,
the users may refer to what threats are assumed in the TOEs of firewall category.

Requirement 2-2: Users must be able to know what security criteria are in
ISO/IEC 15408 using ISEDS.

Users may refer to what criteria exist. The users may refer to what criteria
about user data protection are. Moreover, users may refer to what categories,
threats, or objectives require a criterion. The users may refer what systems
require the criterion FTA TSE.1. In addition, users may refer to hierarchical
structure of ISO/IEC 15408. The users may refer to which criteria are included
in the class FTA.

Requirement 2-3: Users must be able to know what threats are in the past systems
using ISEDS.

Users may refer to what threats exist. The users may want to search whether or
not the threats about spoofing exist. Moreover, users may refer to what categories
assume a threat and what security objectives, security functions, or criteria can
resist a threat. The user may refer to what security functions can resist spoofing.

Requirement 2-4: Users must be able to know what security countermeasures
are in the past systems using ISEDS.

Users may refer to what security objectives exist. The users may want to
search whether or not security objectives about concealment of IP addresses ex-
ist. Moreover, users may refer to what categories or threats require an objective
and what security criteria are required for achievement of an objective. The users
may refer to what security criteria are required for concealment of IP addresses.

At least, ISEDS should satisfy the above requirements. In order to provide use-
ful functions satisfying the requirements, it is necessary to consider usability
engineering. ISO 9241-11 defines that usability is extent to which a product
can be used by specified users to achieve specified goals with effectiveness, effi-
ciency and satisfaction in a specified context of use [4]. The usability consists of
four elements, i.e., effectiveness, efficiency, satisfaction, and context of use. The
effectiveness is accuracy and completeness with which users achieve specified
goals. The efficiency shows resources expended in relation to the accuracy and
completeness with which users achieve goals. The satisfaction is freedom from
discomfort, and positive attitudes towards the use of the product. The context
of use shows users, tasks, equipment (hardware, software and materials), and the
physical and social environments in which a product is used. ISEDS’s interface
should also satisfy these requirements for usability.

3.2 Functions Provided by the Web User Interface

We have implemented a prototype user interface satisfying the above require-
ments. The user interface provides the following functions.
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Function 1: Certified System’s Specifications Search; the function to refer to
all or specific data of certified system specifications. This function satisfies the
requirements 1-1, 2-1, 2-3, and 2-4.
Function 2: Common Criteria Search; the function to refer to all or specific secu-
rity criteria in ISO/IEC 15408. This function satisfies the requirements 1-1 and
2-2.
Function 3: Free Word Search; the function to freely retrieve data in ISEDS. This
function satisfies the efficiency and satisfaction.
Function 4: Update Function; the function to update the data in ISEDS. This
function satisfies the requirement 1-2.

The effectiveness is satisfied by all functions. Moreover, we implemented the
user interface using web technologies so as to satisfy the context of use, i.e.,
the requirement for ‘anytime and anywhere.’ The user interface is implemented
with PHP, because it can dynamically generate web pages and has high affinity
with PostgreSQL which implements ISEDS. The user interface generates SQL
sentences based on user’s requests and sends the SQL sentences to ISEDS. Next,
the interface receives data from ISEDS and legibly displays the results. Users
who are not well informed about SQL can easily and ubiquitously use ISEDS
with web-browsers. Thus, the user interface satisfies the context of use.

3.3 Examples

We show some examples using the user interface.

Fig. 2. The top page of the user interface

Example 1: If users require retrieval such as the requirements 2-1, 2-3 or 2-4;
Click the required link from Certified System’s Specifications Search menus in
Fig. 2. All of the data corresponding to the selected menu will be displayed as
Fig. 3. Moreover, one can narrow the range to input a specific keyword into the
text box, select the radio button of the attribute including the specific keyword,
and push the button ‘search more.’ For example, click the link ‘TOE List.’ All
data of TOEs will be displayed. Input a keyword ‘firewall’ into the text box,
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Fig. 3. The result display in the user interface

select the radio button ‘Small Classification,’ and push the button ‘search more
TOEs.’ Then, data of documents in the firewall category will be displayed.

Example 2: If users require such as the requirement 2-2;
Click the required link from Common Criteria Search menus in Fig. 2. All of the
data corresponding to the selected menu will be displayed as Fig. 3. Moreover,
one can narrow the range as well as the example 1. For example, click the link
‘Element List.’ All data of elements displayed. Input a keyword ‘recording’ into
the text box, select the radio button ‘Definition,’ and push the button ‘search
more elements.’ Then, data of elements including the keyword ‘recording’ in the
attribute ‘Definition’ will be displayed.

Example 3: If users require further retrieval;
Click the link ‘Free Word Search’ in Fig. 2. Users can freely choose the items
to display and to narrow retrieval range. For example, click the link ‘Free Word
Search,’ select the radio button ‘Small Classification’ of ‘TOE’ for narrowing
the range, check the check boxes ‘Threat name’ and ‘Definition’ of ‘Threat’
for display, input a keyword ‘firewall’ into the text box, and push the button
‘Search.’ Then, the threat names and definitions of threats which are assumed
in the firewall category will be displayed.

Example 4: If users want to update the data;
Click the link of ‘Update Function’ in Fig. 2. If the users have no authority to
update, they must get their account and password. Moreover, the users need to
make a security specification document file for updating data according to STs
or PPs. After that, click the link ‘Update Function,’ input the user name and
password, push the button ‘Reference,’ select the document file, and push the
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button ‘Upload.’ The administrator will extract data from the uploaded file and
update the data.

4 Discussion

We implemented the prototype user interface which has four functions. Function
1 supplies to easily and effectively retrieve the required data of design in secure
system’s specifications. Function 2 supplies to easily and effectively retrieve the
required data of security criteria in ISO/IEC 15408. Function 3 supplies to freely
retrieve the relationship of secure system design data. Function 4 supplies to
update the data in ISEDS and to store secure system design data which are
newly defined by users. These functions satisfy the requirements that we defined
for ISEDS.

Furthermore, we evaluate the user interface from the viewpoint of usability
engineering. There are two methods in usability evaluation, i.e., quantitative
evaluation and qualitative evaluation. The quantitative evaluation is a question-
naire and the qualitative evaluation is heuristic evaluation or user tests [8]. Since
it is difficult to perform questionnaires and user tests now, we evaluate the user
interface with heuristic evaluation. The user interface satisfies five out of ten
usability heuristics. ISEDS and its interface were implemented in a server which
has suitable performance. Thus, the interface satisfies ‘match between system
and the real world,’ one of the heuristic principles. Function 3 satisfies ‘user con-
trol and freedom.’ We unified the usage and display in every function. Therefore,
the interface satisfies ‘consistency and standards’ and ‘recognition rather than
recall.’ Since we prepared some explanations of the usage in the web pages, it
also satisfies ‘help and documentation.’

However, the interface does not satisfies the other heuristic principles ‘visibil-
ity of system status,’ ‘error prevention,’ ‘flexibility and efficiency of use,’ ‘aes-
thetic and minimalist design,’ and ‘help users recognize, diagnose, and recover
from errors.’ For example, users may refer to what the other threats that are
included in categories assuming a certain threat are. The users may also refer
to what security functions are implemented in categories which require a certain
criterion. The user interface cannot generate SQL sentences for such operations
at once now. Users must have many intricate steps to execute such operations.
We need to carefully discuss further improvement of the user interface for the
efficiency and satisfaction.

5 Concluding Remarks

We have presented a web user interface of ISEDS. We designed, implemented,
and evaluated the web user interface according to the requirements which are
analyzed and defined from the viewpoint of software engineering, information
security engineering, and usability engineering. Users can easily and effectively
refer to secure system design data in ISEDS with web browsers. Therefore, ISEDS
and its user interface can support design and development of secure information
systems.
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Because the user interface has been evaluated only with qualitative method,
we should also quantitatively evaluate it. Moreover, the structure of STs, PPs,
security requirements, and the security functional requirements can easily, ex-
actly and rigorously be expressed in XML. Therefore, we are improving ISEDS
as a native XML database into which users can directly store the XML docu-
ments and are developing its web service. Moreover, ISEDS is deficient in some
attributes of ISO/IEC 15408, STs, and PPs now, e.g., creation dates of STs or
PPs, evaluation assurance levels, and security assurance requirements defined in
ISO/IEC 15408 Part 3. We are discussing whether or not these attributes are
necessary.
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Abstract. Domain requirements are fundamental for software reuse and are the 
product of domain analysis. This paper presents an approach to elicit and ana-
lyze domain requirements based on ontology. Using subjective decomposition 
method, problem domain is decomposed into several sub problem domains. The 
top-down refinement method is used to refine each sub problem domain into 
primitive requirements, which are specified using ontology definition. Abstract 
stakeholders are used instead of real ones when decomposing problem domain 
and ontology is used to represent domain primitive requirements. Not only do-
main commonality, variability and qualities are presented, but also reasoning 
logic is used to detect and handle incompleteness and inconsistency of domain 
requirements. In addition, a case of ‘spot and futures trading’ e-business is used 
to illustrate the approach. 

1   Introduction and Related Work 

Requirements engineering (RE) is the branch of software engineering concerned with 
the real world goals for, functions of, and constraints on software systems. [1] It is 
generally accepted that the ultimate quality of the delivered software depends on the 
requirements upon which the system has been built. [3][4] Studies performed at many 
companies have measured and assigned costs to correct defects in software discovered 
at various phases of the lifecycle. Generally, the later in the software lifecycle a defect 
is discovered the more expensive it is to rectify. [5] [6].To achieve large scale reuse of 
software, a domain is usually mentioned. [2]  

Among those domain requirements elicitation and specification approaches, there 
are mainly three types. One is the traditional method. Domain requirements are pre-
sented in natural language. The main drawback of this method is that there are gaps 
between domain users and requirements engineers. This will be the main source of 
generating inconsistent and ambiguous requirements. The second method is the sce-
nario-based method. Domain users can take part in elicitation conveniently, and the 
requirements are the true reflection of the real system. But its disadvantage is the 
problem how to guarantee a set of scenarios that are the complete requirements of the 
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China under Grant No.2005AA113120. 



806 Y. Lee and W. Zhao 

 

system.[7] The overlap of different scenarios is the source of requirements inconsis-
tency. The third solution is knowledge-based methods.[7][8][17] The methods have 
been researched hotly, but there are few sound achievements yet. Among the third 
methods, feature-based and ontology-based methods are usually researched. However, 
the feature-based method[17] concentrates on commonality and variability analysis 
having a shortcoming in reasoning logic, while ontology-based method[7][8] focusing 
on representing domain concepts and relations of concepts lack of distinguishing con-
cepts to common or variation sets. Our approach combines the advantages of two kinds 
of knowledge-based methods, not only representing commonality, variability and quali-
ties clearly, but having reasoning logic which can be used in requirements analysis also. 

In this paper, an approach is suggested to systematically develop domain require-
ments based on ontology. Using subjective decomposition method, domain problem is 
decomposed into several sub problem domains. Subjectivities are the viewpoints of 
abstract stakeholders of domain. Top-down refinement method is used to refine each 
sub problem domain into primitive requirements, which are specified using ontology 
definition. The advantages of our approach are using abstract stakeholders other than 
practical ones when decomposing domain, getting commonality, variability and qual-
ity features from each sub problem domain, using ontology in domain elementary 
requirements representation, and using reasoning logic based on ontology relations to 
analyze completeness and consistency easily. 

The paper is organized as follows: Section 2 gives out ontology definition. Section 
3 discusses domain requirements metamodel. Section 4 provides requirements elicita-
tion and refinement methods for ontology-based domain requirements. Section 5 
discusses domain requirements analysis, focusing on completeness and consistency. 
Section 6 illustrates our approach by an example of spot and futures e-business do-
main model. Section 7 draws a conclusion and some suggestions for future work. 

2   Ontology Definition 

The term ontology was taken from philosophy. According to Webster’s Diction-
ary an ontology is a branch of metaphysics relating to the nature and relations of 
being. In knowledge engineering area, ontology was first defined by Neches.[8][9] 
Another ontology definition is newly defined by Gruber:” Ontology is a formal, ex-
plicit specification of a shared conceptualization.” [10]  

We give a definition of ontology that a quadruple consists of the core elements of 
ontology, i.e. concepts, relations, hyperspace and theorems.  

O={C,R,H,T}. C(Concepts) and R(Relations) are two sets which don’t intersect 
with each other. H stands for hyperspace consisting of concepts and relations. T is the 
set of ontology theorems.  

R consists of the relations as follows: 

Is-a: describes the equivalence relation; 
Is part of: describes the part and whole relation. 
Mutually exclusive: describes the relation of two concepts which can’t be in a sys-

tem contemporary; 
Association: describes two concepts having relations with each other; such as pre 

condition and post condition, etc. 
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Based on this ontology definition, we have the following definitions or theorems: 

Definition 1: functional (one by one mapping) relation. If c1, c2 C, and r R, r 
(c1, c2). If one c1 corresponds to only one c2, then r is functional. Vice versa, if one c2 
corresponding to only one c1, then r is inverse functional.  

Definition 2: symmetric relation. c1, c2 C, if r R, r(c1,c2), then r(c2,c1) R. 
We call r is symmetric. 

Definition 3: Transitive relation. If c1,c2,c3 C, r R, r(c1, c2) and r(c2,c3), then 
r(c1,c3). We call r is transitive.  

Definition 4: Homomorphic mapping. Let O1= {C1, R1, H1, T1}, and O2= {C2, R2, 
H2, T2} be different ontology, define a homomorphic mapping M from O1 to O2 as: 

M= {M(C1), M(R1), M(H1), M(T1)}, satisfies the following rules: 

1. M(C1)is an one by one mapping. For each c1 C1,then M(c1) C2; if c1 C1, 
and c1 then M(c1) M(c2); 

2. M(R1) is a one by one mapping as M(C1); 
3. M(H1) is a one by one mapping too;  
4. T1 is a subset of T2. 

Definition 5: Ancestor relation. Let O1={C1, R1, H1, T1}, and O2={C2, R2, H2, 
T2}, O1 ≠ O2; If there is a homomorphic mapping M from O1 to O2, we call O1 an-
cestor of O2. 

Definition 6: Inheritance relation. Let O1={C1, R1, H1, T1}, and O2={C2, R2, H2, 
T2}, O1 ≠ O2; If O1 is ancestor of O2, we say O2 has an inheritance relation with O1. 

Definition 7: Nesting. Ontology can be nested. This feature will be used in multi-
viewpoints domain analysis. 

3   Domain Requirements Metamodel 

The metamodel (see fig 1) for a domain requirement is adopted from [2] and be im-
proved. 

 

Fig. 1. Metamodel for Domain Requirement 

The metamodel has a domain requirement as the central model element. Domain 
requirements are categorized into functional and nonfunctional requirements. Func-
tional requirements can be refined into PRs (primitive requirements). The common 
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and optional property is relative. The common or optional property of PR is analyzed 
regarding in how many systems it exists. Optional property is realized as variability of 
requirements. There are relations between PRs. Nonfunctional requirements have 
relations with and can influence functional requirements. We use the ontology defini-
tion above to represent domain requirements including not only functional and non-
functional requirements, but also common and variant points in functional require-
ments. In this method, we categorize common requirements into several sets accord-
ing to subjects. The variants are realized as configuration or value of dimension in PR 
level. Nonfunctional requirements are classified as a separate set.  

4   Domain Requirements Elicitation and Refinement 

Based on ontology description above, domain requirements are elicited and refined. 
The process consists of three phases. The result of this process is to get PR specifica-
tions and relations of PRs. 

Phase 1: Define domain terms. To develop precise and consistent domain require-
ments, the basic terms used in the domain should be defined. [2] The principle of 
defining terms in a domain is to guarantee them within the domain scope. Domain 
terms constitute a terminology dictionary, which evolves along with domain decom-
position. Domain terms based on ontology contains domain concepts and relations of 
concepts. 

Phase 2: Decompose domain requirements. To decrease complexity, a problem 
domain is decomposed into several sub-problem domains. Subjective decomposition 
used in this paper is based on modeling different subjective perspectives of different 
stakeholders on a system or a domain. [16] In the method illustrated in [16], subjec-
tivity is accounted for in DEMRAL by considering different stakeholders and annotat-
ing features by their stakeholders. We don’t use different viewpoints of stakeholders 
directly, but subjectivity is abstracted from a group of stakeholders who have similar 
needs for the systems. 

Domain is specified using the following representation: D=(S, R, C). 
S= {s1, s2,…, sn}, s1, s2 …. sn, representing viewpoints of abstract stakeholders 

dealing with sub-problems of domain; 
R: representing the relations of elements of S. We only use mutually exclusive rela-

tion in this method; 
C: representing constraints of S and R. n is finite. It means the problem domain 

should be decomposed into finite sub-problem domains. All s1…sn constitute the 
whole problem domain. The relation of si and sj(i<n,j<n, i j) is only mutually exclu-
sive, which means non intersection exists between elements of S.  

Phase 3: Refine domain requirements and specify them using ontology. After prob-
lem domain is decomposed into several sub-problem domains, the requirements of 
each sub-problem domain are refined into functional and nonfunctional requirements. 
After this all functional requirements are refined into PRs.  

Top-down method [14] is used to refine functional requirements in a hierarchy 
structure, which we call function tree. At each level, each function is decomposed into 
a number of functions at the next level, until a level is reached at which the functions 
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are regarded as elementary functions [15]. The elementary functions are called PRs 
(primitive requirements). Different levels are related using whole-part association 
(WPA[17]). 

Specify each sub problem domain as Si = (Ci, Ri, Hi, Ti). According to the defini-
tion above, domain requirements can then be: Requirements ={C, R, H, T} 

C= {Ci},i=1..n; Ci= {PRij}} Qi, j=1..ri. Qi represents quality features of sub 
problem domain i; 

R= {Ri}; T= {Ti}. H is the hyperspace consisting of C and R. 
According to the definition above, we get a triple table DR= (sc, re, dc). DR stands 

for domain requirements; sc and dc stand for source and destination concepts; re 
stands for relation of sc and dc. One row represents relation of a couple of concepts. 
To analyze requirements conveniently, a row represents a direct relation of sc and dc.  

5   Domain Requirements Analysis 

Based on the triple table DR= (sc, re, dc), we can analyze completeness and consis-
tency of requirements.  

•  Detection and Handling of Requirements Incompleteness 

From [18], the REQ represents complete requirements of a domain, if the following 
formula is satisfied. 

Domain(REQ) ⊇ Domain (NAT)                                     (1) 

Domain(REQ) stands for requirements of domain, Domain (NAT) stands for needs 
of stakeholders. 

Completeness of requirements is relative. We discuss completeness in the point of 
view whether concepts and relations set are complete.  

Definition 1. If c2 has direct or transitive association with c1, and c1 ∈  C, c2 ∉  C, 
then we call concepts is incomplete. The solution is to add c2 to C. 

Definition 2. c1, c2∈  C, and c2 has direct association with c1, i.e. r(c1, c2), but 
r∉R, so we call the relation incomplete. The solution is to add r to R. 

Definition 3. Completeness is detected by inherent relation. If two requirements 
have inherent relation in domain knowledge base, the related requirement should be 
included in requirements set when the source requirement is selected. The analysis 
process of completeness is iterative, and it will end until the result concepts and rela-
tions set are stable. 

•  Detection of Requirements Inconsistency 

Subject overlap is the main source of inconsistency. We assume that different sub 
problem domains don’t intersect in this paper, so that inconsistency doesn’t appear. 

6   Case Study 

We take spot and futures e-business domain as an example. The domain provides an 
e-business platform to support multi-to-multi real time transactions in B2B area.  
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•  Requirements Refinement and Specification of Spot and Futures E-business 

Phase 1: define domain terms. By analyzing spot and futures e-business domain, 
the commonalities are that there are order, match, settlement and delivery phases. The 
variations exist in each phase. Many different areas use the B2B trading method, so 
contract which is the base unit for transaction has different features for different 
commodities. Several match modes are supported, such as: forward, special perform-
ance, auction, etc. We get a terminology dictionary including all these terms.  

Phase 2: Decompose e-business domain requirements. The abstract stakeholders 
are roles responsible of trading, settlement and delivery. The problem domain can be 
decomposed into three sub problem domains: trade, settlement and delivery. 

D=(S,R,C) 
S={trade, settlement, delivery}. 
R: mutually exclusive relation between elements of S, complying with the whole 

transaction flow.  
C: constraint of S and R. S has three elements, and is thus finite. The elements of S 

deal with different phases of transaction flow, so they don’t intersect with each other. 
Phase 3: Refine e-business domain requirements and specify them by ontology. Af-

ter using the refinement method, the requirements tree of spot and futures transaction 
domain is in figure 2. 

 

Fig. 2. Requirements Tree of Spot and Futures Transaction 

In figure 2, the italic represents variant points. The leaves are primitive require-
ments. We only specify these leaves and their relations using ontology.  

The relations of PRs are {is-a, is part of, is precondition of, is post condition of, 
transition}. The theorems are corresponding to those defined in the ontology. 
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Requirements of the case are represented as follows: 

C= {C1,C2,C3, Q}. 
C1= {order, match} 

order={client access, web access} 
order={enter order instruction, check order instruction, freeze security} 

match={ create order form, match deal, cancel order} 
match deal= {forward, special field, book, talk, list, auction, bidding} 

C2={charge commission, calculate security, calculate profit and loss} 
C3={apply for delivery, match delivery, check special field , exchange money and 

goods, check quality and amount of goods, clear security} 
check special field= optional { check warehouse in special field} 

Q= {order transaction should complete in 0.1 seconds, etc}. 
Where,  
Q--quality features i.e. nonfunctional requirements of the domain 

-- mutually exclusive relation 
--whole and part relation 
--alternative option, every element is optional ,but at least one is selected 
—optional 

• Requirements Analysis of Spot and Futures E-business Domain 

The domain is decomposed by using subject-orient method according to different 
business phases, so time guarantees sub problem domains don’t overlap. This method 
decreases inconsistency of requirements from different sub problem domains. We 
focus on completeness analysis. 

After requirements refinement, we get triple table DR= (sc, re, dc) representing 
domain requirements, where sc and dc are nodes of requirements tree, and re is 
branch of the tree representing direct relation between primitive requirements and 
implied relations between brother nodes. 

Take sub problem settlement as example, we get the table as the follows. 

Table 1. Requirements table of sub problem settlement 

• Sc • re • dc 
charge commission is part of settlement 
calculate security is part of settlement 
calculate profit and loss is part of settlement 
charge commission is precondition calculate security 
calculate security is precondition calculate profit and loss 

After analysis according to rules above, we can get a stable requirements table. 

7   Conclusion and Future Work 

The domain requirements stand for requirements for families of similar systems in 
one area, but it’s difficult to get domain requirements from domain users because 
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there are gaps between domain users and software developers. In this approach, we 
use ontology to represent domain requirements so that domain users can take part in 
requirements elicitation easily. Using subjective decomposition method, domain 
problem is decomposed into several sub problem domains. Subjectivities are the 
viewpoints of abstract stakeholders of domain. Top-down refinement method is used 
to refine each sub problem domain into primitive requirements, which are specified 
using ontology definition. The requirements specification is precise and easy to 
analyze. A case of spot and futures e-business is used to illustrate our approach. The 
advantages of our approach are using abstract stakeholders other than practical ones 
when decomposing domain, and getting commonality, variability and quality features 
form each sub problem domain, and using ontology in domain elementary 
requirements representation, and using reasoning logic based on ontology relations to 
analyze completeness and consistency easily.  

In this paper, mutual exclusion is the predicted relation. In reality, subjects may 
crosscut many aspects of a domain so that intersection often exists. We will improve 
the approach to deal with more complex situations, and to develop map rules from the 
domain model into reusable architecture and components. 
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Abstract. Integrated digital human modeling has seen increased inter-
est over the last decade. We describe two efforts to develop computational
frameworks for digital human modeling and describe the progress toward
understanding the requirements for implementation. Both projects ad-
dressed data repository, computational environment, and visualization
of results. But neither environment was a true problem-solving environ-
ment in that integration of computations with visualization capabilities
was limited or absent. We detail the development of the computational
environments for each effort and then provide proposals for improving
the integration of the various components of a future “Digital Human”
computational environment.

1 Introduction

Integrated digital human modeling has seen increased interest over the last
decade. Here we report on two efforts; the first led by Oak Ridge National Lab-
oratory (ORNL) and a more recent larger effort in which ORNL played a role.
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The first effort, Virtual Human (VH), culminated in the development of a Web-
based, Java client/server environment within which some simple cardiovascular
circuit models and various other compartment models were incorporated. The
second effort, the Defense Advance Research Projects Agency (DARPA)-funded
Virtual Soldier (VS) Project, was a much more substantial effort to address
human modeling and predict the consequences of a soldier being wounded on
the battlefield. A more comprehensive project, this second effort addressed the
development of an integrated data repository, computational environment, and
visualization of results and predictions in a concept referred to as the holographic
medical electronic representation (Holomer) [1].

Both these projects contributed significantly to our understanding of how
a computational framework can be built to address virtual human simulation.
However, the degree of integration of various components of the environment
left much to be desired. Neither environment fully integrated computations with
other elements of the environment; continued work must be done to bring the
design of digital human modeling environments in line with present thinking
in Service-Oriented Architecture (SOA) (http://www.service-architecture.com/)
for flexibility of integrating data, computational, and visualization components.

Finally, we describe some concepts that might facilitate full integration and
provide an end-to-end capability for data acquisition, model computation, and
display of results and predictions.

2 Virtual Human

The concept of a VH was developed during 1996-2000. The VH was a ”con-
cept...to combine models and data to build a comprehensive computational ca-
pability for simulating the function as well as the structure of the human body
and allow trauma simulations as well as many other applications” [2]. In the fall
of 1999 a workshop was held in Rockville, Maryland under ORNL auspices. The
general interest in the concept and enthusiasm for developing a VH, as well as
discussions in the Architecture breakout group, laid a foundation for subsequent
design and development of a computational framework.

2.1 VH Computational Environment

ORNL then initiated an effort to develop a prototype VH computational envi-
ronment. We chose to develop a Web-delivered environment using Java Remote
Method Invocation (RMI) with the human anatomical geometry defined using
Virtual Reality Modeling Language (VRML) [9] [8]. The software underlying the
computational environment was derived from a generic client-server simulation
framework [3]. The environment allowed for integration of models written in
different programming languages integrated using Java Native Interface (JNI).
Remote steering of the computation was also incorporated into the VH compu-
tational environment. The user interface is displayed in Fig. 1, showing windows
with the anatomical geometry, a circuit model for the left side of the heart, and
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Fig. 1. Virtual Human User Interface

the physiological response of that model. The anatomical geometry used here
was a portion of the National Library of Medicine Visible Human male data
converted to VRML format.

2.2 PhysioML

The most significant development, however, was to create PhysioML, a physi-
ological Extensible Markup Language (XML) to support model description [9].
PhysioML contains tags to describe the model parameters and variables and
associated units. Initial conditions are also defined and the user can select par-
ticular variables which can be altered during the computation (computational
steering). Finally, PhysioML has tags to describe the user interface including
placement of parameters and variables on the interface and graphical represen-
tation of the results of the simulation.

Thus, PhysioML incorporates the parameters for the physiological model
equations, control of variables for steering the computation, and tags for display
of the results in the user interface. While other XML languages such as SBML
(http://sbml.org/) and cellML (http://www.cellml.org/) incorporated the first
concept, PhysioML is unique in providing a capability to control the interface
display and computational steering. At the moment there is no means to incorpo-
rate the model description (functions) in the XML format, although eventually
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Table 1. Main XML tags used in PhysioML

Display User Interface Definition
panel defines a window panel
image URL for screen image
label screen display

Model Model Definition
variable define variable (name, initial value)
transfer transfer matrix
box define a compartment
boxstuff image displayed in compartment
boxtrigger threshold for compartment

it is envisioned that this can be accomplished using MathML. For details on
PhysioML and examples see http://www.ornl.gov/~rwd/VH/xmlfiles.html.

3 Virtual Soldier

The purpose of the DARPA VS Project, started in 2004, was to use physiological
models and data to predict the location of a wound to the heart (left ventricle or
right ventricle) caused by a fragment. The specific examples modeled included
small fragments wounds to myocardial zones 7 and 12 of the left ventricle with the
medical consequences being either tamponade or exsanguination. While different
software was used to implement the computational framework for VS and more
sophisticated models were utilized, many of the concepts for the VS, especially
for the user interface, extrapolate concepts originally developed for the VH.

3.1 The VS Holomer Concept

An important concept developed in the VS Project was that of the Holomer. The
Holomer incoporated both the computational framework, including the data and
properties (molecular, biochemical, cellular, physiologic, organ, tissue and whole
body), computational models, and the display environment. The focus of Phase
I was on the heart, so the anatomy considered in the VS Holomer was restricted
to the heart and surrounding major vessels.

3.2 Computational Framework for Phase I

For Phase I two types of computational modeling were conducted: 1) high-level
integrative physiological (HIP) models (circuit models) and 2) three-dimensional
finite element (FE) models, including electrophysiology and mechanical motion.
The HIP models were optimized to the physiological characteristics and results
were then passed, via file transfer, to the FE models.

The results of both types of computations were integrated using a visual-
ization environment based on SCIRun [7]. In addition, visualization using the
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SCIRun environment was linked to the VS Knowledge Base (VSKB), an on-
tology containing definitions for anatomical terms (the Foundational Model of
Anatomy) and physiology. The project also developed an XML format for de-
scribing the fragment wound. The integration of output using SCIRun was what
was generally referred to as the Holomer.

ORNL and its partner, the Center for Information Technology at the Uni-
versity of South Carolina, developed two components of the VS computational
framework. First, we developed middleware to support the project including Web
services for the data repository, a client to connect to the Web service for the
VSKB, and services and associated client API for the HIP model computations.
The University of Washington developed a Web service for the Foundational
Model of Anatomy [6]. These middleware components, various Web services
for data repository, computations, and ontologies, provide a good infrastruc-
ture for a future comprehensive computational framework. Unlike the Phase I
framework, this infrastructure would facilitate launching computations from the
environment.

The second component of the work conducted at ORNL involved the de-
velopment of a “HotBox” within the SCIRun visualization environment. The
“HotBox” facilitated interaction between the VSKB ontologies (specifically the
anatomical ontology) and the geometric anatomical models and between the
anatomy and associated physiology (see Fig. 2). The problem was to display

Fig. 2. Virtual Soldier Holomer User Interface
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this information in such a way as to capture the three-dimensional (3D) nature
of the human body and to correlate that with extensive information about both
the anatomy and the physiology of the wounded soldier [5]. The VS “HotBox”
succeeded in providing this connectivity.

4 Future

In the future we should begin to see true integrative environments for multiscale
human modeling and simulation. A major challenge is to integrate two very
different modeling approaches, one based on discrete information (e.g., stoichio-
metric biochemical reactions) and one based on continuous, time-dependent sim-
ulation (e.g., differential equation-based systemic organ models). Two concepts
are suggested as potential ways to bridge these different modeling approaches.

1. Layering of information. This involves the use of autonomous agents
to enable knowledge discovery in support of modeling and simulations. This
knowledge discovery process can mine what is known about relevant anatomic,
metabolic, or physiological information that impact simulations.

2. Discrete-event simulation (DEVS). Discrete event simulation is being
used to model continuous simulations [4]. Since DEVS by definition can also
incorporate discrete reaction kinetics, it has the potential to provide the
necessary bridge to bring about integration between these approaches. A
conceptualization of our future vision is contained in Fig. 3.

In the concept vision, the ontological information layers (obtained both by
existing libraries of information and supported by intelligent agent searches)
support a computational layer based on a combination of DEVS and continuous

Fig. 3. Future vision of the Virtual Human or Digital Human Infrastructure



820 R.C. Ward, L.C. Pouchard, and J.J. Nutaro

simulation approaches, which in turn supports the data and user interface layers.
This concept uses capabilities and characteristics developed in the VH and VS
projects.

DEVS has a performance advantage over continuous simulation which can
be understood intuitively as follows. The time advance function determines the
frequency with which state updates are calculated at the spatial grid points. The
time advanced at each grid point is inversely proportional to the magnitude of
the time derivative at that point, and so “regions with slow change will have
large time advances relative to regions that are changing quickly. This causes the
simulation algorithm to focus effort on the changing portion of the solution, with
significantly less work being devoted to portions that are changing slowly” [4].

Our suggestion is that DEVS can be used to implement multiscale computa-
tions when there is loose coupling between “fast” states and “slow” states of the
model system. DEVS can incorporate both discrete models (such as stoichio-
metric chemical reactions) and continuous models (organ systems) to provide a
comprehensive computational framework for the Digital Human.

5 Summary

We have presented a brief historical account of development of integrative human
modeling, using the VH Project and the DARPA VS Projects as examples. The
lessons learned fromthese examples and the successes attainedhavebeendiscussed.
In addition, we have outlined the difficulties faced by these projects in attaining a
truly integrated human modeling and simulation environment. Finally, we have
addressed what we believe to be the future in this effort, the push to attain fully-
integrated, multiscale modeling, incorporating both discrete metabolic reactions
and continuous modeling based on differential equation models.

We have proposed two different capabilities which might overcome some of
these difficulties and make possible fully integrative modeling. These are: 1)
layering of information and 2) discrete-event simulation. Each of these
concepts are discussed and their usefulness to human modeling and simulation
outlined. We believe that enormous strides will be made in the coming years
toward fully-integrative human modeling, just as scientists have made similar
strides in climate modeling over the last decade. By breaking down the barriers
between discrete models and continuous models, we believe that the goal of a
truly integrated computational environment for human modeling will be a reality
in the not-too-distant future.
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Abstract. We develop a multi-scale high fidelity biomechanical and 
physiologically-based modeling tools for trauma (ballistic/impact and blast) 
injury to brain, lung and spinal cord for resuscitation, treatment planning and 
design of personnel protection. Several approaches have been used to study 
blast and ballistic/impact injuries. Dummy containing pressure sensors and 
synthetic phantoms of human organs have been used to study bomb blast and 
car crashes. Large animals like pigs also have been equipped with pressure 
sensors exposed to blast waves. But these methods do not anatomically and 
physiologically biofidelic to humans, do not provide full optimization of body 
protection design and require animal sacrifice. Anatomy and medical image 
based high-fidelity computational modeling can be used to analyze injury 
mechanisms and to optimize the design of body protection. This paper presents 
novel approach of coupled computational fluid dynamics (CFD) and 
computational structures dynamics (CSD) to simulate fluid (air, cerebrospinal 
fluid) solid (cranium, brain tissue) interaction during ballistic/blast impact. We 
propose a trauma injury simulation pipeline concept staring from anatomy and 
medical image based high fidelity 3D geometric modeling, extraction of tissue 
morphology, generation of computational grids, multiscale biomechanical and 
physiological simulations, and data visualization.  

1   Introduction 

Primary blast injury (PBI) results from an interaction of pressure wave with the 
human body, and gas filled organs, ear, lungs, and gastrointestinal track. A typical 
explosion creates a shock wave traveling at three to five times the speed of sound. 
Temperature across the shock wave can increase over 1000 degrees Celsius near the 
explosion and pressure can increase abruptly to more than 20 atmospheres, Fig. 1. 
Closed spaces such as rooms and street canyons cause reflections and shock wave 
interference patterns that can amplify pressure changes. A large percentage of fatal 
blast injuries result from PBIs, in which the shock wave directly damages the lungs 
through violent, localized pressure changes. Because a shock wave travels faster in 
liquids and solids than air, organs like the lungs, intestines, and inner ear are damaged 
by shear stresses when a shock wave reaches tissue-gas interfaces. The lungs are most 
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vulnerable to PBIs because they contain large surface areas of fragile alveoli where 
oxygen is exchanged for carbon dioxide. Differences in wave propagation mechanics 
at the interface between air and blood in alveolar membranes cause large 
deformations of lung tissue that collapse alveolar sacs, tear alveolar membranes and 
rupture blood vessels. The extent of lung injury is a decisive parameter for mortality 
in victims surviving an explosion. Because the symptoms of primary blast injury are 
often delayed, victims may not receive timely treatment. 

 

Fig. 1. Blast wave dynamics – injury potential 

We are seeking to mathematically model blast wave interaction with human body 
and ballistic/impact injury to the vital human organs. This modeling effort requires a 
combination of diverse disciplines including gas and human body dynamics, tissue 
biomechanics, and the pathophysiology of organ damage. 

2   Material and Methods 

We demonstrate a 3D modeling pipeline starting with acquisition of data from various 
imaging modalities that can provide the most detailed anatomy, to high fidelity FEM 
modeling. This high-fidelity simulation combining right mathematical models 
describing body dynamics, tissue biomechanics, and injury pathophysiology requires 
detailed geometry and material properties of the organs (torso/lung, head/brain). Such 
information has to be extracted from anatomical data and multimodal medical 
imaging. Computational models have to be calibrated and validated against available 
experimental models such as physical surrogates and animal “models”. The 
computational model will be invaluable in better understanding of injury mechanisms, 
in better planning of experimental study, and in optimized design of personnel 
protection armor.  

2.1   Design of Imaging System for Organ Injury  

We define a 3D imaging pipeline that provides image acquisition, processing, 
segmentation, and modeling of 3D anatomy of human anatomical structures. The 
images come from CT, MR patient scans and also from CT and color cryosections of 
the Visible Human datasets. Methods for function and physiology are applied to 
depict, assess and classify the full extent of brain, spine, and lung injury under 
trauma. The structure are later used for FEM impact and biomechanics simulations. 
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2.2   Modeling Head Anatomy 

We use two sets of data depicting head anatomy:  
(a) the Visible Human Male color cryosection data segmented, Fig. 2,  and 

reconstructed/rendered with 3D Vesalius Visualizer [1], Fig. 3.  
(b) Visible Human Male CT, Fig. 4, segmented with hybrid segmentation method 

[2,3], Fig. 5., and reconstructed with t-shells [4], Fig. 6. 

 
                             (a)                                       (b)                               (c) 

Fig. 2. (a) Visible Human data with (a) brain and (b) skull regions segmented 

 

Fig. 3. Selected 3D models from the Visible Human Make data visualizes with 3D Vesalius 
Visualizer [1] 

  

Fig. 4. Visible Human Male CT input data 
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Fig. 5. Visible Human Male CT segmented data 

 

Fig. 6. Visible Human Male skull reconstructed with t-shells. [3].  

2.3   Geometry Preserving Automated Coarsening of Triangulated Surfaces 

High resolution medical images and image processing software generate large number 
of surface triangles. This is desired for the image visualization but is not practical for 
FEM biomechanics modeling. It is not uncommon to see millions of triangles on the 
cranium and brain surfaces. A FEM tetrahedral volume mesh generated from such 
number of surface mesh would have hundreds of millions elements. We have 
developed a novel algorithm and a software module for automated coarsening of 
triangulated surfaces while preserving the geometrical fidelity. We have tested it on 
automated coarsening of the surface triangle meshes for a human head depicted in 
Fig. 7.  Figures 6a-c present the original human head mesh with 950,000 triangles and 
two levels of coarsened grids. The algorithm provides very powerful capability of 
generating coarse tessellation which can be used directly for tetrahedral meshing or as 
a surface geometry for generation of NURB surfaces and further high quality 
structured FEM grids. In the future, we plan to implement this module into a data 
processing software framework for semi-automated generation of high quality FEM 
grids for human body, with emphasis on human head, neck, and spine. 
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(a) 

   
(b)                                                                      (c) 

Fig. 7. (a) original model with 950,000 triangles (too fine to see) and rendered solid model, (b) 
coarsened mesh with 95,000 triangles and rendered resultant solid model, (c) coarsened mesh 
with 37,500 triangles and rendered resultant model 

2.4   Adaptation of FEM Model for Ballistic Injury 

CFDRC is developing software tools FEM-Bi, for multiscale modeling of blast 
injuries to thorax, lungs, brain, and spine coupled to physiological trauma injury 
model CoBi. We are adapting FEM-Bi for modeling ballistic impact of head 
protective gear materials in proximity to animal/human head and for modeling head 
injury. The FEM model can be validated on existing experimental data of mechanical 
behavior of material used in the protective gear and protection padding.  

2.5   Explicit Dynamics Systems 

In the current helmeted head model, larger number of finite elements (100K or more) 
is needed to properly resolve the complex geometry and stress/strain localization. As 
a result, the solution time for the implicit FEM solution for large grid counts (>100K) 
will increase dramatically and become prohibitively expensive. To speed up the 
computations and take less computer memory, we developed an explicit solver for the 
FEM equations. For large-scale high-speed event, it is advantageous to use the 
conditional-stable explicit solver because: 

1) A small time step is required to track the high-frequency portion of the response 
anyway, making it impossible to take advantage of the large time steps 
permitted by implicit methods; 
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2)  Time integration of the discrete momentum equations does not require the 
solution of any equations due to the use of diagonal mass matrix. The construc- 
tion and solving of linear system in the implicit method in each iteration of time 
step is very time-consuming, especially for the large finite element model; 

3)  Robustness for the nonlinear problem compared to the Newton iterations in 
nonlinear implicit solver, in which the convergence failure can often occur due 
to ‘rough’ events such as contact-impact or the large time step. 

2.6   Explicit Solution of Frictional Contact Problem 

The development includes the virtual work and contact searching, which appears to be 
highly desirable for the general robustness of explicit finite element techniques. Since 
the explicit formulation has no convergence problem caused by the nonlinear 
iterations, the resulting frictional contact model is suitable for applications displaying 
significant non-linear behavior. An important aspect of contact problems is the 
method used to convert the associated variational inequality to an equality suitable for 
finite element solution. In the explicit analysis we still adopt the penalty method since 
it offers distinct advantages on the integration algorithm for the frictional tractions, 
compared to the Lagrange multipliers method. At beginning of each time step, the 
estimate for an appropriate choice of the penalty parameter is based on the material 
properties and geometric size of the shell element. The increasing of the default 
penalty parameter becomes necessary if the results show visible penetration, and thus 
does not fulfill the constraint equation in a correct way. On the other hand, the larger 
penalty parameter may decrease the explicit time step size. 

The most important practical aspect of computing the contact force vector is 
acquisition of the projection for the finite element node, i.e., the contact searching. 
Briefly stated, the algorithm consists of the following three phases: 1) Identification 
of the closest target node for the FE node; 2) Among all target elements sharing the 
closest node, identify the element containing the projection; 3) Calculate the 
coordinates of the projected point. In the current implementation, we calculate the 
closest target node once at the beginning of each global time step, which is used for the 
fluid domain in the fluid-structure interaction (FSI) simulation. During one global time 
step the local search for the projection is conducted for each FE explicit time step. 

2.7   Parametric Simulations 

We will use in the future the medical imaging data and resulting 3D models to set-up 
parametric model of the head, spine and other anatomical regions. We will perform 
ballistic impact FEM simulations and analyze the dynamics of protective gear in 
contact with underlying anatomy, the material-structure impact loads and potential 
injury to the anatomical structure(s). 

3   Results 

In the following we show examples to verify the correctness of the new developed 
explicit finite element solver, and the newly developed truss model used in the gear 
protected head under impact. 
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3.1   Test on Explicit Finite Element Solver 

We have implemented the explicit solver of the finite element model for the FSI 
applications, in addition to the existing implicit solver. Here are some preliminary 
results to show the effectiveness of the developed explicit solver. 

The key features of the current explicit solver implementation include: 

1)  Optimal explicit time step size to maintain numerical stability and accuracy, 
2)  Global/local search algorithm for the contact problem, 
3)  Full-integrated element to avoid the hourglassing modes, 
4)  Numerical dissipation for the central difference time stepping. 

The new explicit formulation for the structures calculations was then tried out on a 
large model with 44,791 eight-node solid element (155,394 dofs) as shown in Fig. 8. 
We made the FE mesh from the geometry data provided by [5]. The FE takes into 
account the cerebrum, cerebellum, falx and tentorium, CSF, dura, 3 layered cortical 
and trabecular skull bone, scalp, and facial bone. Table 1 shows the CPU time and 
computer memory needed for the test case, in which the head is moving forward with 
an initial velocity. The stable time step size for the explicit algorithm is calculated 
internally and adjusted. 

   

Fig. 8. The head-spine FE model and explicit solution for the head-spine model at t=0.12ms 

Table 1. CPU time and Memory requirements of explicit FE solvers for one time step 

 

3.2 2   D Head-Spine Model under Blunt Impact 
To test the computational method a 2D multi-body test problem comprised of a 
helmet-head-cervical spine under rear impact has been setup. A rigid projectile is 
impacting the outer surface of the helmet with initial velocity of 30m/s. The helmet, 
protection pad, head and C0-T1 spine are approximately modeled with 2D solid 
elements. The neck muscle and the ligament between vertebrae are modeled with the 
viscoelastic truss element. The bottom surface of T1 vertebrate is fixed. In Fig. 9, as 
the projectile is decelerated and rebounded during the impact on the helmet, both the 
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helmet and the protection pad are deformed and rotated along the skull, and part of 
the absorbed energy by the helmet is transferred to the entire head in the form of 
rapid, typically angular acceleration of the head. Severe injuries of the skull, brain and 
cervical spine can be identified under this impact based on certain head injury criteria 
(HIC) such as the critical strain/strain rate at the tissue level. 

 

Fig. 9. Solid-Truss multi-body system under impact at time 1) 0ms, 2) 0.5 ms, 3) 1.2 ms, 4) 
1.8 ms 

It is noted that since we model the cerebrospinal fluid between the skull and the 
brain as the solid elements, the motion of the brain may be more constrained than in 
the real situation. We will report in the near future how the brain deforms surrounded 
by CSF modeled with the fluid elements. 

4   Discussions 

We demonstrated a simulation pipeline for modeling trauma to head and spine. We 
plan to develop robust, generic advanced modeling tools and experimental procedures 
for modeling trauma under ballistic and explosion blast injury. We would like to 
develop streamlined procedure to generate good quality FEM (volumetric) meshes for 
human organs from medical images. Databases are needed with examples of 
parametric head/neck geometries, and tissue specific material properties. The overall 
goal is to develop of tightly coupled FEM-CFD software tool for modeling a wide 
range of trauma cases. 
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Abstract. The modeling approach is the only possible way to estimate the 
biomechanic function of the different anatomical sub-structures of the knee 
joint in physiological conditions. Subject-specific geometry and kinematic data 
were the foundations of the 3D quasi-static model adopted for the present work. 
A previously validated cruciate ligaments model was implemented taking the 
anatomical twist of the fibers into account. The anatomical load components, 
developed by the modeled ligaments, were estimated during step up/down 
motor tasks. The anterior cruciate ligament never developed force, along every 
directions. The posterior cruciate ligament developed increasing forces with the 
increasing of the flexion angle until at about 70° of flexion. Bigger repeatability 
in the force curves was obtained in extension with respect to the flexion 
movement. In conclusion the proposed model was effective in evaluating loads 
in the anterior and posterior cruciate ligament during the execution of daily 
living activities.  

1   Introduction 

In the human knee joint, the harmonious interaction among all its different anatomical 
sub-units provides the well known mobility and stability characteristics. The 
knowledge of the biomechanic function of the knee passive structures, like the 
cruciate ligaments, is of fundamental importance and of great clinical interest for the 
development of new effective rehabilitative and surgical procedures. This interest is 
demonstrated by over 8 million of injury related visits for knee symptoms by 
physicians and in emergency rooms, 381000 total knee replacements and 12000 other 
repair of cruciate ligaments performed in the USA in 2002 as reported by the 
American Association of Orthopedic Surgeons (AAOS) [1]. 

During its normal function, the knee lets the shank move with respect to the thigh, 
maintaining the stability under external articular load and torque. This is the result of 
several contributions: inter-segmental contact loads, ligaments tensioning, muscle 
forces, inertia of body segments. Thus, if we want to quantify the contribution of each 
anatomical structure, the only possible way is a modeling approach. 
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The problem of the knee modeling has been tackled from different points of view 
and at different levels of complexity. Many two-dimensional models on sagittal plane 
were proposed in literature and several of these were based on a four–bar linkage 
modeling approach [2-6]. These models allowed to investigate the function of the 
knee ligaments only in the sagittal plane in different loading conditions [7;8]. Three-
dimensional mathematical and finite elements models were also developed [9-12]. 
These can include sub-models of anatomical articular surfaces and contact forces, of 
articular deformations, of different passive structures, like ligaments, capsule and 
menisci, and of active structures like muscles. Nevertheless, these complex models 
were unusable in physiological context for their computational weight. The logical 
evolution of this approach could be the evaluation of a 3D model during the execution 
of a motor task characteristic of daily living activity [13;14]. In this context, even if 
the model is designed properly for a specific application, its potential can be nullified 
by the errors resulting from the anatomical, geometrical and mechanical parameters 
definition. In the cited papers [2;3;7-9;11-13], these errors were due to disagreement 
in the origins of parameters and inputs, which were often obtained from different and 
non-homogeneous sources.  

Thus, in this work special attention was paid to the input data and parameter, in 
particular to the geometry influencing mechanics. Subject specific geometries and 
kinematic data are the foundations of the 3D quasi-static model adopted. The cruciate 
ligament models took the twisting of the fibers into account and the reference length 
of each fiber was estimated from the subject-specific passive flexion kinematics.  

The aim of this study was the evaluation of the biomechanic role, in terms of 
forces, of the anterior and the posterior cruciate ligaments during a step up/down 
motor task.  

2   Material and Methods 

2.1   Subject and Experimental Acquisitions  

The selected subject (male, height 168 cm, weight 62 kg, and age 30 years) underwent 
a high resolution nuclear magnetic resonance (NMR) scan of his right knee with a 
1.5T Gemsow scanner (GE Medical Systems, Milwaukee, Wisconsin) [14], as reported 
in Table 1. The subject performed 2 repetitions of step up/down motor tasks while 
acquired by means of fluoroscopy (SBS 1600, Philips Medical System Nederland 
B.V.) at 10 images per second. The knee under analysis was kept inside the 
fluoroscopic field of view during the execution of the selected task. Moreover, for the 
 

Table 1. The NMR scanning procedure parameters 

Scanning sequence  Spin Echo (T1 weighted) 
Number of slices 54 
Pixel spacing 0.037x0.037 (cm·cm) 
Scanned region length (across the knee) 15.9 (cm) 
Slice thickness  2.5 (mm) 
Slice spacing 3 (mm) 
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detection of the subject specific fibers reference length [2;3], passive flexion was 
performed with the help of a qualified operator and acquired by means of the same 
fluoroscopic set-up. 

2.2   Knee Geometrical Model  

A 3D tiled surface geometrical representation of the distal femur, the proximal tibia, 
and the insertion areas of the anterior and posterior cruciate ligaments was generated 
from the NMR dataset using the software Amira (Indeed - Visual Concepts GmbH, 
Berlin, Germany). For each NMR slice, the outer contour of the structures of interest 
was detected and outlined with an entirely manual 2D segmentation technique. The 
resulting stacks of contours were interpolated to generate polygonal surfaces of each 
structure [14], as shown in Fig. 1(a-b). 

 

Fig. 1. Anterior and posterior view of the reconstructed bony geometries, (a) and (b) 
respectively. Anterior view of the bony geometries and the ligament insertion areas (dotted 
regions) on the femur and the tibia (c). 

2.3   Ligament Geometrical Model  

The anatomical insertion areas of both cruciate ligaments were described by a set of 
points. These were also calculated by means of the software Amira as prints of the 
ligament geometrical volume on the 3D bony surface, see Fig. 1(c). The inertia tensor 
was calculated from each cloud of points, and its principal axes and planes were 
calculated. The anatomical points were then projected on the first principal plane. A 
quadratic equation for each planar insertion area was estimated to fit the contour line 
of the projected anatomical points, and in each case an ellipse was obtained. The 
planar insertion points were then selected uniformly mapping 25 points on these 
elliptical areas. The 25 points were distributed: 1 in the centre of the ellipse, 12 
uniformly distributed on the contour of the evaluated ellipse and 12 uniformly 
distributed along the contour of an ellipse having the same centre and semi-axes half 
of the previous one. The 25 planar insertion points selected on each elliptical area 
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were then fitted on the 3D anatomical insertion area using the “thin plate splines” 
(TPS) method [15] as shown in Fig. 2(a). 

The joining method between the femoral and tibial insertion points took the 
anatomical twist of the ligament fibers into account. The anterior cruciate ligament 
had the order of the fibers on the tibial insertion area rotated by 90° laterally with 
respect to the femoral insertion area coherently with the anatomical external twist of 
the ligament, see Fig. 2(b). The posterior cruciate ligament had the order of the fibers 
on the tibial insertion area rotated by 90° medially with respect to the femoral 
insertion area [16], see Fig. 2(c). 
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Fig. 2. A 3D anatomical insertion area with the 25 fitted by TPS fiber insertion points mapped 
on two elliptical contours (a); anterior (b) and posterior cruciate ligament (c) ordering pattern of 
the fibers 

2.4   Kinematics  

The accurate 3D bone pose in space was reconstructed by means of an iterative 
procedure using a technique based on tangency condition between the projection lines 
and the surface of the geometrical model. The accuracy of this technique was assessed 
to be 1 degree for rotations and 1 mm for translations [17]. The passive flexion and 
step up/down kinematics were then reconstructed. 

2.5   Mechanical Ligament Properties  

The two cruciate ligaments, in both models, were modeled with 25 different linear-
elastic elements. The elastic modulus E of each ligament was the same and it was 
considered constant from literature equal to 175 MPa [3]. The reference length l0j of 
each fiber j was defined according to Goodfellow’s hypothesis [18], as the maximal 
length reached by each fiber during passive flexion. In a previous study, the authors 
validated this technique using the drawer test along the anterior and the posterior 
directions [19]. From the NMR dataset the total insertion area was known. The 
relative cross-sectional area Aj for each fiber was calculated proportionally to the 
distance of each modeled insertion point from its adjacent ones after the TPS 
deformation on the anatomical surface. 

The stiffness coefficient Kj was calculated for each fiber j with the equation (1) 
where E, l0j and Aj were the variables mentioned above.  
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The force expressed from each fiber was shown in equation (2) where ∆Lj was the 
difference between instant length lj and the reference length l0j of the fiber. 

j j jF K L= − ⋅ ∆                                                     (2) 

The total ligament force was the vectorial sum of all fiber forces of the ligament. 
Obviously, the force expressed by each fiber was imposed to be zero if the distance 
between its two insertions was smaller than the reference length.  

2.6   Simulation and Post-processing Tools  

The mechanical system, composed from the bony geometries and the ligaments 
geometrical model including its mechanical properties, was implemented and 
animated with the acquired experimentally kinematics in ADAMS/View 2005 
(MSC.Software Corporation 2 MacArthur Place Santa Ana,CA 92707 USA). This 
simulator of mechanical systems allowed to estimate each variable in the model, in 
particular, for each relative position between the femur and the tibia. The three 
components of the forces, anterior-posterior (A/P), proximal-distal (P/D) and medial-
lateral (M/L) NMR projections, and the magnitude for each fiber were calculated and 
exported for both cruciate ligaments. Post-processing elaborations were computed 
with Matlab 7 (The MathWorks, Inc, MA 01760-2098). The three components were 
set to zero when the magnitude of the force of each fiber was positive (compression), 
see equation (2). All these forces were transposed to the anatomical tibial reference 
system.  

3   Results 

The global qualitative behavior of the posterior cruciate ligament was very similar 
among the three anatomical directions, in particular considering the extension 
movements. In the A/P and in the M/L components similar and bigger forces were 
always reached than those reached in the P/D direction, see Fig. 3. The maximum 
forces reached were three times bigger in the extension movements and over five 
times bigger in the flexion movements.  

In extension movements the mechanical contribution of the posterior cruciate 
ligament was very limited from the full extension to about 30°-40° of flexion. Then a 
rapid and quite linear increasing of its contribution was recorded until reaching the 
maximum force until about 70° of flexion. At this angle of flexion a little decreasing 
of the forces was observed, in particular in the P/D direction, see in Fig. 3(b). 

The behavior of the two flexion movements was different with respect to each 
other, in particular along the P/D direction. Like during the extension movements, 
also in this case, very little forces were expressed from the full extension to a variable 
angle at about 20°-40° of flexion. From this point, both two curves showed an 
increasing of their contribution until reaching bigger maximum forces with respect to 
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those calculated in the extension movements. An isolated difference between the two 
curves was clearly evident in the P/D direction, where one of these began to decrease 
at about 45° of flexion, see Fig. 3(e). 
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Fig. 3. Posterior cruciate ligament component forces on the anatomical tibial reference system 
versus the knee flexion angle (2 motor task repetitions: solid and dashed line): A/P, P/D and 
M/L component forces of the three extension movements (a, b and c, respectively), and A/P, 
P/D and M/L component forces of the two flexion movements (d, e and f, respectively) 

Regarding the anterior cruciate ligament the results obtained, during the 
simulations of both flexion and extension movements, were always equal to zero 
along every anatomical directions.  
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4   Discussion 

Anterior and posterior cruciate ligament models were implemented using geometrical 
parameters and kinematics data from a single living subject. Regarding the posterior 
cruciate, the greater repeatability obtained in the extension (step up movement) was 
probably due to a major activity of the muscles for controlling the movement. These 
had the goal to perform the movement against the gravity force and their concentric 
contractions were more controlled by the nervous system. On the other hand the 
flexion (step down movement) was an according to the gravity movement. Thus the 
eccentric contraction of the muscles was less controlled and a minor repeatability was 
obtained. The total inactivity of the anterior cruciate ligament was probably due to the 
typology of the movement that tends to slack the anterior cruciate and to stretch the 
posterior cruciate ligament. Indeed the biggest anatomical force components, 
regarding the posterior cruciate ligament, were obtained along the A/P and the M/L 
directions, where bigger contributions to the joint stabilization function were 
necessary. 

Although the linearity of the mechanical characteristic assumed for each ligament 
fiber, the produced results were in agreement with physiology. In conclusion the 
proposed model, including all experimental acquisitions and data elaborations, was 
effective in evaluating subject-specific cruciate ligament loads during the execution of 
daily living activities.  
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Abstract. This paper presents an optimization technique for determin-
ing the lag screw placement in the anterior column of the acetabulum,
and investigates new method for generating accurate finite-element (FE)
model for biomechanics analysis. For prepare once measure, an accurate
hemi-pelvis model is reconstructed from the volume-of-interest extracted
from computed-tomography (CT) data, and the initial position of the
lag screw is determined by traditional manual like method. Then, an
objective function, for improving the placement of lag screw, is build
by adaptive sampling the weighted distance of screw to the acetabu-
lum boundary according to surgical requirement, and the two end points
of the lag screw are modified iteratively to reduce the objective value.
30 hemi-pelvis models are tested by the optimization technique, and
the statistical measure data are provided according to new anatomic
reference landmarks for clinical use. In the second part, FE method is
employed to evaluate the optimization result. To generate accurate and
high quality FE model, a semi-automatic FE preprocessor specifically
adapted to the pelvis anatomy is developed. The produced volume mesh
has a very regular mesh structure and achieves a smooth change of el-
ement size transition. The final simulation stress distribution pattern
justifies the placement of the lag screw in the anterior column of the
acetabulum.

1 Introduction

Several studies have shown that open reduction and internal fixation of dis-
placed acetabular fractures improve functional and clinical results [1]. Lag screw
fixation along the long axis of the anterior column has been recommended
for the treatment of transverse and T type fractures. However, proper place-
ment of a lag screw in the anterior column is challenging because of its unique
anatomy, relatively small cross sectional area, and the risk of violation of the hip
joint [2].
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2 Technology for Determine the Placement of Lag Screw

2.1 Previous Work

There are several approaches proposed in the literature to determine the place-
ment of the lag screw in anterior column of the acetabulum in recent years.
Mears and Rubash [3] suggested that a starting point for lag screw fixation of
the anterior column should be chosen 2.5 cm above the roof of the acetabulum,
and the screw should be directed parallel to the iliopectineal line. Letournel and
Judet [4] advocated an entry point 3 to 4 cm above the acetabular roof and
recommended that the direction of screw placement be controlled visually and
by palpation of the iliopectineal eminence with a finger. The study of Ebraheim
et al [5] showed that the entry point for lag screw placement along the functional
axis of the anterior column in a sagittal plane can be localized intraoperatively
by palpating the bony landmarks and measuring a mean distance of 42 mm
posteriorly from the anterior interspinous notch, and 46 mm from the superior
acetabular rim. And the inclination of the screw placement from this starting
point should be 90.6 ± 5.0 degree in the sagittal plane and 29.0 ± 4.4 degree in
a transverse plane.

All of the previous approaches were based on clinic experience or measured
directly on embalmed pelvis. One of the shortcomings of these methods is the
embalmed pelvises are difficult to get, often with poor bone quality, and always
have the virus risk. Second, because of the irregular bony structure, manual
work is tend to introduce measure error. Third, physical methods usually need
to dissect the models, and can measure once only. Fourth, some geometric in-
formation, such as some angle, is hard to measure by simple instrument on the
physical model.

2.2 Investigate Optimal Lag Screw Placement

This paper selects the CT volume as the source data because 3D CT imaging of
pelvis patients is routine at present, and can provide accurate data information
which is needed for the experimentation.

For prepare once measure, an accurate hemi-pelvis model is reconstructed
from the volume-of-interest extracted from CT volume, and the initial position
of the lag screw is determined by manual method like paper [5]. First, selecting
the initial cut as the inferior bony acetabular margin, the model is sectioned at 1
cm intervals perpendicular to the anterior surface of the anterior column. A line
designated AB, is drawn perpendicular to the pelvis brim on the caudal surface
of the cross section 1 and 3 cm superior to the initial cut connecting the (A)
lateral bony acetabular margin and the (B) pelvic brim, and the midpoint for this
line is determined. A second perpendicular line, CD, is drawn on the midpoint
of line AB. The midpoint of line CD is determined to yield the midpoint (X)
of the two cross sections of the anterior column, which are on the functional
axis of the anterior column of the acetabulum. Then, the projection points of
the functional axis on the outer table of the iliac wing and the pubic bone are
calculated. Such as Fig.1 shows.
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Fig. 1. The initial placement of the lag screw

While, as the configuration of the entire anterior column is irregular and has
a curved true axis, the functional axis determined by only two cross sections can
not guarantee for the globe optimal placement. This paper designs an objective
function to improve the placement of lag screw in the anterior column of the
acetabulum.

Our consideration is based on the clinical requirement: to avoid the violation
of the acetabulum and cortical penetration, the distance from the lag screw to the
boundary of the anterior column of the acetabulum should as large as possible.

Start from the initial placement of the screw, the algorithm adaptively samples
the weighted distance of screw to the acetabulum boundary. Assume the current
number of sample cross sections, which are perpendicular to the lag screw, is
N. For each cross section i, i = 1, 2 . . .N , the algorithm calculates the shortest
vector from the center of the screw P i on the section plane to the acetabulum
boundary:

SV i = min {(V i)α} , 0 ≤ α ≤ 359 (1)

where (V i)α is an function of P i and searches in the extracted volume-of-interest
directly rather than done a significant number of intersection calculations with
the discrete surface model. Define the weight value as inverse proportion to the
length of the shortest vector: c

‖SV i‖ , where c is a constant. Then the hint moving
vector of section i is:

Di =
c

‖SV i‖(− SV i

‖SV i‖) = −c SV i

‖SV i‖2 (2)

The globe objective function can be constructed as the sum of these N hint
moving vectors’ norm:

Obj =
N∑

i=1

‖Di‖ (3)

It is clear that when Obj reduces to the minimal value, the lag screw get the
optimal placement.
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Assume the two end points, which determine the placement of screw, are
P start =< X1, Y1, Z1 > and P end =< X2, Y2, Z2 >. Then the center position
of the screw on each cross section plane is P i = r2

r1+r2
P start + r1

r1+r2
P end. This

proportion gives us a suggest that the influence of each hint moving vector can

be brought to the two end points directly,
N∑

i=1
Di =

N∑
i=1

r2
r1+r2

Di +
N∑

i=1

r1
r1+r2

Di,

rather than do a numerical derivation. So, the moving direction of two end

points can be defined as Dstart =
N∑

i=1

r2
r1+r2

Di and Dend =
N∑

i=1

r1
r1+r2

Di, and the

moving distance can be calculated by a linear search procedure.
Now, the two end points of the lag screw are modified iteratively to reduce

the objective value until ∆Obj reaches a threshold. During the iteration, the
number of sample cross sections N can be adaptively increased until the CT
spacing resolution is reached, this is helpful to prevent local minimal result.

2.3 Statistical Measure Data

For convenient clinical use, we investigate new anatomic reference landmarks,
especially for the inclination of the functional axis, such as Fig.2 shows. In all, 30
hemi-pelvis models are tested by the optimization technique, and the statistical
measure data are listed as follows:

(1) The mean distance FG, between the anterior interspinous notch (F) and
the intersection of the perpendicular line from the projection point (P) to the
curve line EF connecting the apex of the sciatic notch (E) with the anterior
interspinous noth (F), is 39.48 ± standard deviation of 2.12 mm.

(2) The mean distance EG, between apex of the sciatic notch (E) and the
intersection of the perpendicular line from the projection point (P) to the line
EF, is 41.38 ± 2.23 mm.

(3) The mean distance PG, between the projection point (P) and its perpen-
dicular intersection on the curve line EF, is 16.33 ± 3.31 mm.

(4) The mean distance GH, between the perpendicular intersection point on
curve line EF (G) and the superior rim of acetabulum (H), is 25.65 ± 0.82 mm.

(5) The mean length of the screw for anterior column fixation is 104.24 ±
4.63 mm.

(6) For the inclination of the functional axis of the anterior column, we use the
angle � SPA, between the axis and the line PA connecting the projection point
(P) with the posterior inferior iliac spine (A), which is 41.52 ± 0.92 degree. And
the angle � SPQ, between the axis and the line PQ connecting the projection
point (P) with the point (Q) on the radial line GP as we found the point G, P
and Q are almost on a common plane, which is 35.35 ± 1.12 degree.

3 Finite Element Simulation

To evaluate the optimization placement result, the FE method is used for pre-
dicting the biomechanical behavior of the pelvis with the lag screw in the anterior
column of the acetabulum. However, creating an accurate FE pelvis model is not
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Fig. 2. The distance and angle measurements

an easy work, which has lots of complex anatomical features, such as acetabulum,
foramen obturaturm, and so on.

For general automatic volume mesh generation, tetrahedral is by far the most
common form. Most current techniques can fit into one of three main categories:
the octree method [6], Delaunay triangulation [7] [8] [9] [10] and the advancing
front approach [11]. While, general volume meshing methods do not work well
to create a satisfactory FE pelvis model efficiently, as they did not consider the
patient-specific shape configuration.

There are many FE modelling work specially for biomechanical analysis pro-
posed in the literature in recent years, most of them extracted geometric infor-
mation from embalmed physics model or CT data at a serial of parallel cross
section, and the generated meshes align inherently with the orthogonal plane,
which does not properly account for the preferential orientation feature of the
physical model.

This paper presents a semi-automatic FE preprocessor to extract the cru-
cial geometry of the highly irregular bony structure of the hemi-pelvis, to input
into downstream process for the development of FE model. The mesh developed
herein has to be well-represented in terms of original geometry as well as achiev-
ing a high quality of mesh as poor representation and quality of finite element
would lead to inaccurate results.

3.1 Semi-automatic FE Preprocessor to Generate Volume Mesh

The core consideration of our algorithm is to use curve cut surface, which prop-
erly account for the preferential orientation feature of the physical model, to
extract the crucial geometry. This is accomplished by our semi-automatic FE
preprocessor.

To control the placement of these curve cut surfaces, the preprocessor first
creates pairs of control spline by setting several anatomical landmarks interac-
tively, such as these dark blue splines in Fig.3 shows. The shape of the curve cut
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Fig. 3. The curve cut Surfaces

surface is determined as follows: for each selected pair points A and B on the
control splines, a direction plane is determined by the axis AB and the average
direction of the two control splines at the point A and B, such as the green
plane in Fig.3(a) shows; then, the initial cut surface, with AB as its axis, is
generated perpendicular to the direction plane; the axis AB, which is a B-spline,
can be bent arbitrarily on the direction plane, and result to a free bend curve
cut surface, such as the red curve cut surface shown in Fig.3(a).

To create the whole model, some key curve cut surfaces are first determined
manually, then the in-between curve cut surfaces are generated automatically by
linear interpolation, such as Fig.3(b) shows.

After all of the curve cut surfaces are determined, the sample points on the
cut contours are produced by an adaptive scheme. The main factors of the sam-
ple distance on the cut contour are: (1) the distance of current point to the
adjacent contour; (2) the curvature of local surface; (3) the anatomical features

Fig. 4. The result hemi-pelvis FE model
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of the physical model. Then the surface mesh is created based on these extracted
geometric information.

And as the curve cut surfaces are expandable, the FE preprocessor creates
additional insertion points by 2D triangulation, then mapped back to the curve
cut surfaces. Finally, the volume mesh is created using the surface mesh together
with these insertion points by 3D Delaunay triangulation. And the bony material
properties are assigned corresponding to the Hounsfield value of CT. The detailed
discussion is ignored because of space limitation.

Fig.4 shows the result, we can see that the finite element model developed
from this process has a highly regular mesh structure and achieves a smooth
change of element size transition, as well as good representation of its original
geometry, which would give a better prediction of its biomechanical response in
vivo and in vitro situations.

3.2 FE Biomechanics Analysis

Finally, the pelvis model combined with the lag screw in the anterior column
of the acetabulum is created, such as Fig.5(a) shows. Axis direction loading is
added on the screw nailhead, and the simulation stress distribution has a uniform
pattern, which justifies the placement of the lag screw in the anterior column of
the acetabulum, such as Fig.5(b) shows.

Fig. 5. The combined model and simulation stress distribution pattern

4 Conclusion

We have presented an automatic optimization technique for improving the lag
screw placement in the anterior column of the acetabulum. The objective func-
tion is constructed directly based on the clinical requirement, and the adaptive
iteration scheme is bound to find the globe minimal value. In addition, a partic-
ular convenient FE preprocessor which take advantages of the curve cut surface,
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is developed. And the result model has a mesh structure of high quality and
preserves the original geometry feature, which is of the essence in the study of
accurate biomechanics Analysis. The method here can be applied easily to create
other finite element volume meshes. We intend to do some advanced biomechan-
ical study in the near future and improve robustness of the algorithm.
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Abstract. Developmental biology describes how tissues, organs, and
bodies are made from living cells. There exists a large body of biological
data about developmental processes but there is still not ultimate under-
standing of how the whole orchestra of all involved processes is working.
It is the place where mathematical modelling could help to create biolog-
ically relevant models of morphological development. The morphological
development could be mathematically decomposed into three distinct but
mutually interconnected parts, namely to mechanical response of tissues,
signalling by chemicals, and switching of cells into different types by a
gene regulatory network. This paper is focussed to the part dealing with
mechanical interaction of growing mesenchyme and epithelium within a
living tissue modelled by a set of nodes interconnected by deformable
bars as in tensegrity models.

1 Introduction

Developmental biology is describing—simply said—how the whole body of a liv-
ing creature could be created from a single cell. It is a very vital field that produce
a lot of genetic, signalling and morphological data—but current knowledge does
not cover the whole field so far. New, clever experimental approaches bring a
constant flux of data. The most important point is that there is not unique
understanding of how those single parts are working together. From a certain
distance and using a kind of metaphor, we could say that we roughly know how
every single player perform its part but we do not understand how the whole
orchestra is working. This is the point where mathematical models take their
part. They enable us to build adequate models of developmental biology using
biologically relevant input data where outputs could be directly compared to
another biologically observed data.

From the mathematical point of view, the whole problem could be easily
decomposed into three distinct parts. Namely, evolution of morphology—i.e.,
topology in the mathematical sense—by growth, signalling by specific chemicals

�� This work was supported by the Czech Ministry of Education, Youth and Sports
under grant number MSM 4977751303.

V.N. Alexandrov et al. (Eds.): ICCS 2006, Part IV, LNCS 3994, pp. 847–854, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



848 J. Kroc

produced by different types of cells, and actions of gene regulatory network
which tells every single cell if it has to undergo—in the specific morphological
and chemical context—a cell type change or not.

The whole problem becomes quite complicated not only due to size of growing
morphology but, as well, due to size of gene regulatory network itself. Therefore,
there is a good reason to start with a much simpler case that will capture the
essence of this type of modelling. The natural beginning is to model growth of
a tooth. From biological point of view, it is well known that most of—if not
all—interactions among all cells in developing tooth are encapsulated inside of
growing tooth egg and its subsequent stages.

A growing tooth egg enter several developmental stages going from the egg,
across cap, bell and to the final shape. It is well known that the crucial role
in development of mammalian tooth—having crown with a relatively complex
structure—is played by epithelial and mesenchyme growth which compete one
with the other in speed of growth. Mesenchyme is encapsulated in epithelium, i.e.
epithelium grows in two-dimensions and mesenchyme in three-dimensions. This
leads to the situation that some parts of epithelium—which generates mechanical
force—are imposed to higher strains. Places which encounter larger strains are
transformed into so called knots—via gene regulatory network—which influence
speed of growth of epithelium in surrounding and naturally leads to creation of
crown by invagination of epithelium into mesenchyme.

Mathematical model of morphological development of one tooth will be
built—and published in a series of papers—using complex systems where cellu-
lar automaton is employed as the mathematical tool expressing the complexity
of the model through its parts [1, 2, 3], i.e. growth by cell division, signalling
to neighbouring cells by chemicals and transformation of cells into different cell
types due to gene regulatory network. Concept of cellular automata enables a
very detailed—spatially and in time—definition of behaviour of every part of
the simulated topology. Some models of morphological development are already
known but the problem is that they do not fully reflect biologically observed
behaviour, e.g. some non-local computations of mechanical interactions are used
what is not in coherence with biological observations. Those models typically
use simplified gene regulatory networks, they do not work with correct mechan-
ical interactions of cells, and use some other simplifications which might lead to
improper biological outputs.

The general idea of the CA-model of mechanical behaviour of mesenchyme
presented here comes from the tensegrity models [4, 5, 6, 7, 8] where the structure
is composed from a set of two generic types of elements, one is under compression
load (bars) and the other one under tensile load (strings). Spatial combination of
those two types of elements leads to light and stable structures which are able to
sustain large loads compared to classical structures. In the model, we work only
with bars interconnecting nodes—originally located in the centre of each cell—
where one node belongs exactly to one cell. We employ knowledge achieved in
structural design [9, 10, 11] regarded to elastic properties of structures to model
mesenchyme but we know that behaviour of epithelium is richer then is used
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there. Gene regulatory network and diffusion of chemicals will be involved in the
model later.

2 Model

The model of the mesenchymal and pseudo-epithelial interaction is built step
by step. Firstly, one-dimensional model of mesenchyme and pseudo-epithelium
is defined, studied, and carefully tested on tensile and compressible examples of
metallic materials. Then a two-dimensional model is proposed with special at-
tention to mesenchyme where mechanical properties of epithelium are simplified.
It is fascinating how mechanical force could be created in living cells and tissues
[12, 13, 14, 15]. It is known that cells are working with small local actions leading
to large global shape and force changes. We use ad hoc mechanisms leading to a
very similar mechanical effects as in living tissues.

The model works with a network of nodes interconnected by bars. Each cell
manage one node, see Figure 1. Bars are deformable by tension and compression.
Strain is defined as

ε(t) =
L(t) − L0

L0
, (1)

where L0 is the initial length and L(t) is its actual value at given time t. Use of
this equation allows working with relative values used in the Hook’s law.

The Hook’s law represents linear dependence of force/stress on strain and is
defined as

σ(t) =
F (t)
A

= E · ε, (2)

where σ(t) is stress [N/M2], F (t) is force [N], and A is the cross-section of bars
[m2]. This equation is elastic—i.e., linear—for the whole range of strain ε what is
rather physically unrealistic because it allows to compress material to physically
impossible strains.

Therefore, force F is composed from two distinct parts. One is defined by
Hooks law for tensile and compressible deformation which is taken from Equation
2, and the other one represents incompressibility of material. In our case, we
expect that material could not be compressed below ε = −0.8 of its original
length L0.

F = E · A · ε, ε ∈ (−0.8,+∞), (3)
ε = −0.08, F < E ·A · (−0.8).

In words, there is linear dependence of force F on strain ε above ε = −0.8, and
the constant value of ε = −0.8 is taken for force below the value of E ·A · (−0.8)
due to incompressibility.

The reason why we use—as the first approximation—such dependence of force
F on strain ε is strictly defined by one well known physical constrain. It is known
that compressibility of solids and liquids has a limit. The value of compression
from the principle could not go bellow ε = −1; it is even very difficult to approach
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values close to it. It stems from the law of mass conservation because mass could
not be compressed to negative volumes.

To elucidate what happen if we take linear dependence of stress/force on
deformation the following sequence of values of L which is computed from L0
by multiplication it with a factor of 2, 1.1, 0.9, 0.5, and 0.01 is inserted into
Equation 1 and gives ε equal to 1, 0.1, -0.1, -0.5, and -0.99, respectively. There
is an obvious limit in compression equal to ε = −1.

If force F depends on strain ε linearly in the case of compression then we
could not apply force lower then (−E · A). Values bellow are not physically
relevant. Therefore, we have to use some kind of nonlinear dependence of force
on deformation in region of compression as is done, for example, in Equation 3.

The following set of three equations 4, 5, and 6 represents local equilibria for
three types of cells used in the two-dimensional model, i.e. for top, bulk, and
bottom—similarly for the left and right—cells∑

(k,l)∈((−1,0),(0,−1),(1,0)) F (k,l) + F ext
surf = 0 (4)∑

(k,l)∈((−1,0),(0,−1),(1,0),(0,1)) F
(k,l) + F ext

bulk = 0 (5)∑
(k,l)∈((1,0),(0,1),(−1,0)) F (k,l) + F fix = 0 (6)

where F ext represents an externally applied force to the cell in our case and F fix

represents fixing force applied at the bottom, left, and right border cells. The
last equation 6 represents the situation where cells are fixed during the whole
simulation to the initially defined locations. Force F fix balance the other forces,
and therefore, no movement of those cells occurs. It could be simply done by
keeping of all cell coordinates constant through the whole simulation.

In one-dimensional case—where a column of cells/bars is taken and the only
allowed deformation works vertically—,no equilibrium is computed at the bot-
tom cell. The position is simply kept constant, i.e. the coordinates x and y are
constant.

Vertical displacement of the top cell yN in the one-dimensional case is com-
puted according to Equations 1, 2 and 4 (where (k,l) = {(0,-1)}) and gives the
following formula for tensile deformation

yN (t+ 1) =
F ext

E ·A · L0 + yN(t) + L0 (7)

Vertical displacement of bulk cells in the one-dimensional case is computed
from Equations 1, 2, and 5 (where (k,l) = {(0,-1),(0,1)})—and after certain
rearrangement—by mere averaging of positions

yN (t+ 1) =
1
2
(yN+1(t) + yN−1(t)) (8)

it could be done due to use of the linear Hooks law in compression. Please, note
which simulation steps are taken on the left and right sides of the equation.
Vertical displacement of all cells in the case of compression works with the same
equations as in the case of tensile deformation.
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(i+1, j)

(i, j+1)

(i, j−1)

(i−1, j)

(i, j) estimated

(i, j) taken

(i, j) original

Fig. 1. The figure depicting the main idea of the used algorithm. The original position
of the point managed by the updated cell (i, j) is moved to the taken value according
to values provided by four neighbouring cells which lays on the line connecting the
original position with the estimated one.

Displacements in the two-dimensional case behaves in a much more compli-
cated way then in the one-dimensional one. The main idea of the algorithm is
explained in the Figure 1. Whereas in the one-dimensional case the new position
of the central cell could be simply computed by averaging positions of upper and
lower cells, in the two-dimensional case we have to use an iteration method to
find an estimated value.

In Figure 1, original position of the point managed by the updated cell (i, j)
is expected to be moved to the estimated position—given by solution of the
equilibrium equations—which is the optimal solution of the problem regarded to
data given by the neighbouring cells (i− 1, j),(i, j − 1),(i+ 1, j), and (i, j + 1).
If the point is moved to this estimated position then local change could be too
fast and the updating algorithm looses its stability. Such instability could be
removed when we take some value laying on the line interconnecting original
and estimated value—called taken value. The distance from original point to the
taken one is a predefined fraction p from the distance of original and estimated
points. Situation at the top cells is similar to the situation explained for the bulk
cells except the fact that only three neighbouring cells are presented there, i.e.
(i− 1, j),(i, j − 1), and (i+ 1, j).

Initially, the position of the cell under consideration is estimated using equa-
tions 4, 5 and 6 representing local equilibrium at the node. The algorithm used to
find new position of nodes is working with halving of intervals in two dimensions.
Then deformation limits are tested and the value called estimated achieved, i.e.
compression could not go bellow ε = −0.8. Finally, p% shift of the old position
towards the estimated position of the cell under consideration is taken where p
is typically equal to 10% or 20%.

3 Results and Discussions

Vertical displacement of the top cell yi was tested for several different external
forces F ext computed according to Equation 7 for tensile deformation and for
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compression in the one-dimensional case. It gives theoretically expected values.
Testing of two-dimensional case was done for unloaded and loaded cases. Analysis
of results is not as straightforward as in the one-dimensional case.

The following topology and data are used in the two-dimensional case—a
block of 10 × 10 nodes which is anchored by cells laying at the left, bottom,
and right edges of this block. The only cells allowed to move are those laying
at the top edge of the block including all bulk cells. Cells number 5, 6, and
7 located at the top line of the block of cells—counted from left to right—are
subjected to the external force F = −2.5 or −20 acting downwards, see Figure 2.
Bars are having the Young modulus of E = 105; the cross-section of them is
A = 0.01 · 0.01 = 10−4, the incompressibility threshold is set to 0.2, and the
initial distance of nodes L0 = 0.1.

Snapshots depicting evolution of topology of a block of 10×10 nodes subjected
to the force F = −2.5 or −20 which acts downwards at 5th, 6th, and 7th cell
at the top block of cells could be seen in Figures 2 and 3. In the figures, nodes
are depicted without bars. Several important observations were made upon this
sequence. Firstly, symmetry breaking is present in the model because cells are
moving to the left in the horizontal direction what is the most profound effect
at the top cells. Secondly, as expected, the largest deformation is present at
the place where external forces are applied. Thirdly, applied force squeeze the
block and some top cells without applied external force are moved upwards for
F = −20, e.g. third and fourth top nodes from the left. All those observations
are coherent with experiments.

Model allows use of volume forces and it is possible to change the Young
modulus locally from a place to a place but those properties of the model are
not studied in this contribution. It is reserved for the future use of the model
and for better description of behaviour of living tissues.

Solutions of the local equilibria equations 4, 5, and 6 have to be found by
an iterative formula because it is the well known fact that there does not exist,
in general, an analytical solution of a set of two or more nonlinear equations.
It is found that presented algorithm fails when large simulation steps are used,
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Fig. 2. Two configurations taken at simulation steps 100 and 300—depicting evolution
of topology of a block of 10 × 10 nodes stressed by force the F = −20 N
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Fig. 3. A cumulative plot of all positions of all nodes for all simulated steps from 0 to
300 for the force F = −20 N is shown here. Trajectories belonging to different nodes
could be easily distinguished.

i.e. when the value of p is approaching or equal to one. The reason is simple.
Algorithm could exchange positions of neighbouring nodes for large steps, what
is not physically acceptable. It automatically leads to instability of simulation
and mixing of nodes. The proposed CA-model is working with physically relevant
values as models using finite element method (FEM) do.

The topology used in this contribution represents the first, testing step to-
wards a new model of tooth growth. The model describing behaviour of mes-
enchyme is defined here, i.e. mesenchyme is pressed by force from the top by a
force that pseudo-epithelium generates, but—in general—mesenchyme could be
pressed from any direction. In the future model, mechanical influence of epithe-
lium would be taken into the game together with a gene regulatory network, and
signalling chemicals produced according to this network which switch cells from
one type into another one.

4 Conclusions

The first part—i.e. mechanical behaviour of mesenchyme and pseudo-
epithelium—of the model describing morphological development of tooth is pro-
posed and tested in this contribution. In this model, mechanical influence of
epithelium is mimicked by use of external force acting at the top side of square
block of cellular automata cells. Hence, the CA-model is prepared to take into
account mechanical influence of epithelium generating mechanical pressure to
mesenchyme. It is shown that a tissue composed from living cells could be simu-
lated by use of a tensegrity like structure which is composed from a set of nodes
mutually interconnected by deformable bars.
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Abstract. An innovative pediatric ventricular assist device (PVAD) is being 
developed to treat young patients (2.5kg-15kg) with severe heart failure that 
otherwise have very few options due to their small size. To optimize the design 
of the PVAD for the target patient population, three-dimensional anatomical 
compatibility studies must be conducted. The aim of this project was to evaluate 
the utility of three dimensional reconstructions to obviate fit studies in human 
subjects. Serial CT scans of the thorax of one child were obtained as part of 
routine treatment. The images were enhanced by adjusting the contrast of the 
images and segmented semi-automatically prior to 3-D reconstruction. The 
results were visualized as surface renderings of the rib cage and heart. This data 
was then amended with solid models of the implantable hardware, including the 
PVAD and cannulae. Manipulation of the relative orientation of the components 
revealed surgical challenges that may be anticipated and motivated design 
modifications to improve the anatomic compatibility. Unique challenges 
associated with these data sets include the availability of pediatric CT images 
and difficulty of segmentation due to the small scale of the anatomic features as 
compared to the resolution of the images. 

1   Introduction 

The limited options to treat ventricular failure in children with congenital heart 
disease has motivated the development of a highly reliable and biocompatible 
ventricular assist device (VAD) for chronic support (up to six months) for children 
2.5kg to 15kg. An innovative pediatric VAD (PVAD) is being developed by a 
consortium from the University of Pittsburgh, Carnegie Mellon University, World 
Heart Corporation (Oakland, CA) and LaunchPoint Technologies (Goleta, CA) based 
on a miniature axial flow pump with magnetic levitation. Design requirements to 
assure biocompatibility include minimization of blood trauma and anatomic 
compatibility of the implanted components, including the pump, cannulae sets, and 
drive line (See Figure 1). 
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Fig. 1. Pediatric patient with an implanted pediatric ventricular assist device 

Various decisions must be made concerning the placement of the VAD in addition 
to the decision on cannula length, diameter and angle of insertion. Advanced 
computer simulations are being conducted to assure compatibility with the blood; 
however the typical method for determining anatomic fit is usually through physical 
experiments on cadavers or living subjects.1 While cadaver studies allow direct 
anatomical dimensions to be taken; there are several disadvantages of such an 
approach. The major disadvantages include the limited availability of subjects and the 
inability to rapidly modify the implanted hardware. Additional complications due to 
tissue fixation, lung deflation and myocardial compression prevent accurate 
representation of the anatomy of living subjects.1 Intra-operative studies addresses 
some of these limitations but are extremely constrained in time, subject availability, 
and extent of manipulations that are permissible.  

The purpose of this project therefore is to employ a geometric computer model to 
facilitate both the design and the surgical strategy to provide the optimal fit for as 
wide a range of patient sizes and diagnosis as possible. The anatomic data for young 
patients is rather sparse in the literature. Therefore an additional goal of this study is 
to develop a database of thoracic and abdominal measurements, similar to that 
developed by Mussivand et al.2 Additional advantages of 3D reconstruction include 
the ability to obtain anatomical measurements from live subjects, minimal 
invasiveness, and the ability to generate a CAD solid model manipulated for fit and 
cannulae design. However, there are also few challenges to using this method, which 
are addressed herein. 
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2   Methods 

2.1   Acquisition of Image Data 

Retrospective images were acquired from a patient (male, 8 years of age) who 
underwent a high resolution gated CT scan of the chest with a 64 detector GE CT 
scanner (GE Medical Systems, Waukesha, WI) at the Children’s Hospital of 
Pittsburgh. Image slice thickness was limited to 2mm due to radiation dosage 
concerns in pediatric patients. The images were re-sliced by interpolation to 1.25mm 
slick thickness using conventional post-processing software. 

2.2   Three-Dimensional Reconstruction 

The serial CT data were imported as DICOM files into visualization software, Mimics 
(Materialise, Ann Arbor, MI), to generate a 3-D surface model of the chest cavity. 
The raw images were manipulated by pre-processing enhancement, followed by 
segmentation, reconstruction and visualization, illustrated in Figure 2. 

 

Fig. 2. 3-D reconstruction process, (a) Images are imported into Mimics and contrast-enhanced 
(b) Segmentation of bone by thresholding, (c) Reconstruction of ribs, heart, vessels, and 
bronchi (d) Introduction of solid models of implanted hardware: pediatric VAD and cannulae 

2.3   Enhancement 

Images acquired from the CT scan were enhanced to differentiate anatomical 
structures from each other. The DICOM files, a standard medical image file format, 

a b 

c d 



858 A. Drummond, T. Bachman, and J. Antaki 

produced by the CT scanner were imported to the data visualization software, 
Mimics. A project file of the images was created to view the images in the software. 
During automatic segmentation, the surrounding structures pixels are often classified 
as soft tissue leading to undesirable result, therefore the images were enhanced by the 
manual contrast adjustment tool, through a histogram equalization method, to 
differentiate surrounding tissue from the heart muscle.  

2.4   Segmentation 

The cardiac boundaries were identified using a combination of methods, specifically: 
a thresholding tool was used to select the desired organ for reconstruction. This tool 
selects the organ based on the density of the pixels; generally the tool selects 
surrounding tissues as well.  Additional editing of the boundaries was made to a 
number of image slices to eliminate outlier data and patch dropout regions. 

2.5   Reconstruction 

Following the segmentation of each image slice in the data series a 3D surface 
rendering was generated. Boundaries were merged to produce a continuous surface 
rendering. Finally, a surface contour tool was used to smooth extraneous structures 
from the reconstructed geometry.  

2.6   Visualization 

The final step to 3D reconstruction is visualization of the 3D image. There are various 
ways to manipulate the image. SolidWorks (Concord, MA), a CAD modeling 
software was used to visualize reconstructed anatomy. The Mimics software has the 
ability to export files in IGES and STL format to this modeling software. In 
SolidWorks, various visualization tools can be used to adjust the section view, 
rotation, lighting, and coloring. 

2.7   Measurements 

Anatomic measurements of pediatric patients are needed for the development of the 
implantable VAD in order to develop a pump that has the ability to fit in patient 
ranging from 2.5kg to 15kg. Anatomic landmarks relevant to the insertion and 
positioning of the PVAD were recorded within Mimics. Landmarks included the 
position of the ribcage in reference to left ventricular apex as well as the diameter of 
the aorta. Using Mimics as well as SolidWorks, the described measurements were 
taken to prove feasibility of the measurement tool.  

Additional critical measurements can be recorded using Mimics to develop a 
database of anthropometric data of pediatric patients in the target patient population, 
specifically:1, 2  

1. Volume ratio of the device with respect to vital organs: liver, heart, and lung. 
2. Distances between organs: 

a. Distance between the left ventricular apex and diaphragm. 
b. Distance between the aortic arch and ventricular apex. 
c. Distance between left ventricular apex and chest wall. 
d. Diameter of descending aorta. 
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3   Results 

A three-dimensional model of and 8 year old male subject was constructed as shown 
in Figure 3. The modeled anatomy includes the chest wall (ribs, sternum and 
vertebrae), heart and descending aorta. Measurements of the cardiac anatomy yielded 
an estimated inner diameter of the aorta of 13.7mm. This will affect the choice of 
cannula used for the outlet of the VAD. The distance between the left ventricular apex 
to the chest was measured at 12.1mm.  This affects the ability to access the heart by 
the inflow cannula. 

 

Fig. 3. 3-D reconstruction of the chest, heart, PVAD (gold) and cannula (white). Measurement 
of internal diameter of the descending aorta was 13.7mm. 

Various locations were considered for locating the implanted pump.  The x, y, z 
locations as well as the “patch”, “yaw”, & “roll” angles were varied to achieve 
quantitatively and compromise between: 

• Length of cannula, hence pressure drop (minimize) 
• Compression/ abrasion of organs (minimize) 
• Target sites conveniently assessable. 
• Kinks or sharp bends that might obstruct or disturb flow.  

Figure 3 depicts one preferred configuration with the pump positioned below the 
diaphragmatic margin. Due to the relative size of the current VAD with respect to 
chest cavity, the preferred location of the VAD will be in the abdomen with cannula 
penetrating the diaphragm. Hence both abdominal and thoracic surgery will be 
required.  

Inflow Cannula 

PediaFlow Pump 

Outflow Cannula 
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Cannulae constructed in SolidWorks were modified to connect the VAD from the 
LV apex to the ascending aorta. The outflow cannula was designed to be 70 mm in 
length and diameter of 5mm. 

 

Fig. 4. Anterior measurement of distance between the left ventricular apex and the ribcage 

4   Discussion 

Using Mimics and SolidWorks, it was possible to generate a three-dimensional solid 
assembly to simulate the implantation of a Pediatric VAD in the chest of a young 
patient. These models can be easily measured and manipulated for the anatomical fit 
studies as described by Warriner et al.5 The models have proven helpful for 
development of the cannulae, specifically to determine the proper insertion angle into 
the LV chamber and anastomosis location at the aorta.6 These results will enable 
future computational fluid dynamic simulations to optimize the geometry according to 
flow requirements.  

However there are still several challenges to pursuit of 3D reconstruction of 
pediatric patients. Foremost, the spatial resolution required for accurate representation 
necessitates CT data series with very fine slice thickness, ideally less than 1mm. 
Additional cardiac gating is needed to obtain temporal accuracy and avoid geometric 
distortion throughout the cardiac cycle. Obtaining these data however would require 
radiation dosage exceeding levels that would typically be indicated.  

Secondly, segmentation, a perennial problem, is exacerbated in these very small 
patients due to limited resolution and contrast. Manually editing is almost always 
necessary, and it is unlikely that the process will be fully automated. 
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Future work will entail collection of additional data as well as utilization of the 
current data set for subsequent simulation studies. Future image collection will 
include a prospective study of brain dead patients which will enable slice thickness 
down to 0.63mm. By collecting data over a statistical sampling of patients, it will be 
possible to develop an anthropometric database of thoracic and abdominal anatomy 
that may be made available for a variety of purposes.  Validation of accuracy for the 
generation of 3D models by a human expert will be accomplished by obtaining 
cadaveric measurements shortly after the brain dead patients are withdrawn from 
ventilator support. The cadaveric measurements will be compared to the 
measurements acquired from the 3D models. Ongoing research with the current data 
set includes flow visualization experiments based on transparent replicas of the fluid 
geometry. Combined with computational fluid dynamics simulation, these studies will 
collectively be used to optimize the biocompatibility efficacy, and overall safety of 
the pediatric ventricular assist device.  
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Abstract. The depth information in the face represents personal features in de-
tail. In particular, the surface curvatures extracted from the face contain the 
most important personal facial information. These surface curvature and eigen-
face, which reduce the data dimensions with less degradation of original infor-
mation, are collaborated into the proposed 3D face recognition algorithm. The 
principal components represent the local facial characteristics without loss for 
the information. Recognition for the eigenface referred from the maximum and 
minimum curvatures is performed. The normalized facial images are also con-
sidered to enhance the recognition rate. To classify the faces, the cascade archi-
tectures of fuzzy neural networks, which can guarantee a high recognition rate 
as well as parsimonious knowledge base, are considered. Experimental results 
on a 46 person data set of 3D images demonstrate the effectiveness of the pro-
posed method. 

1   Introduction 

Today’s computer environments are changing because of the development of intelli-
gent interface and multimedia. To recognize the user automatically, people have re-
searched various recognition methods using biometric information – fingerprint, face, 
iris, voice, vein, etc [1]. In a biometric identification system, the face recognition is a 
challenging area of research, next to fingerprinting, because it is a no-touch style. For 
visible spectrum imaging, there have been many studies reported in literature [2]. But 
the method has been found to be limited in their application. It is influenced by light-
ing illuminance and encounters difficulties when the face is angled away from the 
camera. These factors cause low recognition. To solve these problems a computer 
company has developed a 3D face recognition system [2][3]. To obtain a 3D face, this 
method uses stereo matching, laser scanner, etc. Stereo matching extracts 3D informa-
tion from the disparity of 2 pictures which are taken by 2 cameras. Even though it can 
extract 3D information from near and far away, it has many difficulties in practical 
use because of its low precision. 3D laser scanners extract more accurate depth infor-
mation about the face, and because it uses a filter and a laser, it has the advantage of 
not being influence by the lighting illuminance when it is angled away from the cam-



 Soft Computing Based Range Facial Recognition Using Eigenface 863 

era. A laser scanner can measure the distance, therefore, a 3D face image can be re-
duced by a scaling effect that is caused by the distance between the face and the cam-
era [4][5]. 

Broadly speaking the two ways to establish recognition employs the face feature 
based approach and the area based approach [5]-[8]. A feature based approach uses 
feature vectors which are extracted from within the image as a recognition parame-
ter. An area based approach extracts a special area from the face and recognizes it 
using the relationship and minimum sum of squared difference. Face recognition re-
search usually uses 2 dimensional images. Recently, the 3D system becomes 
cheaper, smaller and faster to process than it used to be. Thus the use of 3D face 
image is now being more readily researched [3][9]-[12]. Many researchers have 
used 3D face recognition using differential geometry tools for the computation of 
curvature [9]. Hiromi et al. [10] treated 3D shape recognition problem of rigid free-
form surfaces. Each face in the input images and model database is represented as 
an Extended Gaussian Image (EGI), constructed by mapping principal curvatures 
and their directions. Gordon [11] presented a study of face recognition based on 
depth and curvature features. To find face specific descriptors, he used the curva-
tures of the face. Comparison of the two faces was made based on the relationship 
between the spacing of the features. Lee and Milios [13] extracted the convex re-
gions of the face by segmenting the range of the images based on the sign of the 
mean and Gaussian curvature at each point. For each of these convex regions, the 
Extended Gaussian Image (EGI) was extracted and then used to match the facial 
features of the two face images. 

One of the most successful techniques of face recognition as statistical method is 
principal component analysis (PCA), and specifically eigenfaces [14][15]. In this pa-
per, we introduce novel face recognition for eigenfaces using the curvature that well 
presenting personal characteristics and reducing dimensional spaces. Moreover, the 
normalized facial images are considered to improve the recognition rate. 

Neural networks (NNs) have been successfully applied to face recognition prob-
lems [16]. However, the complexity of the NNs increases exponentially with the pa-
rameter values, i.e. input number, output number, hidden neuron number, etc., and 
becomes unmanageable [17]. To overcome this curse of dimensionality, the cascade 
architectures of fuzzy neural networks (CAFNNs), constructed by the memetic algo-
rithms (hybrid genetic algorithms) [18], are applied to this problem. 

2   Face Normalization 

The nose is protruded shape and located in the middle of the face. So it can be used as 
the reference point, firstly we tried to find the nose tip using the iterative selection 
method, after extraction of the face from the 3D face image [20]. Usually, face recog-
nition systems suffer drastic losses in performance when the face is not correctly ori-
ented. The normalization process proposed here is a sequential procedure that aims to 
put the face shapes in a standard spatial position. The processing sequence is panning, 
rotation and tilting [21]. 
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3   Surface Curvatures 

For each data point on the facial surface, the principal, Gaussian and mean curvatures 
are calculated and the signs of those (positive, negative and zero) are used to deter-
mine the surface type at every point. The z(x, y) image represents a surface where the 
individual Z-values are surface depth information. Here, x and y is the two spatial co-
ordinates. We now closely follow the formalism introduced by Peet and Sahota [19], 
and specify any point on the surface by its position vector: 

kyxzyjxiyxR ),(),( ++=  (1) 

The first fundamental form of the surface is the expression for the element of arc 
length of curves on the surface which pass through the point under consideration. It is 
given by: 
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The second fundamental form arises from the curvature of these curves at the point of 
interest and in the given direction: 
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Casting the above expression into matrix form with; 
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the two fundamental forms become: 
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Then the curvature of the surface in the direction defined by V is given by: 
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Extreme values of k are given by the solution to the eigenvalue problem: 

0)( =− VkAB  (10) 

or 

0=
−−
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 (11) 

which gives the following expressions for k1 and k2, the minimum and maximum cur-
vatures, respectively: 
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Here we have ignored the directional information related to k1 and k2, and chosen 
k2 to be the larger of the two. For the present work, however, this has not been done. 
The two quantities, k1 and k2, are invariant under rigid motions of the surface. This is 
a desirable property for us since the cell nuclei have no predefined orientation on the 
slide (the x – y plane). 

The Gaussian curvature K and the mean curvature M is defined by 

21kkK =  ,  ( ) 2/21kkM =  (14) 

which gives k1 and k2, the minimum and maximum curvatures, respectively. It turns 
out that the principal curvatures, k1 and k2, and Gaussian are best suited to the detailed 
characterization for the facial surface, as illustrated in Fig. 1. For the simple facet 
model of second order polynomial of the form, i.e. a 3 by 3 window implementation 
in our range images, the local region around the surface is approximated by a quadric 
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and the practical calculation of principal and Gaussian curvatures is extremely simple. 

4   Eigenface 

4.1   Computing Eigenfaces [14] 

Consider face images of size N by N, extracted contour line value. These images can 
be thought as a vector of dimension N2, or a point in N2 – dimensional space. A set of 
images, therefore, corresponds to a set of points in this high dimensional space. Since 
facial images are similar in structure, these points will not be randomly distributed, 
and therefore can be described by a lower dimensional subspace. Principal component 
analysis gives the basis vectors for this subspace. Each basis vector is of length N2, 
and is the eigenvector of covariance matrix corresponding to the original face images.  
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(a)                          (b)                      (c)                        (d)                   (e)                  (f) 

Fig. 1. Six possible surface type according to the sign of principal curvatures for the face sur-
face; (a) concave (pit), (b) convex (peak), (c) convex saddle, (d) concave saddle, (e) minimal 
surface, (f) plane 

Let 
1Γ  ,

2Γ  , …, 
MΓ  be the training set of face images. The average face is defined 

by 
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Each face differs from the average face by the vector Ψ−Γ=Φ ni
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has a dimension of N2 x N2 . Determining the eigenvectors of C for typical size of N 
is intractable task. Once the eigenfaces are created, identification becomes a pattern 
recognition task. Fortunately, we determine the eigenvectors by solving an M by M 
matrix instead. 

4.2   Identification 

The eigenfaces span an M-dimensional subspace of the original N2 image space. The 
M significant eigenvectors are chosen as those with the largest corresponding eigen-
values. A test face image Γ  is projected into face space by the following operation: 

)( Ψ−Γ= T
nn uω , for n=1, …, M, where 

nu  is the eigenvectors for C. The weights 
nω  

from a vector ] . . .  [ '21 M
T ωωω=Ω  which describes the contribution of each eigenface 

in representing the input face image. This vector can then be used to fit the test image 
to a predefined face class. A simple technique is to use the Euclidian dis-
tance

nn Ω−Ω=ε , where 
nΩ  describes the nth face class. In this paper, we used the 

cascade architectures of fuzzy neural networks to compare with the distance as de-
scribed next chapter. 

5   Cascade Architectures of Fuzzy Neural Networks (CAFNNs) 

As originally introduced in [17], the structure of the CAFNNs is the cascade combina-
tion of the logic processors (LPs) which consist of fuzzy neurons. The sequence of 
relevant input subset and the connections were optimized by memetic algorithms in 
[18] to construct parsimonious knowledge base, but accurate one. As illustrated in 
[18], the memetic algorithms are more effective than the optimization scenario in 



 Soft Computing Based Range Facial Recognition Using Eigenface 867 

[17]. Therefore, the optimization scenario in [18] will be considered in this approach. 
For more details about the CAFNNs and its optimization, please refer to [17][18]. 

To apply the CAFNNs to classification problems, the output (class) should be 
fuzzified as binary. For example, if we assume that there are 5 classes (5 persons) in 
the data sets, the number of output crisp set should be 5 that are distributed uniformly. 
If the person belongs to the 2nd-class, the Boolean output can be discretized as “0 1 0 
0 0”. In this classification problem, the winner-take-all method is used to decide the 
class of the testing data set. This means that the testing data are classified as the class 
which has the biggest membership degree. 

6   Experimental Results 

In this study, we used a 3D laser scanner made by a 4D culture to obtain a 3D face 
image. First, a laser line beam was used to strip the face for 3 seconds, thereby obtain-
ing a laser profile image, that is, 180 pieces and no glasses. The obtained image size 
was extracted by using the extraction algorithm of line of center, which is 640 by 480. 
Next, calibration was performed in order to process the height value, resampling and 
interpolation. Finally, the 3D face images for this experiment were extracted, at 320 
by 320. A database is used to compare the different strategies and is composed of 92 
images (two images of 46 persons). Of the two pictures available, the second photos 
were taken at a time interval of 30 minutes. 

Table 1. The comparison of the recognition rate (%) 

  Best1 Best5 Best10 Best15 

CAFNN( normalized) 64.5 78.4 89.6 95.9 

CAFNN 56.2 73.9 85.2 90.5 

k1 

k-NN 42.9 57.1 66.7 66.7 

CAFNN (normalized) 68.1 86.4 90.1 96.3 

CAFNN 63.7 80.3 85.8 90.1 

k2 

k-NN 61.9 78.5 83.3 88.1 

 

From these 3D face images, finding the nose tip point, using contour line threshold 
values (for which the fiducial point is nose tip), we extract images around the nose 
area. To perform recognition experiments for extracted area we first need to create 
two sets of images, i.e. training and testing. For each of the two views, 46 normal-
expression images were used as the training set. Training images were used to gener-
ate an orthogonal basis, as described in section 3, into which each 3D image in train-
ing data set is projected in section 4. Testing images are a set of 3D images extracted 
local area we wish to identify. 
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Once the data sets have been extracted with the aid of eigenface, the development 
procedure of the CAFNNs should be followed for the face recognition. The used pa-
rameter values are the same as [18]. Since a genetic algorithm is a stochastic optimi-
zation method, ten times independent simulations were performed to compare the re-
sults with the conventional classification methods, as described in Table 1 and Fig. 2. 
In Table 1 and Fig. 2, the results of the CAFNN are averaged over ten times inde-
pendent simulations, and subsequently compared with the results of the conventional 
method (k-nearest neighborhood: k-NN). Also, the normalized facial images were 
considered to generate the curvature-based data set. As can be seen from Table 1 and 
Fig. 2, the recognition rate is improved by using normalized facial images. 
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Fig. 2. The recognition results using eigenfaces for each area: (a) k1, (b) k2 

7   Conclusions 

The surface curvatures extracted from the face contain the most important personal 
facial information. We have introduced, in this paper, a new practical implementation 
of a person verification system using the local shape of 3D face images based on ei-
genfaces and CAFNNs. The underlying motivations for our approach originate from 
the observation that the curvature of face has different characteristic for each person. 
We found the exact nose tip point by using an iterative selection method. The low-
dimensional eigenfaces represented were robust for the local area of the face. The 
normalized facial images were also considered to improve the recognition rate. To 
classify the faces, the CAFNNs were used. The CAFNNs have reduced the dimen-
sionality problem by selecting the most relevant input subspaces too. Experimental 
results on a group of face images (92 images) demonstrated that our approach pro-
duces excellent recognition results for the local eigenfaces. 

From the experimental results, we proved that the process of face recognition may 
use low dimension, less parameters, calculations and less same person images (used 
only two) than earlier suggested. We consider that there are many future experiments 
that could be done to extend this study. 



 Soft Computing Based Range Facial Recognition Using Eigenface 869 

References 

1. Jain, L. C., Halici, U., Hayashi, I., Lee, S. B.: Intelligent Biometric Techniques in Finger-
print and Face Recognition. CRC Press (1999) 

2. 4D Culture. http://www.4dculture.com 
3. Cyberware. http://www.cyberware.com 
4. Chellapa, R., et al.: Human and Machine Recognition of Faces: A Survey. UMCP CS-TR-

3399 (1994) 
5. Hallinan, P. L., Gordon, G. G., Yuille, A. L., Giblin, P., Mumford, D.: Two and Three 

Dimensional Pattern of the Face. A K Peters Ltd. (1999) 
6. Grob, M.: Visual Computing. Springer Verlag (1994) 
7. Nikolaidis, A., Pitas, I.: Facial Feature Extraction and Pose Determination. Pattern Recog-

nition 33 (2000) 1783-1791 
8. Moghaddam, B., Jebara, T., Pentland, A.: Bayesian Face Recognition. Pattern Recognition 

33 (2000) 1771-1782 
9. Chua, C. S., Han, F., Ho, Y. K.: 3D Human Face Recognition using Point Signature. Proc. 

of the 4th ICAFGR (2000) 
10. Tanaka, H. T., Ikeda, M., Chiaki, H.: Curvature-based Face Surface Recognition using 

Spherial Correlation. Proc. of the 3rd IEEE Int. Conf. on Automatic Face and Gesture Rec-
ognition (1998) 372-377 

11. Gordon, G. G.: Face Recognition based on Depth and Curvature Feature. Proc. of the 
IEEE Computer Society Conf. on Computer Vision and Pattern Recognition (1992) 808-
810 

12. Chellapa, R., Wilson, C. L., Sirohey, S.: Human and Machine Recognition of Faces: A 
survey. Proceedings of the IEEE 83(5) (1995) 705-740 

13. Lee, J. C., Milios, E.: Matching Range Image of Human Faces. Proc. of the 3rd Int. Conf. 
on Computer Vision (1990) 722-726 

14. Turk, M., Pentland, A.: Eigenfaces for Recognition. Journal of Cognitive Neuroscience 
3(1) (1991) 71-86 

15. Hesher, C., Srivastava, A., Erlebacher, G.: Principal Component Analysis of Range Im-
ages for Facial Recognition. Proc. of CISST (2002) 

16. Zhao, Z. Q., Huang, D. S., Sun, B. Y.: Human Face Recognition based on Multi-features 
using Neural Networks Committee. Pattern Recognition Letters 25 (2004) 1351-1358 

17. Pedrycz, W., Reformat, M., Han, C. W.: Cascade Architectures of Fuzzy Neural Networks. 
Fuzzy Optimization and Decision Making, 3 (2004) 5-37 

18. Han, C. W., Pedrycz, W.: A New Genetic Optimization Method and Its Applications. sub-
mitted to International Journal of Approximate Reasoning 

19. Peet, F. G., Sahota, T. S.: Surface Curvature as a Measure of Image Texture. IEEE Trans. 
PAMI 7(6) (1985) 734-738 

20. Lee, Y., Park, G., Shim, J., Yi, T.: Face Recognition from 3D Face Profile using Hausdorff 
Distance. Proc. of PRIA-6-2002 (2002) 

21. Lee, Y.: 3D Face Recognition using Longitudinal Section and Transection. Proc. of 
DICTA-2003 (2003) 

 



V.N. Alexandrov et al. (Eds.): ICCS 2006, Part IV, LNCS 3994, pp. 870 – 877, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

A Privacy Algorithm for 3D Human Body Scans 

Joseph Laws and Yang Cai 

Carnegie Mellon University, 
Visual Intelligence Studio, Cylab, CIC 2218, 

4720 Forbes Avenue, Pittsburgh, PA 15213, USA 
ycai@cmu.edu 

Abstract. In this paper, we explore a privacy algorithm that detects human pri-
vate parts in a 3D scan dataset. The intrinsic human proportions are applied to 
reduce the search space by an order of magnitude. A feature shape template is 
constructed to match the model data points using Radial Basis Functions in a 
non-linear regression. The feature is then detected using the relative measure-
ments of the height and area factors. The method is tested on 100 datasets from 
CAESER database. 

1   Introduction 

The rapidly growing market of three-dimensional holographic imaging systems has 
created significant interest in possible security applications. Current devices operate 
using a millimeter wave transceiver to reflect the signal off the human body and any 
objects carried on it. Unlike current metal detectors, the system can also detect non-
metal threats or contraband, including plastic, liquids, drugs and ceramic weapons 
hidden under clothing. The technology has also been used to create body measure-
ments for custom-fit clothing. The holographic imager creates a high-resolution 3-D 
scan of a body, allowing shops to provide tailored measurements to designers or pro-
vide recommendations on best-fit clothing. These high resolution scanned images 
reveal human body details and have raised privacy concerns. Airport and transport 
officials in several countries are refusing to run a test trial with the scanners until a 
more suitable way to conceal certain parts of human body is found.  

The scanner creates a three-dimensional point cloud (voxels) around the human 
body. Since the millimeter wave signal can not penetrate the skin, a three-dimensional 
human surface can be found. Furthermore, since the typical pose of a subject is stand-
ing, we can segment the 3-D dataset into 2-D contours, which reduces the amount of 
data processing significantly. The goal of this study is to develop a method that can 
efficiently find and conceal the private parts of a human. 

2   Relevant Studies 

From a computer vision point of view, detecting features from 3D body scan data is 
nontrivial because human bodies are flexible and diversified. Function fitting has 
been used for extracting special landmarks, e.g. ankle joints, from 3D body scan data 
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[1,2], similar to the method for extracting special points on terrain [5]. Curvature 
calculation is also introduced from other fields such as the sequence dependent DNA 
curvature [3]. These curvature calculation use methods such as chain code [7] circle 
fit, ratio of end to end distance to contour length, ratio of moments of inertia, and 
cumulative and successive bending angles. Curvature values are calculated from the 
data by fitting a quadratic surface over a square window and calculating directional 
derivatives of this surface. Sensitivity to the data noise is a major problem in both 
function fitting and curvature calculation methods because typical 3D scan data con-
tain loud noises. Template matching appears to be a promising method because it is 
invariant to the coordinate system [1,2]. However, how to define a template and 
where to match the template is challenging.  

In summary, there are two major obstacles in this study: robustness and speed. 
Many machine learning algorithms are coordinate-dependent and limited by the train-
ing data space. Some algorithms only work within small bounding boxes that do not 
warrant an acceptable performance. For example, if a feature detection algorithm 
takes one hour to process, then it is not useful for a security screening system. In this 
paper, we present a fast and robust algorithm for privacy protection. 

3   Intrinsic Proportions 

Our first step is to reduce the search space of the 3D body scans. We start by dividing 
the 3D data points into 2D slices. The points are ‘snapped’ to the nearest planes ena-
bling us to convert a 3D problem to 2D. In this study, we assume that body features 
can be detected from the contours on the cutting planes. Examining each slice from 
top to bottom is rather an expensive process. Here we present a novel approach to 
reduce the search space by making use of intrinsic proportions. It is a relative meas-
urement that uses an object in the scene to measure other objects [15]. 

 

 
  

Fig. 1. Body height measured by head example (left), normal distribution of heads per body 
(middle), spread of actual # of heads per body size for all models (right) 

Intrinsic proportion measurements have been used in architecture and art for thou-
sands years. Roman architect Vitruvius said that the proportions of a building should 
correspond to those of a person, and laid down what he considered to be the relative 
measurements of an ideal human. Similarly in art, the proportions of the human body 
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in a statue or painting have a direct effect on the creation of the human figure. Artists 
use analogous measurements that are invariant to coordinate systems.  For example, 
using the head to measure the height and width of a human body, and using an eye to 
measure the height and width of a face. Figure 1 shows a sample of the vertical pro-
portion in a typical art book and the actual distribution of head to body proportions 
calculated from our data set. Based on our observations from 100 3D scan data sets of 
adults from 16 to 65 years old, including subjects from North America, Europe and 
Asia, we found that the length of one and a half head units from the bottom of the 
head is enough to cover the chest area. In addition, the chest width is about three 
heads wide. Figure 2 shows an output from the intrinsic proportion calculation based 
on the sample from CARSER database.  

 

 

Fig. 2. Detected chest in white  

We found that intrinsic proportion method can reduce the search space by an order 
of magnitude. In addition, it reduces the risk of the local optima while searching the 
whole body. 

4   Template Matching 

Template matching is image registration that matches a surface, of which all relevant 
information is known, to a template of another surface. The matching of the two sur-
faces is driven by a similarity function. We need to solve two problems before apply-
ing template matching on the regions of interest. First, a suitable template had to be 
created. Second, a similarity function had to be selected so that a minimization algo-
rithm can align the template onto the region of interest. For each plane of the scan 
data, the back of the body contour can be removed. By assign the X-axis between the 
two points with the longest distance, we can obtain the front part of the body contour. 
We then use three radial basis functions to configure the template for female breast 
pattern.  
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where, a = a1 = a2, b = a3, s = s1 = s2, and s3 = 0. 
We use non-linear regression on the variables a, b, and s to match the template 

with the scan data. Figure 3 shows the matching results for the female and male 
samples.  

 

   

Fig. 3. Variable definitions for the breast template (left), matching results for the female sample 
(middle) and male sample (right). The solid black curves are the template contours. The red 
points are the 3D scan data.  

5   Coordinate Invariant Measurements 

Most shape descriptions depend on coordinate systems and viewpoint, meaning that 
the algorithm can only work within the training data space. Our shape invariant meas-
urements are aimed to compute the shape properties from the ratio, rather than abso-
lute values. 

Template matching not only filters out noises but also describes the characteristics 
of a shape. We define the following invariant similarity functions to the coordinate 
system: height ratio and area ratio. The height ratio is defined as  

                         H r=
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H 2
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                                              (2) 

The area ratio is defined as the ratio of the area of curvature feature (A1) to the total 
area (A2) of the model by the following formula:  
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We used the Taylor series to find an appropriate approximation of the areas. 
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Another method utilizing the compactness of the polygon [27] was attempted. Due 
to the fact that Male models are in general larger and therefore have a longer border 
length it was determined that this method was not an effective feature differentiator as 
the area ratio method. 

5   Results 

We tested our algorithm with the subset of CAESER database that contains 50 males 
and 50 females ages 16-65, where 50 of them are North American with a black mix, 
24 are Asian, and 26 are from the European survey from Italy and the Netherlands. 
We try to find the breast features from known female and male scan data samples. 
Figure 4 shows the test results. From the plot, we can see the distinguishable two 
groups for male (without the curvature feature) and female group (with the curvature 
feature). There is a ‘dilemma’ zone where some over-weight males do have the curva-
ture features. However, the over-lapped zone is small, less than 8% of the total 100 
samples.  

 

 

Fig. 4.  Chest feature detected 

After the area and height factors have been calculated we determine the feature area, 
as seen in Figure 5. Once we find the feature area, we reduce the polygon resolution 
so that the area is blurred. Figure 6 shows the results of the blurring effects. 
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Fig. 5. Classification test results with male and female samples  

Fig. 6. Blurred surface rendering 

6   Conclusions 

In this paper, we explored the algorithm to recognize the body feature areas and blur 
them to protect a subject’s privacy. Human intrinsic proportions are used to drasti-
cally reduce the search space and reduce the chance of detecting local optima. The 
feature template is defined with Radial Basis Functions whose parameters are deter-
mined by non-linear regression. Feature factors of the height and area are then used to 
recognize the curvature feature. The relative measurements are coordinate invariant. 
With non-linear regression method, the template matching is effective and convergent 
within a given error range. We tested 100 body scans from the CAESER database and 
found the algorithm can classify the male and female bodies based on the curvature 
features at the successful rate of over 90%.  

Our future work includes the development of more robust coordinate invariant 
method to detect the predefined body features, and to fine tune the algorithms both for 
protecting privacy and detecting concealed weapons. Ultimately, we will work with 
the real field data to fine tune the algorithms. 
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Abstract. To ensure the safety and efficiency of the pedestrian traffic, this pa-
per presents a real-time system for moving pedestrian detection and tracking in 
sequences of images of outdoor scenes acquired by a stationary camera. The 
self-adaptive background subtraction method and the dynamic multi-threshold 
method were adopted here for background subtraction and image segmentation. 
During the process of tracking, a new method based on gray model GM(1,1) 
was proposed to predict the motion of pedestrians. And then a template for 
tracking pedestrian continuously was presented by fusing several characters of 
targets. Experimental results of two real urban traffic scenes demonstrate the ef-
ficiency of this method, then the application of this method is discussed in real 
transportation system. 

1   Introduction 

Pedestrian is one of the most principle participants in transportation system, ensuring 
the safety and smoothness of the pedestrian traffic is an important goals to construct 
the city transportation system. But in present research, only vehicles are consid-
ered[1][3], while pedestrians are mostly neglected. When designing the traffic control 
scheme, the delay of vehicles and the length of vehicles’ queue are the most important 
targets to evaluate the performance of the system. The obstacles of intelligent vehicles 
are thought mostly vehicles too. But in real traffic scenes, the influence of pedestrians 
can not be neglected, especially in the traffic environment of China which is a typical 
mixed traffic. The information of pedestrians can not only be used to realize a traffic 
control application such as a pedestrian control scheme at intersection, but also can be 
used to design the safety system and navigation system of  Intelligent Vehicles. Pe-
destrian detection is the most common approach to obtain the pedestrian information 
in traffic scenes. It is the foundation to analysis and comprehend pedestrian behavior.  

Tracking moving pedestrians in video streams has been an active area of research 
in computer vision. In recent years, many researchers have begun to do research in 
this area. Stereovision is the most common method to detect pedestrians[4][5]. It is 
efficient in middle and short distance, but is too computationally expensive and the 
system is complex. Neural network[4][5] and the step rhythm[6][7] are used to recognize 
pedestrians in some systems. This method is complex and not credible. To detect the 
                                                           
* Supported by the national natural science foundation of China (Grant NO. 60134010). 
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pedestrian the legs must be detected exactly, so this method will be disabled when the 
legs can not be detected for some reason. So an approach to detect moving pedestrians 
in congested traffic scenes based on monocular vision was presented. It includes two 
course of processing: segmentation and tracking. The self-adaptive background sub-
traction method and the dynamic multi-threshold method are adopted here for back-
ground subtraction and image segmentation. A new method based on gray model 
GM(1,1) was proposed to predict the motion of pedestrians, which will improve the 
accuracy. A simple criterion based on multi-features is used for classification and 
template matching, guided by motion prediction for tracking. Tested using real traffic 
video sequences, the system are able to track multiple isolated pedestrians robustly. 

2   Moving Pedestrian Extraction 

Reliable tracking requires that the pedestrians can be segmented out reliably. To be 
useful, the segmentation method needs to accurately separate pedestrians from the 
background, be fast enough to operate in real time, be insensitive to lighting and 
weather conditions, and require a minimal amount of initialization. This can be done 
by using either models describing the appearances of the targets or a model describing 
the appearance of the background.  

At the images level, we perform background subtraction and thresholding to pro-
duce difference images. On the assumption that the camera is still, the background 
difference method is comparatively efficient and simply to detect moving objects. The 
moving object can be segmented out according to the following equation.   

),(),(),( jiBjiIjidif k −=  . (1) 

),( jiI k
, ),( jiB  represent the current image and current background respectively. 

2.1   Adaptive Background Segmentation 

A self-adaptive background subtraction method is used for segmentation. This method 
is much simpler and more robust to update the background. In addition, this method is 
also insensitive to lighting conditions and has the further advantage of not requiring 
initialization with a background image.   

Take the first frame as the initial background. For each frame of video sequence, 
we take the difference between the current image and the previous image giving the 
difference image
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Here, kI 1−kI  represent the two continuous images of the image serial, the value of 

T  is 10% of the peak value. 
We update the background by taking a weighted average of the current background 

and the current frame of the video sequence. However, the current image also con-
tains foreground objects. Therefore, before we do the update we need to classify the 
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pixels as foreground and background and then use only the background pixels from 
the current image to modify the current background. The binary object mask is used 
to distinguish the foreground pixels from the background pixels.  
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kB , 1−kB and kI represent the new background, the instantaneous background and 
the current image respectively. The weight assigned to the current and instantaneous 
background affect the update speed. We want the update speed to be fast enough so 
that changes in illumination are captured quickly, but slow enough so that momentary 
changes do not persist for an unduly long amount of time. The weightα has been 
empirically determined to be 0.1. We have found that this gives the best tradeoff in 
terms of update speed and insensitivity to momentary changes.  

2.2   Select the Two Thresholds Dynamically 

After subtracting the current image from the current background, the resultant differ-
ence image has to be thresholded to get the binary object mask. The resulting con-
nected regions are then grouped into pedestrians and tracked. Since the object mask 
itself is used to update the current background, a poorly set threshold would result in 
poor segmentation. So the choice of the threshold is critical. The pedestrians’ appear-
ances change dynamically, so a static threshold cannot be used to compute the object 
mask. Therefore we need a way to update the threshold as the current background 
changes. The difference image is used to update the threshold.  

The reason using two different thresholds is for detecting the nature of occlusion. 
In our images, a major portion of the image consists of the background. Therefore the 
difference image would consist of a large number of pixels having high values. And 
the histogram contains mainly two parts: the noise and the statistical characters of the 
motion object. We use this observation to decide the thresholds. On assumption that 
the noise parameters obey the Gaussian model, which can be described as follows: 
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Among these, µ  represents the mean value, 
lσ , 

rσ represents the parameters of the 

two parts of noise at the both sides of the mean value. 
The histogram of the difference image will be filtered using the middle-value filter. 

Then find the two segmentation thresholds at the filtered histogram. The histogram of 
the difference image will have high values for low pixel intensities and low values for 
the higher pixel intensities. To set the left threshold, we look for the first dip in the 
histogram that occurs to the left of mean value, starting from the pixel value 

lx σµ 3−=  corresponding to the histogram. The corresponding pixel value is used as 
the left threshold

lT . To set the right threshold
rT , the method is similar as looking for 

the left threshold. We need to look for the first dip in the histogram that occurs to the 
right of the mean value, and start from

rx σµ 3+= .  
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2.3   Segmentation 

Moving entities are then extracted as follows  
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In order to eliminate noise from being classified as foreground, a threshold is used 
so that any blob with area smaller than the threshold is deleted from the foreground. 
Several measures were taken to further reduce the effect of noise. A single step of 
erosion followed by a step of dilation is performed on the resulting image and small 
clusters are totally removed. And also, the background image is updated using a very 
slow recursive function to capture slow changes in the background.  

3   Pedestrian Tracking 

The purpose of tracking pedestrians is to obtain the tracks of the pedestrians. The key 
is to detect and track pedestrians continuously. In every frame, a relation between the 
blobs in the current frame is sought with those in the previous frame. Then the pedes-
trian in the detection region can be tracked. Achieving robust tracking in outdoor 
scenes is a hard problem owing to the uncontrollable nature of the environment. Fur-
thermore, tracking in the context of an intersection should be able to handle non free-
flowing traffic and arbitrary camera views. 

3.1   Detection and Recognition  

The individual regions are computed using a connected components extraction 
method. The various attributes of the blob such as centroid, area, and elongation that 
can be computed during the connected component extraction.  

Although the pedestrians are much different, the shapes of them are similar and the 
inverse proportion of the height and the width comply with certain criterion. We 
model the pedestrian as a rectangular patch with a certain dynamic behavior. The area 
of the pedestrian is smaller and the dispersibility of the shape is larger comparing with 
vehicle. There we can define the dispersibility as follows: 

/APdis 2=  . (6) 

Here the equation (6) represents the shape dispersibility; the l, w, P and A stand for 
the height, width, perimeter and the area. According to the two characters, we can 
distinguish pedestrians from vehicles. We found that this simple model adequately 
resembles the pedestrian’s shape and motion dynamics for the purpose of tracking. 

3.2   Motion Prediction 

To improve the efficiency of the approach, we need to have an estimation of where to 
place the box corner which represents the detected pedestrian with respect to the dis-
tance of one bounding box corner and the centroid of the pedestrian are obtained. 
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Hence, the parameters estimated are the distance of a corner point from the centroid, 
the length and the height of the pedestrian. 

The motion of the pedestrian is random and difficult to depict. Therefore, we 
choose the grey model GM(1,1) as the motion model to predict the motion of the 
pedestrian. The future state of the pedestrian is predicted by processing the records 
using the GM(1,1). The definition of the GM(1,1) is as follows: 
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The equation Tbaa ),(ˆ =  represents the predicting parameter serial. The following 
result will be obtained: 
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Using these estimated parameters, request the difference equation, and the follow-
ing prediction model can be obtained:  
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Using the model, the previous three positions can be used to predict pedestrians’ 
next position. The new data will be used to update the record. The process is quickly 
enough and the date needed is few. So the pedestrians’ up-to-the-minute movement 
law can be tracked and the position conditions can be predicted exactly.  

3.3   Matching 

Tracking is then performed by finding associations between the pedestrians in the 
current image with those in the previous frames based on the proximity of the blobs. 
The pedestrian in the current image inherit the timestamp, label and other attributes 
such as velocity from a related pedestrian. So, the parameters such as condition, 
shape, area and statistical characteristics are computed for each pedestrian.  

Because of the association of the pedestrian motion in temporal and spatial, the po-
sition can be considered as the most important feature. First search the area of around 
the prediction position, if detect nothing then the tracking is failed. Otherwise we can 
continue judge according to other features.  

Although blobs obtained from difference images can be sufficient to decide the lo-
cation of pedestrians in many cases, the intensity information may be useful to resolve 
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certain ambiguities. The use of such information in the form of statistical distribution 
of intensities may add to the robustness of the current system and is worth pursuing. 
We use the following two statistical characteristics: the mean gray value and the coef-
ficient of the consecutive frames which are computed out for matching.  

Then the template of the detected objects can be build according to these dates and 
used to track moving pedestrians. During the process of tracking, the matching model 
is build up for each object, so we can judge whether the object appears around the 
detecting region and the template are matching or not. If succeed, then track the ob-
ject and the template is updated by the object’s new characters. Otherwise, the tem-
plate remains, and the next frame will be processed. A blob is considered at the pedes-
trian level only if it is tracked successfully for a certain period of time. This elimi-
nates blobs that appear then disappear momentarily, such as most blobs that appear 
due to tree motion back and forth. 

4   Results and Application 

We test the proposed method using the two video sequences acquired by a stationary 
camera. One is that there is only single people in the traffic scene, the other is there 
are many pedestrians. The size of the image is 240320 × , the image collection rate is 
0.1fra/s. The velocity of process is 11fra/s, so it is quickly enough for the system. 
 

                     

Fig. 1a. The histogram of the difference image            Fig. 1b. The segmented image 

The Fig 1.a shows the histogram of the difference image. The calculated thresholds 
are 34−=lT , 65=rT . The Fig 1.b shows the segmentation result using the thresholds. 

As is shown in Fig.2, the pedestrian is modeled as a rectangular patch whose di-
mensions depend on its location in the image. The dimensions are equal to the projec-
tion of the dimensions of an average size pedestrian at the corresponding location in 
the scene. As the following figures shown, pedestrians close to each other and several 
pedestrians appearing at the same time can be detected exactly. 

The results of the GM(1,1) position estimation for a pedestrian are shown in Fig.3. 
The position estimations of the GM(1,1) are presented against the actual measure-
ments in Fig 3.a. The two tracks are similar and the result showed that this approach 
can track the pedestrian perfectly. Fig 3.b is the real image showing the detection 
result, the thinner line rectangle represents the predicted position of the pedestrian, 
and the wider one is the real position. 
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Fig. 2. The result of pedestrian detection                  Fig. 4. The result of pedestrian tracking 

  

  Fig. 3a. The result of tracks comparing            Fig. 3b. The result of position comparing 

Fig 4 is the results of tracking. The lines behind the pedestrians show the trajecto-
ries of the pedestrians. And the time used to pass the region and the velocity can be 
calculated out given the frame rate. By analyzing the trend of the coordinate, we can 
know the moving direction of the pedestrian. At last, the outputs of the system are all 
these results. For example, in the Fig.4, the pedestrian come into and leave the region 
at the 231th and the 367th frame. The time is 13.6s. The real length of the region is 
15.5m, and the velocity is 1.14m/s. The direction is towards the camera. 

In most cases, pedestrians were tracked correctly throughout the period they ap-
peared in the scene. For each pedestrian in the view of the camera, the system pro-
duces location and velocity information when the pedestrian is visible. And the speed 
of each pedestrian can be recorded successfully. It also gave periodic averages of 
speeds of pedestrians that belong to one of several categories. The system can be 
applied reliably. The system has a peak performance of 15fra/s. In a relatively clut-
tered image, the processing rate dropped down to about 11fra/s.  

There is a wealth of potential applications of pedestrian tracking. The data can be 
used in a scheduling algorithm to control walk signals at an intersection. And it can 
detect and track not only humans in front of or around vehicles but it can also be em-
ployed to track several diverse traffic objects of interest. One should note that the 
reliable detection and tracking of traffic objects is important in several vehicular ap-
plications. In this paper, we are mainly interested in applications related to traffic 
control with the goal of increasing both safety and efficiency of existing roadways. 
For example, information about pedestrians crossing the streets would allow for 
automatic control of traffic lights at an intersection. Pedestrian tracking also allows 
the use of a warning system, which can warn drivers and workers at a work zone from 
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possible collision risks. The proposed approach also has a large number of potential 
applications, such as security monitoring, event recognition, pedestrian counting, 
traffic control, and traffic-flow pattern identification applications emphasize tracking 
on a coarser level. 

5   Conclusions 

This paper presents a real-time system for moving pedestrian detection and tracking 
in images sequences of outdoor scenes acquired by a stationary camera. This ap-
proach was tested using two traffic video images, and the potential application is 
discussed. This approach can detect and track pedestrians exactly and robustly in most 
cases. The system outputs the spatio-temporal coordinates of each pedestrian during 
the period when the pedestrian is in the scene. 

To improve the precision and stability of the system, the approach should be ame-
liorated in many aspects. For example, how to track several pedestrians in the clus-
tered traffic scenes; and also how to track pedestrians at night; these are all problems 
should be solved in the next research.  
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Abstract. Korean Standard Sign Language (hereinafter, “KSSL”) is a complex 
visual-spatial language that is used by the deaf community in the South Korea. 
Wire communications net and desktop PC-based a traditional study on sign lan-
guage linguistics with small vocabulary (words) have several restrictions (e.g. 
limitation of the motion, conditionality in the space) and general problems (e.g. 
inaccuracy in measuring, necessity of complex computation algorithm) accord-
ing to using of vision technologies with image capture and video processing 
system as input module of sign language signals. Consequently, in this paper 
we propose and implement ubiquitous-oriented wearable PC-based sentential 
KSSL recognizer that improve efficiency of KSSL input module according to 
wireless sensor network, recognizes and represents continuous KSSL with 
flexibility in real time, and analyze and notify definite intention of user more ef-
ficiently through correct measurement of KSSL gestures using wireless haptic 
devices. The experimental result shows an average recognition rate of 93.7% 
for continuous 44 KSSL sentences.  

1   Introduction 

Human beings usually interact with each other either by natural language channel 
such as speech and writing, or by body language channel such as hand gesture, head 
gesture, facial expression, lip motion and so on. Thus, the study on the perception 
model of body language, the information fusion of body language channel and natural 
language channel is very important for the improvement of computer’s human lan-
guage understanding and the increase of human-computer interaction applicability. As 
a part of natural language understanding, sign language recognition is very important: 
on one hand, it is one of the main methods of human-computer interaction in VR 
(Virtual Reality); on the other hand, it is an auxiliary tool for a deaf-mute to commu-
nicate with ordinary people through computer [1]. The related studies about recogni-
tion and representation of sign language are progressing actively by numerous re-
searchers in the many countries. Especially, "standard sign language translation sys-
tem" developed jointly by the professors of the KIST (The Korea Institute of Science 
and Technology) and the Samsung Electronics Co., Ltd. in the South Korea is sign 
language translation system that recognizes and represents small vocabulary-based 
sign language. And, the Hitachi Ltd. in the Japan announced "Japanese - sign lan-
guage translation technology" that a sign language animation is created automatically 
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if input the Japanese sentence [2]. Also, Wu jiangqin et al. implemented 26 word-
level sign language recognition system using neural network and HMM hybrid 
method in the China [1]. However, usually, wire communications net and desktop PC-
based these traditional studies on sign language recognition and representation with 
small vocabulary(words and morpheme) have not only several restrictions such as 
limitation of representation, conditionality on space, complexity between transmission 
mediums and limitation of motion but also some problems such as variation of recog-
nition performance, uncertainty of measurement and necessity of complex computa-
tion algorithms according to using of image capture system or video processing sys-
tem with changing of background’s colors and illumination condition as acquisition of 
sign language signals. 

Accordingly, we propose and implement real time-sentential KSSL recognizer us-
ing blue-tooth module, wireless haptic devices and fuzzy logic based on the post 
wearable PC platform(embedded i.MX21 board) for embedded-ubiquitous computing 
that guarantee mobility of portable terminal. The advantages of our approach are as 
follows: 1) it improves efficiency of KSSL input module according to wireless sensor 
network and contributes to user's the convenience. That is, it recognizes and repre-
sents continuous sign language of users with flexibility in real time, and 2) because 
the ability of communication and representation of sentential sign language recog-
nizer are very superior more than word (morpheme)-level sign language recognizer, it 
is possible more effective and free interchange of ideas and information between the 
hearing-impaired and hearing person.   

The composition of this paper are 1) regulation of components the KSSL in  
Section 2, 2) KSSL input module using wireless haptic devices, and training and 
recognition models using RDBMS in Section 3, 3) fuzzy max-min module for the 
KSSL recognition in Section 4, and 4) experiments and results in Section 5. Finally, 
this study is summarized in Section 6 together with an outline of challenges and 
future directions. 

2   The Regulation of the KSSL 

The phonemic systems of oral languages are primarily sequential: that is, the majority 
of phonemes are produced in a sequence one after another, although many languages 
also have non-sequential aspects such as tone. As a consequence, traditional phone-
mic writing systems are also sequential, with at best diacritics for non-sequential 
aspects such as stress and tone [3]. In this paper, to implement sentential KSSL rec-
ognition system in real time, this study selected 25 basic KSSL gestures according to 
the "Korean Standard Sign Language Tutor(hereinafter, “KSSLT”)[4]" and a point of 
reference of 'sign language morpheme'. And 23 hand gestures necessities of KSSL 
gestures are classified as hand shapes, pitch and roll degree. Consequently, we con-
structed 44 sentential KSSL recognition models according to associability and presen-
tation of hand gestures and basic KSSL gestures. The example of basic KSSL ges-
tures and hand gestures for “the date (numbers-day-month)” in sentential KSSL rec-
ognition models are shown in Table 1. 
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 Table 1. The example of sign language about “the date (finger numbers-day-month)” 

Object Language Description of the KSSL 
Finger-Number  1~30(or 31) : Signing of numbers 

Month 
Represent signing of numbers that correspond to “1(one)” with a 
left hand (indication of month), and draw crescent with thumb, 
index finger of a right hand 

Day 
Spread out thumb, index fingers of a both hands and rises on in 
front of chest. 

Necessary 
Hand Gestures 

 

 

3   KSSL Input Module and Recognition Models Using RDBMS 

Virtual reality sensors provide a powerful technology for human-computer interaction 
(HCI) and have been applied to many fields such as medical and on-line game ser-
vice. Their particularly useful feature is that the user may use the technology easily 
and routinely by using ready-to-wear articles of clothing e.g. headsets or data gloves. 
Also the VR sensors could be simply plug into a computer system and allow the user 
uninhibited control and interaction with both the local computer system [5].  

To implement real time-sentential KSSL recognizer, we used 5DT company's wire-
less 2 data gloves to acquire structural information of hands and fastrak® for motion 
tracking which are one of popular input devices in the haptic application field, and 
blue-tooth module for wireless sensor network as KSSL input module. The data glove 
is basic gesture recognition equipment that can capture the degree of finger stooping 
using fiber-optic flex sensor and acquires data through this. The structural motion 
information of each finger in data glove are captured by f1=thumb, f2=index, 
f3=middle, f4=ring and f5=little in regular sequence. Each flexure value has a decimal 
range of 0 to 255, with a low value indicating an inflexed finger, and a high value 
indicating a flexed finger. Also, the fastrak® is electromagnetic motion tracking sys-
tem, a 3D digitizer and a quad receiver motion tracker. And it provides dynamic, real-
time measurements of six degrees of freedom; position (X, Y, and Z Cartesian coor-
dinates) and orientation (azimuth, elevation, and roll) [6] [7].  

The captured continuous KSSL data of various users is transmitted to embedded 
i.MX21 board and database server for training and recognition models through blue-
tooth module. The KSSL data that transmitted to server is used to as a training data 
for KSSL recognition models by analytic function of RDBMS SQL. And, KSSL data 
that transmitted to embedded i.MX21 board is used as input variables of 
fuzzy recognition module for significant KSSL recognition. The architecture and 
composition of KSSL input module is shown in Fig. 1.  
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Fig. 1. The architecture and composition of KSSL input module 

The RDBMS is the main stream database management system that maintains data 
records and indices in tables and their relationships may be created and maintained 
across and among the data and tables [8][9]. The RDBMS is used to classify and 
segment KSSL data that are transmitted from KSSL input module to database server 
by valid gesture record set and invalid record set (that is, invalid record set is status 
transition record set) and to analyze valid record set efficiently. A rule to segment 
valid gesture record set and invalid record-set is shown in Fig. 2. 

 

Fig. 2. The segmentation rule and record set. If the difference between preceding average (pre-
ceding 3 and 1) and current row value is over 5, the current value is regarded as transition 
KSSL record. Also, if one of KSSL data values of data gloves and motion tracker is over 5, 
current KSSL data is also regarded as transition KSSL record. According to the logic in source 
code, even though a record set is, based on the above process, decided as valid, the record set is 
regarded as a status transition KSSL record set.  

4   Fuzzy Max-Min Composition for KSSL Recognition 

The fuzzy logic is a powerful problem-solving methodology with a myriad of applica-
tions in embedded control and information processing, and is a paradigm for an alter-
native design methodology which can be applied in developing both linear and non-
linear systems for embedded control and has been found to be very suitable for em-
bedded control applications [6][10]. The Fuzzy Logic System (hereinafter, “FLS”) 
will be demonstrated that the use of fuzzy systems makes a viable addition to the field 
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of artificial intelligence, and perhaps more generally to formal mathematics as a 
whole, and including fuzzy logic and fuzzy set theory, provide a rich and meaningful 
addition to standard logic [10 ]. This FLS is consisted of the fuzzy set, fuzzy rule 
base, fuzzy reasoning engine, fuzzification, and defuzzification. Fuzzy sets can be 
modified to reflect this kind of linguistic refinement by applying hedges. Once a 
hedge has been applied to a fuzzy set, the degrees of membership of the members of 
the set are altered. Also, fuzzification is the process of decomposing a system input 
and/or output into one or more fuzzy sets. Many types of curves can be used, but 
triangular or trapezoidal shaped membership functions are the most common because 
they are easier to represent in embedded- controllers [6]. The fuzzy max-min CRI for 
fuzzy relations that is proposed in this paper is defined in Fig. 3.
 

 

Fig. 3. Fuzzy Max-Min CRI (Direct Method) 

 

Fig. 4. The fuzzy membership functions. Fig. 4 describes the formula (1) pictorially (because 
fuzzy input variables are very various, we represent membership functions partially: "YOU" in 
KSSLT). If compare easily, sign language "YOU" in KSSLT consist of hand gesture that corre-
spond to "paper" in “the game of paper, stone and scissors” and hand motion that correspond to 
"point at a person with one’s finger". We prescribe gesture behavior such as the shape of one's 
hand (fingers) and the direction of back of the hand by ‘Hand Gesture', and classified by three 
types of  “Bad_HAND, Normal_HAND and Best_HAND” according to accuracy in “(a) Hand 
Gesture”. Also, we prescribe hand's position and gesture in spatial dimensions by “Sign Lan-
guage Gesture”, and classified by three types of “Bad_YOU, Normal_YOU and Best_YOU” 
according to accuracy in “(b) Sign Language Gesture” in spatial dimensions.  
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The training and recognition model using the RDBMS is used as an independent 
variables for comparison and reasoning with input variables(KSSL data) in fuzzy 
logic (fuzzy max-min composition), and recognizes user's dynamic KSSL through 
efficient and rational fuzzy reasoning process. Therefore, we decide to take the char-
acteristics of KSSL input data as the average value over repeated experiment result 
values, where the repetition number is controlled by several parameters. Input scale 
factors transform the real inputs into normalized values, and output scale factors 
transform the normalized outputs into real values. The proposed membership function 
of fuzzy set is defined as in the following formula (1) and the fuzzy membership func-
tions are shown in Fig. 4. 

≤<+−
−

−

≤<

≤<+−
−

=

down-Slopes  ;qxt1,t)(x
t)(q

1
ityHorizontal;txs1

up-Slopes ;  sxp1s)(x
p)(s

1

tz ,

,

 

(1) 

5   Experiments and Results��

Our experiment environment is consisted of blue-tooth module, wireless haptic de-
vices and i.MX21 board based on embedded LINUX operating system for embedded-
ubiquitous computing. That is, data gloves transmits 14 kinds of hand’s structural 
motion data (10 fingers gesture data, 4 pitch & roll data) and motion tracker transmits 
12 kinds of hand’s spatial motion data with both hands to embedded i.MX21 board 
via blue-tooth module. The proposed whole file size of sentential KSSL recognizer is 
283 Kbytes (including images and composite sounds for visual and auditive represen-
tation) and it can process and calculate 200 samples per seconds on i.MX21 board. 

Overall process of sentential KSSL recognizer consists of three major steps. In the 
first step, while the user inputs prescribed the KSSL to i.MX21 board using 2 data 
gloves, motion tracker and blue-tooth module, the KSSL input module captures user's 
sign language data. And, in the second step, the KSSL recognizer changes characteris-
tics of inputted KSSL data by parameters for fuzzy recognition module. In the last 
step, it calculates and produces fuzzy value for user's dynamic KSSL through a fuzzy 
reasoning and composition, and we decide to give a weight to each parameter. KSSL 
recognizer decides user's dynamic KSSL according to degree of the produced fuzzy 
value. The process (flow-chart) of automatic real time-sentential KSSL recognizer is 
shown in Fig. 5.  

The experimental set-up is as follows. The distance between KSSL input module 
and embedded i.MX21 board for KSSL recognition processing is about radius 10M's 
ellipse form. The reagents take KSSL motion moving 2 wireless data gloves and 2 
receivers of the motion tracker to prescribed position. For every 20 reagents, we re-
peat this action 15 times. Experimental results, Fig. 6 shows an average recognition 
rate of 93.7% with fuzzy recognition module for 44 KSSL recognition models. Also, 
the user interface for visual representation using HMD (Head Mounted Display) of 
the KSSL recognition is shown in Fig. 7. 
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Fig. 5. The flow-chart of the fuzzy sign language recognition system 

Fig. 6. The average recognition rate Fig. 7. The GUI for visual representation 

6   Conclusions 

Wearable computing is an active topic of study, with areas of study including user 
interface design, augmented reality, pattern recognition, using of wearable for specific 
applications or disabilities. Depending on the application, the primary input to a wear-
able might be a chording keyboard, gesture, speech recognition or even just passive 
sensors (context awareness). Output might be presented via speech, audio tones, a 
head-mounted display or haptic output.  

As preliminary study for recognition and representation of KSSL, our researchers 
implemented hand gesture recognition system that recognize 19 hand gestures accord-
ing to shape and stoop degree of hand. Accordingly, with this preliminary study in 
this paper, we implemented real time-sentential KSSL recognition system that ana-
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lyzes user's intention between hearing-impaired and hearing person more efficiently 
and recognizes and represents 44 continuous KSSL sentences with flexibility more 
accurately based on the post wearable PC platform. Also, we clarify that this study is 
fundamental study for implementation of multi modal recognition system to take the 
place of traditional uni-modal recognition system in sign language recognition. 

Furthermore, we would like to develop advanced multi-modal HCI technology 
through integrating of sign language recognition system and other haptics such as 
smell, taste, hearing and sight. 
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Abstract. Nursing care plan reports are one of the most important documents in 
the application of nursing processes. In this paper, we describe how a text dis-
course analysis and an information extraction system can be used to convert a 
traditional nursing care plan into a mind mapping representation. Mind mapping 
is a process to allow the nurses to focus on the patients rather than on a disease 
process.  Mind mapping encourages the nurses to maintain a holistic view of the 
patient. A mind mapping representation refers to a visual picture of a patient at 
the center with various nursing care related information visually linked to the 
patient’s form. Our goal is to develop visually browsable models of the patients 
to aid in the nursing process education and also help the nurses focus on the pa-
tients in the actual care settings.  

1   Motivation: Information Extraction from Nursing Care Plan 

According to North American Nursing Diagnosis Association (NANDA), a nursing 
diagnosis is defined as a critical judgment about individual, family, or community 
responses to actual or potential health problems or life processes.  The goal of a nurs-
ing diagnosis is to identify health problems of the patient and his/her family.  A diag-
nosis provides a direction for the following nursing care [1].  The nursing care plan as 
the repositories of knowledge involved in the overall nursing process, which leads up 
to the nursing diagnosis [2].  

A complementary approach to the traditional tabular and narrative based nursing 
care plan is referred as mind mapping [3].  A mind map is designed to move away 
from the linear nature of the traditional nursing plan.  A mind map is a graphical rep-
resentation of the connection between concepts and ides that are related to a patient.  
From the patient representation placed in the middle, associated information, such as 
nursing diagnosis, expected outcome, suggested interventions, observation summa-
ries, and the evaluation by the nurses, are grouped the linked to the patient.  A mind 
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map is for the nurses to develop a whole patient picture that is comprised of a variety 
of information, which are related to the identified patient problems.  A mind map is 
used to reflect how nurses in practices truly think. 

Our text preprocessing program first identifies and extracts the nursing diagnoses, 
outcomes, and interventions, which are usually in a table.  This process is fairly 
straightforward as each component is placed under clear descriptive heading.  How-
ever, extracting observed information summaries about the patients and the evalua-
tions by the nurses is difficult.  The main focus of the research in this paper is about 
the extracting the summary and evaluation information in the narrative portion of the 
nursing care plans.  Our text discourse analysis program classifies each clause in the 
narrative portions of the care plan according to eight categories.  When the classifica-
tion is completed, the semantic relation extraction program identifies the summary 
and evaluation pairs, which are linked by a causal relation.  Then, the causally linked 
summary and evaluation pairs will become a part of the mind map visual representa-
tion.  The mind map will be used as a teaching aid for the novice nurses to learn how 
to evaluate and represent the patient conditions.  

2   Classifying Clauses in Nursing Care Plan Narratives According 
to a Nursing Process Text Discourse Model 

A text discourse model specifies the necessary classes of knowledge to be identified 
in order to develop the skeletal conceptual structure for a class of entities.  Based on a 
discourse linguistics observation [4], writers are often influenced by the schema of a 
particular text type if they produce texts of that type repeatedly.  This means that the 
writers consider both specific content they wish to convey and usual structure for that 
type of text on the basis of the purpose it is intended to serve. 

The existence of such predictable structures in texts is consistent with findings in 
cognitive psychology which suggest that human cognitive processes are facilitated by 
the ability to ‘chunk’ the vast amount of information encountered in daily life into 
larger units of organized data [5].  Based on schema theories, humans recode individ-
ual units of perception into increasingly larger units, which will eventually reach at 
the level of a schema.  It has also been argued that humans possess schema for a wide 
range of concepts, events, and situations [6].  In discourse linguistics, this schema 
theory was extended to suggest that schema exist for text-types that participate regu-
larly in the shared communication of a particular community of users. 

As the text structure of a particular text type is discovered, the text’s discernible 
and predictable superstructure is also revealed.  Superstructure is defined as the text-
level syntactic organization of semantic content.  It can be also referred to as the 
global schematic structure or the recognizable template that is filled with different 
meaning in each particular example of that text type [7].  Some of the text types for 
which schemas or models have been developed with varying degree of details are: 
newspaper articles [7, 11], arguments [8], editorials [9], abstracts [10], and legal  
texts [12]. 

To develop a text schema for the narratives in the nursing care plan, we analyzed 
randomly selected fifteen nursing care plans as a training data set.  The care plans 
were a part of a course assignment for the ‘Psychiatric Nursing’ course, which was 
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offered at the Department of Nursing Science, Konkuk University in Chungju, Korea. 
The course was for Juniors who were majoring in the nursing science. Each student 
developed a detailed case study report of one patient while the student was working as 
a student intern at a psychiatric warden for four weeks.  The nursing care plan was 
one section of the case report, which was submitted at the end of the internship pe-
riod.  The case reports were from the course offered in the Fall 2004 semester.  All 
case reports were mainly written in Korean with English translations for a number of 
important concepts.  We also used another set of fifteen randomly selected nursing 
care plans as a testing data set. 

Facts Summary Evaluation

Nursing Care
Plan

Observed Heard

Question by
Nurse

Answer by
Patient

Other Source
Monologue by

Patient
 

Fig. 1. Nursing Care Plan Text Schema 

The nursing care plan text schema is shown in the Figure 1. It is based on the quali-
tative content analysis of the training data set. At the most general level, there are 
three major categories.  They are ‘Facts’, ‘Summary’, and ‘Evaluation’.  ‘Facts’ refer 
to the factual information about the patients.  ‘Facts’ major category is further divided 
into ‘Observed’ and ‘Heard’ categories according to how the information was col-
lected. ‘Observed’ is for the information directly observed or measured by the nurses. 
‘Heard’ is what the nurses heard about the patient.  ‘Heard’ category is further divided 
into four sub-categories.  Four sub-categories are: ‘Monologue by Patient’, ‘Question 
by Nurse’, ‘Answer by Patient’, and ‘Other Sources’. ‘Monologue by Patient’ is for 
the information, which is based on what the patient said about him/herself without 
external inquiry. ‘Question by Nurse’ is somewhat problematic sub-category as it 
does not independently convey information about the patient.  Nurses ask questions 
either to learn a particular aspect about the patient’s condition or to encourage the 
patient to continue talk about him/herself.  Thus, most of the clauses classified under 
this category do not convey substantive information. ‘Answer by Patient’ sub-
category is for the information provided by the patient in response to a question by the 
attending nurses. Finally, ‘Other Sources’ sub-category refers to the patient informa-
tion provided by the family members, friends, other nurses, or the physicians. 

We decided to code each clause with the discourse categories at the most specific 
level. The following shows two paragraphs in two different nursing care plans.  These 
plans were used as the training data set.  Although, all qualitative content analysis and 
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computational processing is directly applied to the original Korean text, the example 
paragraphs are manually translated into English to help non-Korean to understand the 
meaning of the examples. ‘<category name>’ and ‘</category name>’ are used to 
show the beginning and end of a clause, which is coded as a particular discourse  
category.  
 
Example 1. The example is from a paragraph explaining the insight of a patient HS in 
the mental state assessment section. 

<monologueByPatient> HS said “I hope my nervousness goes away soon’. 
</monologueByPatient> <evaluation> Based on the statement, HS seems to un-
derstand about his condition well. </evaluation> <otherSource> As HS voluntar-
ily admitted to the hospital last time, </otherSource> <evaluation> it is believed 
that HS is positively thinking about the treatments that HS is receiving. 
</evaluation> 
 

Example 2. The example is from a paragraph describing the life when the patient JK 
was in teens in the developmental history part. 

<questionByNurse> Nurse asked ‘Have you ever had a girl friend?’ 
</questionByNurse> <answerByPatient> JK said ‘No, I never had a girl friend.’ 
</answerByPatient> <questionByNurse> Nurse asked ‘Do you have many 
friends?’ </questionByNurse> <answerByPatient> JK said ‘No, I do not have 
many friends.’ </answerByPatient> <summary> As the patient stated that he 
never had a relationship with a female and also did not have many male friends, 
</summary> <evaluation> it is likely that JK have been having a difficult inter-
personal relationship since he was a teenager. </evaluation> 

2.1   Extracting Text Classification Features 

While coding the training data, we developed both defining features and properties for 
each category.  The defining features convey the role and purpose of that category 
within the nursing care plan text schema while the properties provide suggestive clues 
for the recognition of that category.  The manual coding suggested to us that we were 
relying on five types of linguistic information during our coding.  The data, which 
would provide these evidence sources, were then analyzed statistically and translated 
into computationally recognizable text characteristics.  The five sources of evidences 
are described in the following. 
 
Lexical Evidences: This source of evidence is a set of one, two, three word phrases 
for each component.  The set of lexical evidences for each component was chosen 
based on observed frequencies and distributions. Only the words or phrases with suf-
ficient occurrences and statistically skewed observed frequency of occurrences in a 
particular component were used. 

After all coded training data are processed by the lexical evidence extraction mod-
ule, the frequency distribution of each piece of lexical evidence is further processed to 
generate the probability information.  For example, ‘  (English transla-
tion: it seems to be)’ occurred three times in the clause coded as ‘Facts’, six times in 
the ‘Summary’ clauses, and 15 times in ‘Evaluation’ in the training data set.  This 
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tells us that the clause should be coded as ‘Facts’ three out of 24 times if the sentence 
includes  as an example of three word lexical evidences.  In the same 
manner,  is indicated six out of 24 times as ‘Summary’, and 15 out of 
24 times as ‘Evaluation’.  After all one, two, and three-word lexical evidence based 
on probability calculation is completed, a series of normalization processes is applied 
to weed out unreliable lexical evidences and also to remove other influences such as 
likelihood of component occurring.  As each clause is processed, the lexical evidences 
for the words and phrases in the clause are combined using the Dempster-Shafer The-
ory of Evidence [13].  At the end of all processing, each clause is assigned with four 
numbers ranging from zero to one.  One number represents the clause’s probability of 
having been correctly coded as ‘Facts’.  Other numbers are the probability figures for 
‘Summary’, and ‘Evaluation’. 

 
Syntactic Evidences: We utilize two types of syntactic evidences: 1) typical sentence 
length as measured in the average number of words per clause for each category and 
2) individual part-of-speech distribution based on the output of the part-of-speech 
tagging.  This evidence helps to recognize those categories, which tend to have a 
disproportionate number of their words be of a particular part of speech.  For exam-
ple, ‘Observed’ category clauses tend to have comparatively small number of adjec-
tives. 

 
Tense Evidences: Some components tend to contain verbs of a particular tense more 
than verbs of other tenses.  For example, ‘Fact’ clauses are almost always in the past 
or present perfect tense.  The tense evidence is a byproduct of part-of-speech tagging.  

 
Document Structure Evidences: There are two types of document structure evi-
dences.  Firstly, nursing care plans have section headings, which are closely aligned 
with three major categories.  For example, ‘Health related Information’ section rarely 
had clauses, which are categorizes as ‘Summary’ or ‘Evaluation’. Thus, we utilized 
the heading information as another evidence source.  Secondly, we included the rela-
tive position of each clause with respect to the source paragraph as another evidence 
source. 

 
Order of Component Evidences: This source of evidence replies on the tendency of 
categories to occur in a particular, relative order.  We calculated the frequency with 
which each category followed every other category and the frequency with which 
each category preceded every other category.  The results are stored in two seven-by-
seven matrices.   

2.2   Text Classification 

To assign a basic category label to each clause, each clause in the training data set is 
categorized according to the predetermined nursing care plan text schema.  The first 
text classification task involves manually coding all clauses in a set of training docu-
ments in preparation for feeding the automatic system.  Each clause is classified as 
“in” or “out” of the individual categories as outlined by the category definitions.  The 
next step is to take these manually classified clauses and process them through the 
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trainable text classification system. During this process, it builds a vector of lexical 
evidences, syntactic evidences, tense evidences, and document structure evidences.  
Multi-level Natural Language Processing outputs are the basis for these textual data 
feature representations. 

 

 
 

Fig. 2. Mind Map for Patient HS 

3   Making a Mind Map Visual Representation 

Our goal is to make a mind map of a patient along with all related factual and evalua-
tive information about the patient.  The Figure 2 shows a mind map representation 
about a patient, who is referred as HS. 

For this research, we used PersonalBrain, a commercial off the shelf software from 
The Brain Technologies Corp (http://www.thebrain.com/). PersonalBrain is an infor-
mation visualization system, which enables the users to link information into a net-
work of logical associations.  PersonalBrain uses ‘Thoughts’ to refer ‘concepts’ and 
‘Links’ to refer ‘relations’. The Figure 2 shows ‘Health Maintenance, Altered’ and 
‘Social Isolation’ as the nursing diagnoses for the patient HS.  Each nursing diagnosis 
is preceded by ‘D’.  Nursing Outcome is preceded by ‘O’ and Intervention is preceded 
by ‘I’.  PersonalBrain truncates the labels of each node in the graph if the label is too 
long.  The full label is revealed when the user moves the cursor on top of the node.  
The user can make any node a central node by double clicking on it.  The mind map 
represented in PersonalBrain is dynamically repositioned to minimize the overloading 
of the visual representation in small screen space. At the top of the mind map, there is 
a factual information summary observed by the nurse. “Patient complain about facil-
ity’ is preceded by ‘FS’, which stands for ‘factual summary’.  ‘E’ is for the evaluative 
statement by the nurses. 
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4   Implementation and Evaluation 

The computational modeling of instantiating a discourse-level model of the nursing 
care plan texts and converting the traditional nursing care plan to the mind map visual 
representation is an ongoing effort. We developed a prototype system by manually 
analyzing fifteen sample care plans and tested our system using fifteen unseen care 
plans.  The first run and evaluation of the correctly categorizing four basic categories 
resulted in 80% of the sentences being correctly identified.   

There is no directly comparable nursing care plan text classification system.  How-
ever, a news text classification system, which assigned sentences into one out of four-
teen categories, performed at 72% correct rate in the fully automatic mode and 80% 
correct rate with various manual heuristic adjustments [11].  It should be noted that 
our text classifier did not utilize the second iteration of incorporating the sentences, 
with certainty membership value close to zero, as a part of new training data set.  We 
believe the addition of this process will improve the correctness of our system. 

5   Summary 

Although we are clearly in the early stages of developing a patient modeling system 
based on the mind map representation scheme through the use of nursing care plan 
discourse modeling and information extraction system, we find these results quite 
promising and eager to share our premature but empirical results and experiences in 
creating an operational system with other researchers. 

We expect the resulting mind map to aid both nursing students and practitioners 
finding the nursing process examples of making proper nursing diagnosis.  They can 
review what others have done to learn from the sound decisions and the mistakes. 

There are many tasks that we have yet to finish.  The major missing task is the us-
ability evaluation of the resulting mind map. We also need to increase the size of test 
data set to improve the reliability of the evaluation results. 

We have applied the nursing care plan discourse model to the actual care plans by 
coding a small set of sample texts.  This effort in conjunction other automatic dis-
course modeling works, we argue that it is possible to extract a particular section of 
the texts by utilizing a text type specific discourse model.   

References 

1. Sparks. S.M. and Taylor, C.M., Nursing Diagnosis Reference Manual 5th Edition, Spring-
house, Springhouse, Pennsylvania, 2000. 

2. Doenges, M., and Moorehead, M.F., Application of Nursing Process and Nursing Diagno-
sis: An Interactive Text for Diagnostic Reasoning 4th Edition, F.A. Davis Co., Philadel-
phia, Pennsylvania, 2003. 

3. Mueller, A., Johnston, M. & Bligh, D.: Joining mind mapping and care planning to en-
hance student critical thinking and achieve holistic nursing care. Nursing Diagnosis 
13(1):24-27 (2002). 

4. Jones, L.B.: Pragmatic aspects of English text structure. Summer Institute of Linguistics, 
Arlington, TX (1983). 



 Patient Modeling Using Mind Mapping Representation 901 

5. Rumelhart, D.: Understanding and summarizing brief stories. In D. LaBerge and S.J. 
Samuels (Editors) Basic processes in reading: Perception and comprehension. Hillsdale, 
NJ: Lawrence Earlbaum Associates: 265-303. (1977) 

6. Rumelhart, D.: Schemata: the building blocks of cognition. In R. Spiro, B. Bruce, & W. 
Brewer (Editors) Theoretical issues in reading comprehension: Perspectives from cogni-
tive psychology, linguistics, artificial intelligence and education. Hillsdale, NJ: Lawrence 
Earlbaum Associates: 33-8. (1980) 

7. van Dijk, T.A.: News analysis: Case studies of international and national news in the 
press. Hillsdale, NJ: Lawrence Earlbaum Associates. (1988) 

8. Cohen, R.: Analyzing the structure of argumentative discourse. Computational Linguistics, 
13. 11-24. (1987) 

9. Alvarado, S.J.: Understanding editorial text: A computer model of argument comprehen-
sion. Boston, MA: Kluwer Academic Publishers. (1990) 

10. Liddy, E.D.: The discourse-level structure of empirical abstracts: An exploratory study. In-
formation Processing and Management 27.1, Tarry Town, NY, Pergamon Press: 55-81. 
(1991) 

11. Liddy, E.D., McVearry, K.A., Paik, W., Yu, E., and McKenna, M.: Development, Imple-
mentation and Testing of a Discourse Model for Newspaper Texts. Proceedings of a Hu-
man Language Technology Workshop. Plainsboro, NJ, Morgan Kaufmann Publishers: 
159-164. (1993) 

12. Paik, W. and Lee, J.: Extracting Legal Propositions from Appellate Decisions with Text 
Discourse Analysis Methods. Lecture Notes in Computer Science (LNCS) Vol. 3292, 
Springer-Verlag: 621-633. (2004) 

13. Pearl, J.: Probabilistic reasoning in intelligent systems: networks of plausible inference, 
Morgan Kaufmann Publishers, San Francisco, CA. (1988) 



V.N. Alexandrov et al. (Eds.): ICCS 2006, Part IV, LNCS 3994, pp. 902 – 909, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

A Technique for Code Generation of USN Applications 
Based on Nano-Qplus*  

Kwangyong Lee1, Woojin Lee2, Juil Kim2, and Kiwon Chong2 

1 Ubiquitous Computing Middleware Team, ETRI, Daejeon, Korea 
kylee@etri.re.kr 

2 Department of Computing, Soongsil University, Seoul, Korea 
{bluewj, sespop}@empal.com, chong@ssu.ac.kr 

Abstract. A technique for automatic code generation of USN applications 
based on Nano-Qplus is proposed in this paper. Nano-Qplus is a sensor network 
platform developed by ETRI. Programs of nodes such as sensors, routers, sinks 
and actuators in a sensor network are automatically generated through the tech-
nique. Developers can implement USN applications from models of sensor 
networks. The execution code is generated by setting attribute values of each 
node according to the model through the script proposed in this paper. Through 
the technique of this paper, developers can easily implement USN applications 
even if they do not know the details of low-level information. The development 
effort of USN applications also will be decreased because execution codes are 
automatically generated. Furthermore, developers can perform early test 
through rapid code generation, so the verified code is generated by correcting 
errors in the early development stage. 

1   Introduction 

Ubiquitous sensor network (USN) is a wireless network which consists of a lot of 
lightweight, low-powered sensors. A lot of sensors which are connected to a network 
sense geographical and environmental changes of the field. They transmit the sensing 
data to a base station and the data is transmitted to users through sensor network 
server. Collection of information in USN is performed through this process. Through 
USN, things can recognize other things and sense environmental changes, so users 
can get the information from the things and use the information anytime, anywhere. 
The sensor networks can be used for various application areas such as home, health, 
and robot.  

However, it is difficult to construct USN applications. Resources of nodes in a sen-
sor network are limited and wireless communication between nodes is unreliable. 
Nodes should also perform low-power operations. Developers should consider these 
facts, so it is very difficult to construct USN applications. Therefore, it is need to 
make developers can simply design USN applications by abstracting the details of 
low-level communication, data sharing, and collective operations.  

Accordingly, a technique for automatic code generation from a simple design of 
USN application is proposed in this paper. Programs of nodes such as sensors, 
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routers, sinks and actuators in a sensor network are automatically generated by setting 
attribute values of a script proposed in this paper. Therefore, developers can easily 
develop USN applications even if they do not know the details of low-level commu-
nication, data sharing, and collective operations. The technique of this paper brings 
focus to USN application on a sensor network platform known as Nano-Qplus [1, 2]. 

2   A Technique for Code Generation of USN Applications  

A programming model to construct USN applications based on Nano-Qplus is pre-
sented in this section. It is compared to the existing programming models for USN 
applications. Moreover, the script for the design of an application and the algorithm 
for automatic code generation of the application are presented. 

2.1   Concepts of the USN Programming 

Figure 1 presents the concept of USN programming described in existing works [3, 4, 
5, 6, 7, 8]. A modeling is done and a simple program based on the model is written 
using the high level language or the simple script. Then the code is automatically gen-
erated according to the program. It is important that the program is written using the 
high level language or the script. The high level language or the script helps users to 
construct applications, even though they do not know the details of low-level informa-
tion of USN. A specification-level language, a script language, or APIs were proposed 
in order to abstract the low-level information in the related works. However, users 
should learn the proposed language, the script language or APIs in order to develop 
USN applications using these techniques.  

 

Fig. 1. The concept of USN programming in the existing works 

A technique to complement the existing techniques for construction of USN appli-
cations is proposed in this paper.  

 

Fig. 2. The concept of USN programming in this paper 

Figure 2 presents the concept of USN programming proposed in this paper. Devel-
opers can implement USN applications by automatically generating execution code of 
each node in the sensor networks after they do modeling the sensor networks and set 
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attribute values of each node according to the model. The execution code is automati-
cally generated by setting attribute values of each node through a script. Therefore, 
users can construct USN applications without learning a language or APIs. 

2.2   The USN Programming Model 

Figure 3 shows the USN programming model proposed in this paper. USN model is 
designed, and attribute values for sensor nodes, router nodes, sink nodes, and actuator 
nodes in the model are set through scripts. Modules and code templates which are 
provided by Nano-Qplus are selected according to the attribute values of scripts, so C 
codes for each node are automatically generated.  

 

Fig. 3. USN programming model 

Nodes in a USN communicate with each other through Store&Forward method. 
Templates to generate programs of nodes according to that method are presented in 
this paper. Figure 4, 5, 6 and 7 show templates which contain modules provided by 
Nano-Qplus in order to generate programs for sensor nodes, router nodes, sink nodes, 
and actuator nodes. 

 

Fig. 4. Modules of a sensor node Fig. 5. Modules of a router node 

Four types of nodes contain the same modules generally, but the contents of the 
modules are dependent upon the node type. For example, main role of a sensor node 
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is to send sensing data to other nodes, so the contents of rf_send_data() module are 
dependent upon the script setting for the sensor node. Main role of a router node is to 
send data received from a node to other nodes, so the contents of rf_net_scheduling() 
module are dependent upon the script setting for the router node. Moreover, main role 
of a sink node and an actuator node is to process data, so the contents of 
rf_recv_data() module are depedent upon the script setting for the sink node and the 
actuator node. 

 

 

Fig. 6. Modules of a sink node 

 

Fig. 7. Modules of a actuator node 

2.3   A Script for Generation of USN Applications 

To generate the application from the designed model, the script which can easily con-
figure the attributes of each node in USN is proposed. Figure 8 shows the script. 

The script has been written as a typical script language [9] which is used for con-
figuring environment in Linux, so most of users can easily use it. If users configure 
the attributes of each node using the script, a program code for each node is automati-
cally generated based on the script. 
 

 

Fig. 8. A script for automatic code generation 

The script showed in figure 8 has been written for generating the application on a 
sensor network platform known as Nano-Qplus. 



906 K. Lee et al. 

2.4   An Algorithm for Generation of USN Applications 

The following is the process for generating source code to control each node based on 
the script. 

Step 1 – Read Config_Info(.config) file in order to get the attribute values of a 
node. 
Step 2 – Parse Config_info(.config) file and find out selected modules. Then read 
headers, data and function codes from HashTable_Module according to the selected 
modules and save them to the template. 
Step 3 – Read main code from HashTable_Main based on selected modules and 
save it to the template.  
 

 

Fig. 9. An algorithm for generating USN application 

Fig. 10. HashTable_Module class 

Figure 9 presents the algorithm for generating source code of each node. Headers, 
data and function codes are generated by calling the functions of HastTable_Module 
class according to the type of the target node. 
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The HashTable_Module class used in the algorithm is presented in figure 10. The 
class includes getHeader(), getData() and getFunction() to generate the program for 
each node. These functions use the key and the value corresponding to the key de-
fined in a hash table through the getReplaceModule() function in order to get  source 
codes. HashTable_Module class generates the proper source code using a hash table 
dynamically because the codes of headers, data and functions are dependent upon the 
type of the node.  

Table 1. Structure of hash table 

Key Value 
Zigbee_Simple “&1_Zig_Simple_&2” 
Zigbee_MAC “&1_Zig_MAC_&2” 
Zigbee_MAC_StarMesh “&1_Zig_StarMesh_&2” 
Scheduler_FIFO “&1_Sche_FIFO_&2” 
Scheduler_PreemptionRR “&1_Sche_PreemptionRR_&2” 
Sensor_LIGHT “&1_Sensor_LIGHT_&2” 
Sensor_GAS “&1_Sensor_GAS_&2” 
Sensor_Temperature “&1_Sensor_Temperature_&2” 

 

It is necessary to define many hash tables according to the number of node type if a 
static hash table which has the keys and values for one node type is used. Moreover, 
the codes to control the hash tables must be written additionally according to the 
number of hash tables. It is necessary to define a new hash table and to write the code 
to control the hash table if a new type of the node is added. 

However, there is no need to define a new hash table when a new type of the node 
is added if a dynamic hash table is used. No additional codes are needed such as con-
trol codes for hash tables. The structure of dynamic hash table used in the 
HashTable_Module class is presented in table 1. The key of the hash table is the name 
of a module provided by Nano-Qplus. Strings such as “&1” and “&2” in the key 
value are dynamically replaced according to the type of module and node. When the 
type of each node is determined, the string “&1” is replaced with the type, and “&2” 
is replaced with “H” (means Header), “D” (means Data) or “F” (means Function) 
based on the type of required module. Following is an example. 

i.e.) If the Zigbee_Simple module for radio frequency communication of a node is 
selected, “&1_Zig_ Simple_&2” value is selected from the hash table. Then, the 
value is replaced as follows by calling functions of HashTable_Module class.  
setType(“SINK”);  “SINK_Zig_Simple_&2”  
getHeader(“Zig_Simple”)  “SINK_Zig_Simple_H”  
getFunction(“Zig_Simple”)  “SINK_Zig_Simple_F”  
“SINK_Zig_Simple_H” is the name of a file which contains header codes of the 
ZigBee_Simple module for a sink node, and “Sink_Zig_Simple_F” is the name of 
a file which contains function codes of the ZigBee_Simple module for a sink 
node. 
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3   Case Study with Gas Monitoring System 

An USN application for Gas Monitoring System such as figure 11 has been developed 
using the proposed technique in this paper.  
 

 

Fig. 11. Gas Monitoring System 

A USN model was designed for the Gas Monitoring System. In the model, sensor 
nodes sense gas data and transmit the data to router nodes. The router nodes receive 
the data and transmit it to the sink node. The sink node receives the data, computes it 
and transmits it to the actuator node. The actuator node performs an action according 
to the threshold value. 

The system of figure 11 was developed after the application was automatically 
generated using a script based on designed model. Result that applies, sensing data 
was forwarded from sensor node to router node and router node sent forwarded data 
to sink node. An action command according to a gas value was forwarded from sink 
node to router node and router node sent forwarded the action command to actuator. 

The figure 12 is an example to set the attribute values of the script in order to gen-
erate automatically the program of the sink node. The USN application was automati-
cally generated by setting the attribute values of each node through the script. 

 

 

Fig. 12. An example of attribute values setting using the script 
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4   Conclusion 

The technique for automatic code generation of USN applications based on Nano-
Qplus is proposed in this paper. Developers can implement USN applications by 
automatic generation of execution code of each node in the sensor networks after they 
make models of the sensor networks and set attribute values of each node according 
to the model using the script. The script for automatic code generation of each node is 
proposed in this paper. The templates and an algorithm for automatic code generation 
are also presented. Through the technique of this paper, developers will easily imple-
ment USN applications even if they do not know the details of low-level communica-
tion, data sharing, and collective operations. The development effort of USN applica-
tions also will be decreased because execution codes are automatically generated. 
Furthermore, developers can perform early test through rapid code generation, so the 
verified code is generated by correcting errors in the early development stage. 
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Abstract. The real-time tracking system is an essential component in the devel-
opment of low cost sensor networks to be used in pervasive and ubiquitous 
computing. In this paper we address the interference problem of the sensor net-
work platform that uses ultrasonic for location tracking. We also present a novel 
scheme reducing the error rate caused by interference, which is particularly 
suited for supporting context-aware computing. It is achieved by considering 
the speed variance of the mobile node and thereby correcting the interference 
errors. Performance evaluation using an actually implemented platform, Pharos, 
reveals that the proposed scheme outperforms the three existing schemes. It also 
identifies that error rate decreases as the number of packets transmitted for dis-
tance estimation increases, while it increases as the speed of the mobile node 
increases. 

Keywords: Indoor tracking, interference problem, location-aware, sensor net-
work, ubiquitous. 

1   Introduction1 

The wireless sensor network is an emerging technology that may greatly aid humans 
by providing ubiquitous sensing, computing and communication capabilities through 
which people can more closely interact with the environment wherever they go. To be 
context-aware, one of the central issues in the sensor network is location- aware and 
tracking, whose goal is to monitor the path of a moving object. Ubiquitous and perva-
sive environment presents opportunities for a rich set of location-aware applications 
such as car navigation and intelligent robots, interactive virtual games, habit monitor-
ing, logistics service, tracking, etc [1,2]. Typical indoor applications require better 
accuracy than what the current outdoor location systems provide. Outdoor location 
technologies such as GPS [3] have poor indoor performance because of the harsh 
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nature of indoor environments. Indoor environments often contain substantial 
amounts of metal and other reflective materials that affect the propagation of radio 
frequency signals in non-trivial ways, causing severe multi-path effects, dead-spots, 
noise, and interference [4,5,6].   

Cricket is an indoor location system for pervasive and sensor-based computing en-
vironments such as those envisioned by MIT's Project Oxygen [7]. Cricket has been 
widely adopted as the indoor tracking platform. It provides fine-grained location in-
formation such as space identifiers, position coordinates, and orientation to the appli-
cations running on handhelds, laptops, and sensor nodes. However, Cricket has seri-
ous interference problem when the cricket-based node moves. 

In this paper we present a novel scheme reducing the interference problem of the 
location tracking system that is particularly suited for supporting context-aware com-
puting. It is achieved by considering the speed variance of the mobile node and 
thereby correcting the interference errors. The proposed location platform is called 
Pharos and the new algorithm for interference problem is called IAA (Interference 
Avoidance Algorithm). Performance evaluation using the actually implemented plat-
form, Pharos, reveals that the proposed scheme outperforms the three existing 
schemes in terms of the error rate in the location estimation. It also identifies that the 
error rate decreases as the number of packets transmitted for distance estimation in-
creases, while it increases as the speed of the mobile nodes increases. 

The rest of the paper is organized as follows. We first present the related works in 
Section 2. In Section 3 we describe the proposed new algorithm and system. Section 4 
illustrates the performance evaluation of the proposed scheme. Our conclusions and 
future work are presented in Section 5. 

2   The Related Works 

2.1   Localization Method with Cricket  

The researchers distinguish two different indoor location architectures. The active 
mobile architecture has an active transmitter on each mobile device, which periodi-
cally broadcasts a message on a wireless channel. The receivers deployed in the infra-
structure like the ceilings and walls listen to such broadcasts and estimate the distance 
to the mobile device on each broadcast they hear. This architecture has a limited scal-
ability in the ubiquitous environment. In contrast, the passive mobile architecture 
exchanges the locations of the transmitter and receiver. Here, the beacons deployed at 
known positions in the infrastructure periodically transmit their location or identity on 
a wireless channel, and the passive receivers on mobile devices listen to each beacon. 
Each mobile device estimates its distance to every beacon it hears and uses the set of 
distances to estimate its position [6,7]. There exist merit and demerit in the two meth-
ods above. Generally, mobile nodes are tightly constrained in terms of transmission 
power, on-board energy, processing capacity and storage. Therefore, Cricket em-
ployed the passive mobile architecture.  

Cricket decided to use a combination of RF and ultrasound hardware to enable a 
listener to determine the distance to the beacons, from which the closest beacon can 
be more unambiguously inferred. Figure 1 shows how a cricket achieves this by 
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measuring the one-way propagation time of the ultrasonic signals emitted by a bea-
con, taking advantage of the fact that the speed of sound in air (about 1.13 ft/ms at 
room temperature) is much smaller than the speed of light (RF) in air. On each trans-
mission, a beacon concurrently sends information about the space over RF, together 
with an ultrasonic pulse. When a listener hears the RF signal, it uses the first few bits 
as training information and then turns on its ultrasonic receiver. It then listens to the 
ultrasonic pulse, which will usually arrive a short time later. The listener uses the time 
difference between the receipt of the first bit of RF information and the ultrasonic 
signal to determine the distance to the beacon. Of course, the value of the estimated 
distance is not as important as the decision on which the closest beacon is. The use of 
time-of-flight of signals for measuring the distance is not a new concept. 

 

 

Fig. 1. Measuring the location of a Cricket 

2.2   Interference Problems  

While Cricket has an attractive property that its decentralized beacon network is easy 
to configure and manage, it comes in the absence of explicit coordination. There is no 
explicit scheduling or coordination between the transmissions of different beacons 
that may be in close proximity, and the listeners do not transmit any information to 
avoid compromising privacy. This lack of coordination can cause RF transmissions 
from different beacons to collide, and may cause a listener to wrongly correlate the 
RF data of one beacon with the ultrasonic signal of another, yielding false results. 
Furthermore, ultrasonic reception suffers from severe multi-path effects caused by 
reflections from the walls and other objects, and these are orders of magnitude longer 
in time than RF multi-path because of the relatively long propagation time for sound 
waves in air. In fact, this is one of the reasons why it is hard to modulate data on the 
ultrasonic signal, which makes it a pure pulse. Thus, the listener’s task is to gather 
various RF and ultra-sound (US) samples, deduce and correlate the {RF,US} pairs 
that were sent concurrently by different beacons, and choose the space identifier sent 
from the pair with the smallest distance [7]. 
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To better understand the effects of interference and multi-path (due to reflected 
signals) on distance estimation, we characterize different RF and ultrasonic signals 
that a listener can hear in Figure 2. Consider the RF and ultrasonic signals sent by a 
beacon, A, and an interfering beacon, I. The listener potentially hears the followings. 
We only need to consider the cases when a US pulse arrives while some RF signal is 
being received. The reception of the first ultrasonic signal US-A, US-RA, US-I, or 
US-RI while RF-A is being received will cause the listener to calculate the distance to 
A using the time interval between the detection of RF-A and the particular ultrasonic 
signal. This is because the listener, after receiving the RF signal from a beacon, waits 
for the first occurrence of an ultrasonic pulse to determine the distance. All subse-
quent ultrasonic receptions during the reception of the RF message are ignored. Of 
course, if the direct signal US-A is the first one to be received, the listener correctly 
estimates the distance to A. However, wrong correlation of any other ultrasonic signal 
with RF-A could be problematic. RF-A is the RF signal from A, US-A is the direct 
ultrasonic signal from A, US-RA is the reflected ultrasonic signal from A, RF-I is the 
RF signal from I, US-I is the direct ultrasonic signal from I, and US-RI is the reflected 
ultrasonic signal from I, respectively. 

 

 

Fig. 2. The effect of interference problem 

2.3   The Existing Solution for Interference Problem 

Priyantha et al. [8] developed and compared three simple algorithms determining the 
closest beacon and overcoming the interference problem discussed above. These algo-
rithms are useful with fixed or slowly moving nodes. 

 Majority Algorithm 
This is the simplest algorithm, which pays no attention to estimating the distance 
but simply picks the beacon of the highest frequency in the received data set. 
This algorithm does not use ultrasonic signals for determining the closest bea-
con, and as we find from our experiments, its performance is not good. We con-
sider this algorithm primarily for the comparison with other algorithms. 

 MinMean Algorithm 
Here, the listener calculates the mean distance from each unique beacon for the 
set of data points. Then, it selects the beacon with the minimum mean as the 
closest one. The advantage of this algorithm is that it can be computed with 
small information as a new sample updates the mean in a straightforward way. 
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The problem with this algorithm is, however, that it is not immune to the multi-
path effects that cause the distance estimates to display modal behavior; where 
computing a statistical metric like mean (or median) is not reflective of any ac-
tual beacon position. 

 MinMode Algorithm 
Since the distance estimates often show a significant modal behavior due to re-
flections, this approach of highest-likelihood estimate computes the per-beacon 
statistical modes over the past n samples (or time window). For each beacon, the 
listener then picks the distance corresponding to the mode of the distribution, and 
uses the beacon that has the minimum distance value among the modes. 

3   The Proposed System 

The aforementioned interference avoidance algorithms show good performance for 
only slowly moving node. Especially, referring to the result above, the MinMode 
algorithm performs the best. However, since the nodes have relatively high mobility 
in real-life, a different log is chosen for the mobile node to correctly distinguish the 
real data from the noise provided by a same beacon, disregarding any presence of 
interference. 

The log value increases proportionally to the speed of the mobile node; the faster 
the mobile nodes move, the greater the log value is. In this paper we consider the 
speed variance of the mobile node and propose a technique for correctly measuring 
the distance of the mobile node by correcting the interference errors.  

3.1   Interference Avoidance Algorithm (IAA) Using Speed Prediction  

Figure 3 shows a mobile node moving from A(XA, YA) to B(XB, YB) during a time in-
terval T(TB  TA). The beacons are placed apart with a constant distance M. If DA 
and DB are the distance measured at time TA and TB, respectively, the speed prediction 

Vreal can be derived with the following equation. 

T

AB
Vreal ∆

−=∆                                                       (1) 

The mobile node is considered to be out of range if T does not satisfy the follow-
ing equation. 

)  ,  ( geout of ranthenMVTif
V

M
T real

real

≥×∆≤∆                    (2) 

The speed of the mobile node moving from A to B can be predicted using the fol-
lowing equation.  

)1 (0 )  1( ≤≤∆+∆=∆ ααα historylastpred VVV                          (3) 

The predictive value Dpred of DB can be derived by applying the reversed trilatera-
tion to Eq. (3). Eventually, any value exceeding Dpred is regarded as an error caused 
by interference and thus excluded from the calculation to obtain correct DB value. 
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Fig. 3. The relationship between the velocity and distance measurement 

3.2   Hardware Architecture 

Figure 4 shows the Pharos system developed for real-time tracking of localization in 
indoor environments. The Pharos is compatible with MIT's Cricket. The Pharos con-
tains a TI MSP430 processor with 8 kilobytes of flash memory for program and 512 
bytes of SRAM for data. It uses a 2.4GHz RF wireless transceiver and three LEDs for 
output indication. A low power 40 KHz ultrasonic transceiver is used for distance 
measurement.  

 

Fig. 4. The Pharos real-time tracking platform and hardware block diagram 

4   Performance Evaluation 

The experiment aims at determining the system performance when the listener is 
mobile. For a mobile listener, being able to obtain accurate location information in 
short time is important. The listener crosses the boundary at two speeds each time (vt 
= 1, 3). Each time the listener crosses a boundary, a transition event and a timestamp 
are logged. Once crossing the boundary, the listener remains standstill for a short 
period of time to determine how long it takes to stabilize to a correct value, and then 
the experiment is repeated for the next boundary. When analyzing the data, the logged 
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transition events are used to determine the node’s actual location with respect to the 
location reported by the listener. Note that in this experiment, the listener is always 
located relatively close to the boundaries.  
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(a) vt = 1m/sec                                        (b) vt = 3m/sec 

Fig. 5. The error rates for a mobile Pharos listener 

Figure 5 shows the location error rate at the listener for the four algorithms com-
pared. The error rate is calculated over the number of packets during which the lis-
tener moves around a location with a velocity (vt). Referring to the result above the 
proposed IAA performs the best among the four inference algorithms. Figure 5(a) 
shows that the IAA reduces the error rate to below 5% when the number of packets is 
larger than 60. Note that the error rate of the interference avoidance algorithms in-
creases if the moving speed of the node increases. It is also evident that large number 
of packets transmitted to estimate the location provide better results than with small 
number of packets, which is expected since a larger transmission counts provides the 
algorithm with more information to work on.  

5   Conclusion and Future Work 

We have studied how to overcome the problems in the existing methods measuring 
the distance in indoor ubiquitous environment. Through actual experiment, we found 
that real-time tracking is difficult because of interference between the sensor nodes. In 
this paper we have presented a new IAA (Interference Avoidance Algorithm) for 
reducing the error in the location identification due to interference within the infra-
structure based sensor network by considering the velocity of the moving node. The 
proposed IAA calculates the distance using the velocity predicted based on the previ-
ously measured velocity. The calculated distance corrects the error induced by inter-
ference. We also proposed a formula for velocity prediction and implemented a real 
platform. The experiment results show that the proposed IAA can reduce the error to 
below 5%, and it is always better than the existing interference avoidance algorithms. 
As the speed of the moving object grows, the results show that the error rate slightly 
increases as expected. 
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The proposed Pharos is intended for use indoors or in urban areas where outdoor 
systems like the Global Positioning System (GPS) do not work well. It can provide 
distance ranging and positioning of the precision of between 1cm and 3cm. Our future 
work directions include extending the prototype and using it for further applications. 
We also plan to develop a more efficient inference algorithm. We hope that the find-
ings in this paper will be helpful for design and implementation of real-time tracking 
system in ubiquitous computing environment. 
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Abstract. The development of embedded software has the tendency towards 
higher levels of abstraction. This development paradigm shift makes the 
synthesis of embedded software a key issue in the development of embedded 
software. In this paper, we present a new method of generating real-time tasks, 
which uses Component Sequence Diagram to organize tasks and assign their 
priorities. Moreover, we use simulated annealing algorithm to explore design 
space and iterate the process of task generation until an optimization 
implementation is obtained. Experimental evaluation shows this method can 
yield correct implementation and has better time performance. 

1   Introduction 

Synthesis of embedded software refers to the process from function specification to 
code implementation on a specific platform. It is a key problem in the design of 
embedded system. Non-functional requirements are implemented in task generation 
phase when synthesizing embedded software. Current research works often ignore or 
deal with non-functional properties roughly [3, 5]. In this paper, we focus our 
attention on the problem of task generation on single processor and propose a novel 
task generation method. Gu et al. [6] proposed a method of synthesizing real-time 
implementation from component-based software models. Our work is an extension of 
the work of Gu et al., which combines simulated annealing (SA) algorithm with 
Component Sequence Diagram (CSD). We use SA to explore design space and CSD 
to organize tasks, to assign their priorities, and to prune the search space of simulated 
annealing algorithm. The process of task generation is iterated until an optimization 
implementation is obtained. 

The rest of this paper is organized as follows. Section 2 presents the computational 
model. Section 3 describes the process of task generation. Section 4 gives the 
experimental results and the conclusions of this paper. 

2   Computational Model 

The software model before task generation is called the structural model, and the 
software model after task generation is called the runtime model. 
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Structural Model. We use the structural model proposed in [1]. A transaction is 
defined as a series of related components’ actions triggered by an event. An example 
of structural model is shown in Fig. 1. 

C4

E1 C2 C3 E2 C5 C6Tr1

Tr2

C1 Tr3

 

Fig. 1. Structural model consisting of three transactions 

Runtime Model. The runtime model is based on task sequences. It is a sequence of 
related tasks communicating with each other through events. 

3   The Implementation of Task Generation 

The problem of assigning priorities to tasks for obtaining a schedulable system is an 
NP-hard problem [7]. Similarly, the problem of task generation is an NP-hard 
problem, too. It usually resorts to heuristic algorithms. Unfortunately, heuristic 
algorithms would result in high computation overhead because of large search space. 
Here we use a diagram, CSD, to describe assignment sequence of components. It has 
no scale and only denotes the constraints of time sequence (CTS). Since the 
assignment of components on CSD denotes a kind of execution orders of components 
according to the constraints of time sequence, we can organize components into tasks 
and assign their priorities according to their places on CSD. The process of task 
generation is shown in Fig. 2. It includes two phases: initialization and task 
generation. Task generation is performed iteratively until an acceptable Critical 
Scaling Factor (CSF) [2] is obtained or no schedulable task set can be found. 

Component
Order

Adjustment
Initialization

Priority
Mapping

CSF
Check

End

F

T

F: false   T: true

F

T

Task Generation

Transation
Set

 

Fig. 2. The process of task generation 

3.1   Initialization 

The purpose of initialization is to abstract the constraints of time sequence between 
components and to obtain a feasible component arrangement scheme that accords with 
their CTS. It includes three steps: First, generate the transaction set. Only the 
transactions within the least common multiple (LCM) of all periods of transactions in 
the structural model need to be generated. We introduce the notion of virtual 
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transaction. A transaction with the period less than LCM is divided into multiple virtual 
transactions. Second, abstract the constraints in transactions and virtual transactions. 
Third, assign all the components of transactions and virtual transactions obtained in the 
first step on CSD, while satisfying the constraints obtained in the second step. 

3.2   Task Generation 

The purpose of task generation is to find a task set with acceptable CSF. It includes 
three steps: First, adjust component order to search for all feasible assignment 
schemes of components in the search space of SA. Second, merge the components 
that belong to the same transaction and are adjacent into a task and assign their 
priorities. Third, check Whether CSF is acceptable. The worst-case local response 
time of a task can be obtained using the formula presented in [4]. A task sequence’s 
worst-case local response time (WCRT) is the sum of the worst-case local response 
time of all its tasks. After all task sequence’s WCRT is computed, we can obtain the 
CSF of a system according to the deadlines of all task sequences. 

The complete process of task generation is shown in Algorithm TG. 

Algorithm TG (TS) 
/* TS is the set of transactions. TE is the temperature 

of SA. E and E1 are the energy of components assignment on 
CSD. CSFexp is the expected CSF. Tmin is the threshold of 
temperature of SA */ 

TE = 10*max{ / | }
iTr ik iD C Tr RM∈ ; 

Initialize components assignment on CSD; 
E = 0; CSF = CSFold = 0; 
Priority mapping; 
Calculate CSF of the task set; 
E1 = -CSF; 
do { 

Select two components Ci and Cj randomly on CSD; 
if (Ci and Cj are exchangeable) 

Exchange their positions on CSD; 
else 
    continue; 

Priority mapping; 
Calculate CSF of the task set; 
if (E < E1)  

E1 = E; 
else { 

if (
1( ) / 0.5E E TEe − < )  

E = E1; 
else 

Return to the components assignment 
before exchanging; 

        } 
if (CSF > CSFold ) TE = TE*0.95; 

} while (CSF < CSFexp and T > Tmin) 
if (T <= Tmin) return false; 
return true; 
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4   Experiments and Conclusions 

In order to evaluate the effect of our algorithm, we compared our method, named 
SA+CSD, with the method only using SA. The results are shown in Fig. 3. 

 

Fig. 3. The result of experiments 

In this paper, we present a new method of task generation. It uses CSD to generate 
tasks and assign their priorities. By using of CTS, the speed of task generation is 
improved greatly. Our future work will focus on the influence of other resource 
constraints, such as memory, energy, on task generation. 
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Abstract. Active Shape Model (ASM) paradigm is a popular method for image 
segmentation where a priori information about the shape of the object of inter-
est is available. The effectiveness of the method is contingent upon a correct 
correspondence between model points and the features extracted from the im-
age. Extensive application of these models soon revealed one of their limita-
tions when, for a given model point, no obvious salient point can be found in 
the image. The primary cause of such limitation is due to weak edges and pres-
ence of abrupt noise which is the case with low light surveillance video images.  
In this paper we propose a fusion-based panoramic tracking algorithm of in low 
light images using multiple sensors. The proposed algorithm uses an IR and 
CCD sensor for image capture. The proposed tracking system consists of three 
steps: (i) pyramid based fusion algorithm, (ii) reconstruction of panoramic im-
age, and (iii) active shape model (ASM)-based tracking algorithm.  The ex-
perimental results show that the proposed tracking system can robustly extract 
and track objects on panoramic images in real-time. 

1   Introduction 

Video surveillance system is useful for monitoring large and complex environments 
such as large building, airport, etc. Motion detection and object tracking play an im-
portant role in video-based surveillance system, some of which are, i) adaptive back-
ground generation and background subtraction [1, 2], ii) selective pixel integration 
[3], and iii) region based tracking [4]. In this paper we target our algorithm for low 
light visual images where above mentioned method fails to perform. Using fusion-
based tracking we can integrate information from CCD and IR sensors and perform 
effective target tracking. For integrating and processing multi-sensor image we used 
panoramic imaging. The main advantage by doing so is they improve field of view to 
incorporate wide image observation region. Panoramic algorithm is carried out using 
direct linear transformation (DLT) and the singular value decomposition (SVD) algo-
rithm. Panoramic algorithm is merged with the pyramid bared fusion to over come 
heavy computational overhead and provide better visual quality. 
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2   Pyramid Based Fusion Algorithm 

2.1   Pyramid Construction for Image Fusion 

The pyramid representation can be used both for assessing the salience of the source 
image features, and for the reconstruction of the final image result. The following 
definitions for the pyramid are used. The fusion method described within this paper 
use a Laplacian pyramid representation. Laplacian pyramids are constructed for each 
image using the filter subtracts decimates (FSD) method. Thus the k’th level of the 
FSD Laplacian pyramid, k L, is constructed from the corresponding Gaussian pyra-
mid level k based on the relationship. 

 
(1 ),

k k k k
L G wG G w= − = −

 (1)  

Where w represents a standard binomial Gaussian filter, usually of 5x 5 spatial pixels 
extent. When constructing the FSD Laplacian, due to the decimation process and the 
fact that w is not an ideal filter, a reconstruction of the original image based on the 
FSD Laplacian pyramid incurs some loss of information.  

2.2   Feature Saliency Computation 

The feature saliency computation process, labeled sigma, expresses a family of func-
tions that operate on the pyramids of both images yielding saliency pyramids. In prac-
tice, these functions can operate on the individual pixels or on a local region of pixels 
within the given pyramid level. The saliency function captures the importance of what 
is to be fused. When combining images having different focus, for instance, a desir-
able saliency measure would provide a quantitative measure that increases when fea-
tures are in better focus. Various such measures, including image variance, image 
gradients, have been employed and validated for related applications such as auto 
focusing. The saliency function only selects the frequencies in the focused image that 
will be attenuated due to defocusing. Since defocusing is a low pass filtering process, 
its effects on the image are more pronounced and detectable if the image has strong 
high frequency content. One way to high pass filter an image is to determine its 
Laplacian or second derivative in our case. 

2 2

2

2 2
,k k

K

L L
L

x y
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∇ = +

∂ ∂
 (2)  

In order to accommodate for possible variations in the size of texture elements, we 
computer the partial derivative by using a variable spacing between the pixels used to 
compute the derivatives. Hence a discrete approximation to the modified Laplacian is 
given by, 

( , ) ,2 ( , ) ( 1, ) ( 1, ) 2 ( , ) ( , 1) ( , 1)ML i j I i j I i j I i j I i j I i j I i j= − − − + + − − − +  (3)  

Finally, the focus measure at a point ( , )i j is computed as the sum of modified Lapla-

cian values, in a small window around ( , )i j , that are greater than a threshold value. 
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= ≥  (4)  

The parameter determines the window size used to compute the focus measure. In 
contrast to auto focusing methods, we typically use a small window of size, i.e. 

1N = . The above equation can be referred to as sum modified Laplacian (SML). 

3   Reconstruction of Panoramic Image Construction Algorithm  

Most feature-based correspondence algorithms use DLT and SVD for 3D-
transformation and interpolation. We begin with a simple linear algorithm for deter-

mining H  given a set of four 2D to 2D point correspondences, '

i ix x↔ . The trans-

formation is given by the equation '

i ix Hx= . Note that this is an equation involving 

homogeneous vectors; thus the 2-vectors '
ix  and iHx  are not equal, they have the 

same direction but may differ in magnitude by a non-zero scale factor. The equation 

may be expressed in terms of the vector cross product as ' 0i ix Hx× = . This form will 

enable a simple linear solution for H  to be derived. 
The SVD is one of the most useful matrix decompositions, particularly for numeri-

cal computations. Given a square matrix A , the SVD is a factorization of A  

as A UDV Τ= , where U  and V  are orthogonal matrices, and D  is a diagonal matrix 

with non-negative entries. Note that it is conventional to write V Τ  instead of V  in 
this decomposition. The decomposition may be carried out in such a way that this is 
always done. Thus a circumlocutory phrase such as “the column of V  corresponding 
to the smallest singular value” is replaced by “the last column of V .” 

4   Active Shape Tracker 

The original ASM was first proposed by Cootes [2], [3]. Detection, analysis, and 
tracking a human body in a video sequence is a major application area for the ASM 
because the shape of the human body has unique combination of head, torso, and legs, 
which can be modeled with small number of parameters. In this section we briefly 
revisit ASM theory including three steps: (a) shape variation modeling, (b) model 
fitting, and (c) local structure modeling. 

4.1   Shape Variation Modeling  

Given a frame of input video, initial landmark points should be assigned on the con-
tour of the object either manually or automatically. Good landmark points should be 
at or close to the desired boundary of each object. A particular shape X is represented 
by a set of n landmark points which approximate its outline as  



 Active Shape Model-Based Object Tracking in Panoramic Video 925 

 

.],,,,,,[ 121
T

nn yyxxxX =  (5)  

Different sets of such landmark points make a training set. A shape in the training set 
is normalized in scale, and aligned with respect to a common frame, as shown in 
Fig.1. Although each aligned shape is in the 2n-dimensional space, we can model the 
shape with a reduced number of modes using the principal component analysis (PCA) 
analysis. The main modes of the template model, X , are then described by the eigen-

vectors ϕ of the covariance matrix C, with the largest eigen values [9]. 

4.2   Model Fitting  

We can find the best shape and pose parameters to match a shape in the model coor-
dinate frame, x, to a new shape in the image coordinate frame, y, by minimizing the 
following error function 

( ) ),( MxyWMxyE TT −−=  
(6)  

where M represents the geometric transformation of scaling (s), translation (t), and 
rotation (θ ). For instance if we apply the transformation to a single point, denoted by 

Tqp ],[ , we have 
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(7)  

After a set of pose parameters, },,{ stθ , is obtained, the projection of y on to the 
model coordinate frame is given as 

.1 yMx p
−=

 
(8)  

Finally, the parameters are updated as 

).( xxb p
T −= φ

 
(9)  

4.3   Local Structure Modeling 

In order to interpret a given shape in the input image based on ASM, we must find a 
set of parameters that best match the model to the input shape. If we assume that the 
shape model represents boundaries and strong edges of the object, a profile across 

each landmark point has an edge like local structure. Let 
,ig

i=1…, n, be the normal-

ized derivative of a local profile of length K across the i-th landmark point, 
g

and 

gS
 the corresponding mean and covariance, respectively. The nearest profile can be 

obtained by minimizing the following Mahalanobis distance between the sample and 
mean of the model as 
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(10)  

where mig ,  represents the shifted version of ig
 by m samples along the normal 

direction of the corresponding boundary. Figures 1 and 2 gives a schematic repre-
sentation of the ASM. Fig.2. shows the result of PCA and local structure model 
fitting. 

 

Fig. 1. Shape alignment: (a) Move centroid to origin, (b) find major axes of the shape,(c) rota-
tion for alignment 

                      
(a)                                                    (b) 

Fig. 2. (a) PCA analysis and (b) Local structure model fitting 

5   Experimental Results 

In this section we present the results of the proposed algorithm. Fig. 6 gives some 
examples of pyramid banned fusion algorithm. As can be seen the CCD sensor fails 
to provide complete object information in both canes due to low illumination envi-
ronment. But fusion with IR image in Fig 3(f) results in much more distinguishable 
object for tracking. In Fig 4 we provide results of panorama view. The panoramic 
reconstruction is carried out on fused image to provide wide view for object track-
ing. The object tracking results after panorama reconstruction is carried out using 
ASM. 

Experimental results show tracking in the dark no problem. This makes the best use 
of an advantage of CCD-camera and IR-camera.  
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(a)                                     (b)                                   (c) 

       
(d)                                     (e)                                   (f) 

Fig. 3. Results of multi-dimensional fusion of IR and CCD camera sequences. (a) input ccd 
image, (b) input IR image, (c) daubechies wavelet representation of CCD, (d) daubechies wave-
let representation of IR, (e) fusion result in wavelet domain, (f) reconstruction of fused wavelet. 

 

          
(a)                                          (b) 

     
(c)                                          (d) 

Fig. 4. Results of multi-dimensional fusion of IR and CCD camera sequences. (a), (b) input 
CCD image, (c),(d) input IR image, (e), (f) reconstruction of fusion 
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(e)                                          (f) 

Fig. 4. (Continued) 

 

Fig. 5. Generated panoramic image 

 

Fig. 6. ASM tracking on panoramic image 

6   Conclusion 

In this paper we proposed an automatic fusion-based panoramic tracking system. 
Pyramid fusion was extended to IR and CCD sensors. Active shape tracker was used 
to carry about object tracking. Experimental results prove the effectiveness of the 
proposed algorithm in real-time and low light environment. 
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Abstract. Self-organizing hierarchical ad hoc network (SOHAN) is a new 
network architecture that has been proposed to increase the scalability property 
of flat ad hoc networks. This paper describes how SOHAN interoperates 
efficiently with the Internet based on IPv6. Procedures for the autoconfiguration 
of a globally-routable address, routing and gateway discovery are presented.  
The amount of control overheads is reduced by taking advantage of cross-layer 
interaction and limited-scope broadcast (LSBC) techniques. Simulation results 
display SOHAN with the proposed interworking procedures outperforms 
conventional flat ad hoc networks in interworking with the Internet in terms of 
throughput capacity and scalability. 

Keywords: Ad hoc network, IPv6, Mobile IP, Interworking, Cross-layer 
interaction. 

1   Introduction 

Ad hoc networks have been studied extensively by the research community during the 
past several years motivated by their high potential for rapid deployment and cost 
benefits. The focus of most research works has been on stand-alone “flat” networks, 
in which no hierarchical relationship between nodes is assumed and every node 
contributes to multi-hop communication. One of the fundamental problems of the flat 
wireless networks is that they do not scale well. Gupta and Kumar describe that the 
throughput of a wireless network is bounded above and decreases as ( )nO 1  as n  

becomes large [1]. This motivates the investigation of a new wireless network 
architecture based on a hierarchical structure.  

SOHAN (Self-Organizing Hierarchical Ad hoc Network) is a novel ad hoc network 
architecture proposed by Ganu et al. that consists of three tiers, i.e. access points 
(AP’s), forwarding nodes (FN’s) and mobile nodes (MN’s) [2]. In this new 
architecture, the AP’s are connected together by high-speed wired links. Using high-
speed wired links not only increases the system capacity, but also provides a 
convenient framework for interconnecting to a wired network. This paper describes 
how SOHAN interoperates efficiently with the Internet based on IPv6.  
                                                           
∗ This work was supported by Grant No. R01-2001-00349 from the Korea Science & 

Engineering Foundation and Research Grant of Kwangwoon University in 2004. 
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The interworking of ad hoc networks with the Internet presents interesting 
challenges. For example, the global routing of the Internet cannot be directly applied, 
since each type of networks uses a different address architecture (i.e., flat vs. 
hierarchical) and routing protocols (i.e., host-specific vs. prefix matching). There exist 
several research works published in the literature that propose different approaches to 
interconnect the ad hoc networks and the Internet [3-8]. Most of them use Mobile IP 
to provide the mobile nodes (MN’s) with globally-routable addresses, i.e., care-of 
addresses (CoA’s) [3-9]. In this approach, a foreign agent (FA) acts as the 
interworking gateway. One of the main concerns of this approach is that it requires 
flooding-based operations. For example, duplicate address detection (DAD) in 
address autoconfiguration, gateway discovery and route discovery flood messages 
over the entire ad hoc networks. Flooding could decrease the throughput capacity of 
the network significantly. 

The interworking methods for SOHAN proposed in this work takes advantage of 
the hierarchical structure and routing mechanism such that efficient interworking is 
achieved without interworking gateways. Based on the expectation that IPv6 would 
become the unifying packet transport protocol in both the core and access networks of 
the future communication systems, we focus on the interworking with IPv6. 

The rest of this paper is organized as follows. In section 2, we introduce SOHAN 
architecture. In section 3, we present the detailed discussion on how the interworking 
can be achieved. In section 4, we show some simulation results. Finally, in section 5, 
we conclude our discussion. 

2   Self-organizing Hierarchical Ad Hoc Networks 

2.1   Architecture 

SOHAN is a novel self-organizing hierarchical ad hoc network architecture designed 
to provide significant improvements in systems capacity and performance relative to 
conventional float ad hoc networks. It consists of three tiers of radio nodes: low-
power mobile node (MN) at the lowest tier, high-power forwarding nodes (FN) at the 
mid-tier, and wired access points (AP) at the highest tier (Fig. 1). 

The MN operates on a single radio (e.g. 802.15.4) and, instead of directly 
connecting to other MN’s, it connects to an AP or FN of the best link quality. As a 
user device, the MN does not forward packets for other nodes. The bandwidth and 
energy-constrained MN’s do not communicate with an Internet host, but merely 
send/receive their data to/from the directly-connected AP’s or FN’s of much higher 
bandwidth and energy.  

The FN can have a direct radio connection with all three types of nodes. The main 
function of FN is to forward packets for other nodes by multi-hop ad hoc routing. It 
can be equipped with a single or two radio interfaces, one for FN-MN traffic and the 
other for the intra-FN and FN-AP traffic. The FN can be either fixed or mobile. The 
AP has both a radio interface (e.g. 802.11) and a wired interface to the wired links. 
The AP’s can be configured as an access router (AR). Multiple FN’s can be directly 
connected to the AP in ad hoc mode. The transmission speed of the wired links that 
connect the AP’s is assumed orders of magnitude faster than that of the wireless links.  
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Fig. 1. Self-Organizing Hierarchical Ad 
hoc Network (SOHAN) architecture 

Fig. 2. Message format of SOHAN beacon and 
association 

2.2   Topology Discovery 

The AP’s and FN’s use a self-organizing topology discovery protocol based on 
beacons. The beacon is an application-level message based on the 802.11 MAC 
beacons and used by the AP’s and FN’s to identify their one-hop neighbors. It carries 
information about the quality of physical links to other nodes within a radio range, 
which is used as the basis of determining the optimal logical network topology.  

Upon bootstrapping, all nodes enter a self-organizing phase by transmitting the 
beacons on their predetermined channels and repeat this phase periodically. Based on 
the beacons received, the FN’s and MN’s update their neighbor table and transmit the 
association messages to the best one-hop parent. The beacon and association 
messages share the same augmented message format (Fig. 2). 

2.3   Routing 

The routing protocol proposed in [2] is based on the topology discovery protocol. The 
neighbor table generated by the topology discovery protocol contains information 
about the next hop node (i.e., parent node) for each node to reach an AP. The 
neighbor tables are periodically exchanged between neighboring devices such that 
information about multi-hop paths can be incrementally built up in a similar way to 
the distance-vector routing protocol. The main purpose of this protocol is to enable 
data to flow from the MN’s towards the AP’s. Hence, entries for the MN’s are 
excluded from the neighbor table exchange. A packet sent across the boundaries of 
two subtrees would be routed via the wired links. This routing strategy is based on the 
assumption that the wired links connecting the AP’s provide much higher bandwidth 
than the wireless links. It may be sub-optimal since an ad-hoc path may exist that 
goes through the FN’s in less number of hops.  

More recently, a new L2.5 routing protocol based on AODV with appropriate 
modifications has been proposed [10]. This routing protocol, operating with the MAC 
addresses, sets up the initial routing table based on the neighbor table and adds an 
entry as a new route is found on-demand. The routes from the AP to the FN/MN’s are 
found by flooding RREQ (Route Request) messages or by reverse route setup when 
data packets are transmitted by the FN’s towards the AP.  
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3   Interworking of SOHAN and the Internet 

The topology discovery and routing protocols discussed in the previous section can 
make the SOHAN appear as a set of Ethernet-like wireless LAN segments. Therefore, 
IPv6 operations used in interworking, such as router discovery and address 
autoconfiguration, can be directly applied in SOHAN (Fig. 3). In what follows, we 
assume that every AP is configured as an IPv6 router in order to simply our 
discussion. All aspect of the interworking functionalities discussed in this paper can 
easily be extended with minor modifications when multiple AP’s exist in a subnet. 

3.1   Address Autoconfiguration 

An FN/MN in SOHAN must be configured with a globally-routable IP address to 
communicate with an Internet host. IPv6 stateless address autoconfiguration allows a 
globally-routable IP address for the FN/MN to be constructed from the prefix of an 
AR when the FN/MN joins or boots up in an ad hoc network [11]. If the FN/MN does 
not have its own IPv6 home address, the FN/MN should temporarily configure an 
initial address simply by forming a link-local address, or using the IPv6_MANET 
initial prefix [8]. The uniqueness of these tentative addresses can be verified using the 
strong DAD described in [12, 13]. 

DAD operation based on NDP, when applied to an ad hoc network, must be 
performed in a multi-hop fashion over the entire network (i.e., flooding), if a single 
interworking gateway is used. However, flooding causes scalability problem when 
there are a large number of nodes in the network. Moreover, it is meaningless to flood 
the DAD packets to the nodes with possibly different prefixes (i.e., the nodes 
associated with different AR’s) as in case of SOHAN. Therefore, the flooding in 
SOHAN is confined within the subset of nodes that are associated with the same AP. 
This so-called limited-scope broadcast (LSBC) uses the information about each 
node’s association with AP’s stored in the neighbor table of the MAC layer. The node 
can determine whether it is associated with the same AP as the source of flooding by 
checking the Basic Service Set ID (BSSID).  

The globally routable IP address is formed by appending to the prefix of the AP 
the interface identifier of the FN/MN. We modify the format of a beacon message 
specified in [2] to include the IPv6 address of the AP associated with each FN (Fig. 
2). The FN/MN that is multi-hop away from an AP receives the address of the AP 
associated with its upstream neighbor. Thus, the periodic broadcast of router 
advertisement is not used. Therefore, a considerable amount of valuable radio 
resource can be saved.  

3.2   Routing 

Address autoconfiguration discussed above logically maps a part of the network 
corresponding to a subtree with an AP as its root in the network topology to an IP 
subnet (Fig. 4). Since the ad hoc routing is performed below the network layer, the 
subtree appears as a single-hop wireless LAN segment to the IPv6. The interworking 
between the two routing protocols becomes a cross-layer interaction problem.  
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Since the FN/MN’s use MAC addresses as their identifier for ad hoc routing at 
L2.5, the IP addresses must be translated to the corresponding MAC addresses before 
packets are routed. IPv6 address resolution operation based on requires broadcast on a 
single-link [13]. Hence, the LSBC is again used to perform the address resolution. In 
a usage scenario where the FN’s and MN’s are highly mobile, frequent update of 
neighbor caches and route tables is necessary. LSBC is expected to reduce the 
overhead of flooding significantly.  

When an IP packet originated from an Internet host and destined to an FN/MN is 
received by the AP that announces the route for the FN/MS, the IP layer of the AP 
hands over the packet to the ad hoc routing layer for multi-hop forwarding since all 
FN/MN’s appear as if they were a single hop away from the AP. Before the route 
table is searched, address resolution is performed. If the destination node exists within 
the subnet, the MAC address is returned within address resolution reply message by 
unicast. Using this MAC address, the AP searches the route table for the entry of the 
destination node. A new route table entry is added when an outbound data packet is 
received by the AP and when a router solicitation message arrives at the AP. Hence, 
the AP does not flood RREQ messages for destination nodes within its subnet. If an 
entry is a stale one, the AP would receive a RRER message. In this case, the AP 
should flood a RREQ message to find an alternate path. Note that there is no 
tunneling or examination of routing headers involved in AP’s forwarding a packet to a 
destination node in SOHAN.  

In order to deliver a packet to an Internet host, the FN/MN’s use the default route 
to forward the packet through the ad hoc network to the AP. The FN/MN’s determine 
its destination is located outside the subnet by examining the destinations prefix. 
Packet forwarding between two nodes that are associated with different AP’s must go 
through the wired links. Once the FN determines to use the default route to the AP, 
normal ad hoc routing proceeds in the ad hoc routing layer, which is transparent to the 
upper layer. The AP then forwards the packet towards the destination through the 
Internet as usual.   

 

 

4   Simulation 

4.1   Simulation Environments 

We used ns-2 simulator with Monarch extensions to evaluate the performance of the 
proposed methods for interworking between SOHAN and the Internet. For the three 
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tiers of SOHAN nodes, we implemented the topology discovery and routing protocols 
based on 802.11 MAC and AODV with appropriate modifications to operate directly 
on top of 802.11 MAC layer with MAC addresses. Procedures for LSBC and reverse 
path setup were implemented and added to the AODV module. Both IPv6 and mobile 
IPv6 modules were also added with the implementation of address autoconfiguration, 
routing, and gateway discovery. The main simulation parameters are summarized in 
Table 1. Five different combinations of AP’s, FN’s and MN’s were used to study the 
performance with respect to the total number nodes. The number of AP’s, FN’s and 
MN’s were chosen in accordance with the result by Liu et al. which states that the 
throughput capacity increases linearly with the number of AP’s if it grows faster than 
the square root of the number of nodes [14]. All AP’s are configured as routers and 
connected to a backbone router in a star topology. This backbone router is directly 
connected to another router to which all the Internet hosts used in the simulation are 
connected via a LAN. All of the wired links between the AP’s and Internet hosts are 
given enough bandwidth (100 Mbps) that congestion does not occur in the wired 
section of end-to-end path between the MN and Internet host. Every communication 
session is established between a MN and an Internet host. That is, no traffic flows 
exist between two MN’s or two Internet hosts.  

In order to compare the performance of SOHAN in interworking with the Internet 
against that of flat ad hoc networks, we ran a series of simulations with the same 
parameters using the interworking procedures proposed by Wakikawa et al. for flat ad 
hoc network [8]. The flat ad hoc network consists of the AP’s and MN’s only. This 
implies all MN’s are capable of forwarding packets among themselves. In each case 
of the simulation, the number of MN’s is made equal to the number of FN’s plus the 
number of MN’s.  

Table 1. Simulation Parameters 

Simulation area 1000 m × 1000 m 
Number of AP’s 4 6 8 10 12 
Number of FN’s 6 12 22 34 48 
Number of MN’s 10 24 42 66 96 

Number of Internet hosts 10 
Number of pkts/sec generated 4 pkts/sec 

Packet size 512 bytes 
Number of communication pairs 20 

Mobility model Random waypoint model 
Max speed 0 m/s, 20 m/s 
Pause time 30 sec 

Simulation time 1000 sec 

4.2   Simulation Results 

We measure the system throughput, average end-to-end delay, and normalized 
overhead while increasing the number of nodes in order to compare the performance 
of the two networks with respect to scalability. The number of bytes is measured for 
MAC frames, instead of IP packets, since routing for SOHAN takes place in L2.5. 
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Fig. 5(a) shows the curves for normalized control overheads. One can observe that 
the control overheads incurred by the flat ad hoc network increase at an exponential 
rate whereas they increase at a near linear rate. This indicates that flooding of control 
messages for gateway and route discovery in the flat ad hoc network can reduce the 
performance significantly. On the other hand, the amount of flood packets in SOHAN 
is better controlled thanks to LSBC. 

Fig. 5(b) clearly indicates that SOHAN has better scalability properties than the 
flat network in terms of throughput. Notice that SOHAN produces lower throughput 
than the flat network when the number of nodes is 16. This is because SOHAN has 
only 10 AP/FN’s and some MN’s lose connections. Since all nodes are capable of 
forwarding in flat networks, the loss of connection is less likely to happen. Finally, 
Fig. 5(c) also clearly illustrates the improved scalability property achieved by 
SOHAN compared to that of the flat network. 
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Fig. 5. Simulation Results 

5   Conclusions 

We presented a method of interworking with the Internet for self-organizing ad hoc 
networks based on IPv6. The most distinctive feature of our method is that, at the 
network layer ad hoc nodes perform normal IPv6 operations while interworking 
gateways act as a normal IPv6 access router. That is, all interworking functionalities 
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along with ad hoc routing and topology discovery are hidden in the sub-IP (extended 
MAC) layer. This allows the interworking to be scalable as well as to exploit the 
hierarchical structure of SOHAN. As a result, a significant improvement in 
performance can be achieved in terms of control overhead, throughput and delay 
compared to an interworking procedure proposed for a flat ad hoc network.  
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Abstract. Due to high frequent wear and tear or other faults in use, it is impor-
tant to implement a fault-tolerant communicating network for e-textiles that can 
be easily woven into a fabric. In this paper, we introduce token buses to connect 
the nodes, instead of the single rings in the original e-textile token grid. The to-
pology of the new network is described. And we also discuss the media access 
control protocols and the reliable operations. Simulation results show that the 
new e-textile communication network can improve the ability of e-textile appli-
cations to tolerate faults and provide the communicating services of less delay. 

1   Introduction 

Electronic textiles (e-textiles), also called smart fabrics, are emerging new computing 
substrates, which combine the advantages and abilities of electronic modules and 
textiles into one [1]. People in this research field wear off-the-shelf electrical compo-
nents such as microprocessors, sensors and conductive strands into traditional cloth-
ing materials. Potential applications for e-textiles include medical monitoring, mili-
tary uniforms and ambient computing devices [2]. And several prototypes based on e-
textiles are presented in the papers and websites available [1, 3-5]. 

When the fabrics are tailored as a wearable garment or when the applications are in 
use, tear and wear are highly frequent, which potentially introduce link or node fail-
ures into the communication network. The failures will lead to the destruction of a 
local part in the communication network and even the collapse of the whole distrib-
uted system. Consequently, it is important to implement a fault-tolerant communicat-
ing network for e-textiles that can be easily woven into fabrics. The physical layout of 
the communication network should be run in one of two perpendicular directions, 
which is determined by the weaving process. Z. Nakad et al. modify the Token Grid 
Network (as shown in Fig. 1(a)) of [6] and propose the e-textile token grid that has an 
added “transverse” dimension between two token grids [7]. 

With the added “transverse” dimension, the e-textile token grid has the capacity to 
support large numbers of nodes, thus not limited by the width direction of the fabric 
size. By interconnecting the nodes in different grids, the added dimension can de-
crease the number of the nodes in a ring and directly reduce the delay time to wait for 
the tokens. Accounting for the demand of routing around the dormant or disabled 
nodes, as shown in Fig. 1, communication protocols implement the “Wrong Routing” 
technology [8]. 
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(a)                             (b)     Wrong Route  

Fig. 1. (a) A link fault on the top Row ring (The red square in the figure represents a link fault.) 
(b) The communication on the top Row ring breaks down. “Wrong Routing” technology is used 
to route the data packet between the nodes on this Row ring with a link fault. 

The e-textile token grid provides a communicating scheme with considerable fault-
tolerant ability for e-textiles in dynamic and harsh environments. However, Z. Na-
kad’s e-textile token grid network can not tolerate faults simultaneously present on 
every ring. The e-textile token grid network offers the fault-tolerant operations for the 
communication services, but the distributed system still breaks down in the presence 
of the simultaneous faults in every ring (as illustrated in Fig. 2). The reason for this 
result lies in the fact that the nodes are interconnected by single rings. A link failure is 
sufficient to block off the data traffic on a single ring. And a node fault will stop the 
communications on the two perpendicular rings converging on this node, regarded as 
two output link faults of the node. For the case (simultaneous faults on every row or 
column rings) is potentially high frequent in the manufacturing process or in use, the 
communication network for e-textiles should have the ability to recover from the 
corrupt state. In this paper, we aim to introduce a token bus to connect the nodes, 
instead of the single ring in the original token grid and construct the e-textile grid 
network with token bus (EGNTB). With the token bus and its fault-tolerant media 
access control protocol, faults can only affect the nodes with errors and have result in 
less delay time. 

(a)  (b)                 (c)  

Fig. 2. Serious faults resulting in the destructions of the communication on the whole token 
grid. (c) is the result of (a) or (b). Note that the faults are indicated as red squares in the figure. 

The remainder of this paper is organized as follows: In section 2, the topology of 
the e-textile token grid with specific token bus is illustrated and the operations of the 
networks in presence of tears are also discussed. Next, section 3 evaluates the 
throughput of the new network in the case of uniform load. Simulation experiments 
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are also conducted to obtain the time delay of both the EGNTB and the e-textile origi-
nal token grid with the failures. Finally, we conclude the paper in section 4. 

2   e-Textile Grid Network with Token Bus 

The e-textiles grid network with token bus (EGNTB) is introduced in this section. The 
modification to the topology is discussed. And the fault-tolerant media control access 
protocols are introduced in two subsections. The basic operations are described firstly 
in subsection 2.1, and then we will discuss the operations on the new network with the 
serious faults. 

2.1   Topology and Basic Protocols of the EGNTB 

The EGNTB (e-textile grid network with token bus) is a two-dimensional network 
structure arranged in M rows and N columns. With token buses in row and column, 
each node is connected to a row bus and a column bus. Fig. 3(a) depicts an example 
of four columns and four rows. The address of every node is denoted as (RowID, 
ColumnID). Each token bus is referred by its respective row or column number. For 
instance, the top row token bus is named as row-token-bus 1 (RTB1) while the left-
most column token bus is identified as column-token-bus 1 (CTB1). For each node is 
connected onto two token buses, two pairs of transmitters and receivers are necessary 
to implement the EGNTB. Thanks to the bus topology of the new network, the “trans-
verse” dimension can be easily implemented by connecting the corresponding 
row/column token bus of the grids in two perpendicular directions. Additional hard-
ware interfaces are saved. 

1,1 1,2 1,3 1,4

2,1

3,1

4,1

2,2 2,3 2,4

3,2 3,3 3,4

4,2 4,3 4,4

(a) (b)

1,1 1,2 1,3 1,4

2,1

3,1

4,1

LRR1

LCR1

 (c)

1,1 1,2 1,3 1,4

2,1

3,1

4,1

LRR1

LCR1

 

Fig. 3. (a) The e-textile grid network with specific token bus (EGNTB) (b) A logical row ring 
(LRR1) and a logical column ring (LCR1) converging on node (1, 1) while the node is in DR 
configuration (c) Node (1, 1) in SR configuration 

The specific MAC protocol controls the tokens that are passed from a node to its 
active subsequent one on the buses. Different from IEEE 802.4 standard for LAN, the 
nodes on a row/column token bus of the EGNTB form a logical token ring without 
token competition. As shown in Fig. 3(b), two logical token rings converging on 
Node (1, 1) which are named as logical-row-ring1 (LRR1) and logical-column-ring1 
(LCR1) respectively. To simplify the description of the network, we assume that all of 
the logical row rings have the directions pointing to the right and all of the logical 
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column rings have the directions pointing to the bottom of the figure. Each node has 
the same chance to grasp the token and keep it for sending data packets on the logical 
token ring. The basic protocols assign every node has the same period that can be 
adapted to the real-life requirements of the applications. As an advantage of the token 
rings, except for the usual few bits of station latency, other bits of communicating 
buffer are not required in the node of the EGNTB. 

The token circulated on every logical ring to keep the information of the network 
and control the access chance to the communication channel. Node set on the logical 
ring is preserved in the nodes by a bitmap of variable length. The bits can be mapped 
to the ID table for routing the packets. Dormant or disabled nodes are considered by 
the inactive bits that are encapsulated in the token. Because the EGNTB implement a 
logical topology of the original token rings, the basic operation protocol of EGNTB 
are similar to the original e-textile token grid networks in [6] and [7]. The basic token 
grid operation protocol is described formally in [6]. The nodes in the network have 
two configurations: the single-ring connection (SR) and the double-ring (DR) connec-
tion (shown in Fig. 3(c) and (b)). For a node with the DR configuration, the row ring 
and the column ring converging at this node are separate. While a node is in the 
merged configuration, the two rings are merged into a new token ring. If an active 
node wants to send a packet to another node on the same row or the same column, the 
node should wait for the corresponding ring token and seize it when the token arrives. 
And while the destination of the data packet on the different row and column, that is, 
in the case of the source node 1, 1( )R C and the destination node ,2 2( )R C , the operation 

protocol will make the node ,1 2( )R C or the node ,2 1( )R C  is in the SR configuration to 
connect the source node with the destination one into a ring. For example, if node (4, 
1) sends a packet to node (1, 2), the operation protocol can require node (1, 1) or node 
(4, 2) be in the SR configuration to form a new merged ring and carry the data packet. 
The protocol also supports the inter communication between grids by supporting the 
address of the different grid IDs and buffers of appropriate sizes. 

2.2   Fault Tolerant Operations 

As discussed in the section 1, there are still two potential cases of the faults that can 
disable the whole network, though the existing e-textiles networks provide consider-
able robust operations for applications. By reason of the high frequent abrasions or for 
the need of manufacturing e-textile applications, the simultaneous link failures on the 
row rings or the column rings often happen. Firstly, a tear across the width of a fabric 
will sever the token grid into two parts as shown in Fig. 2(b). Both the parts will only 
own the column rings and the full connectivity in every part is lost. The remaining 
nodes can not communicate with any node on different columns or rings. Secondly, 
the power-efficient characteristics of e-textiles require the power consuming nodes to 
enter into a sleep state to conserve power energy. A node in the failure state or in the 
dormant state is equivalent to two link failures. That is, a node failure or dormant is 
treated as the link failures of its two communication outputs. In the case of every ring 
with a node failure or dormant, the communication of original token grid network will 
be completely broken out. For the cases discussed above, the existing token grid net-
work for e-textiles needs to enhance its fault-tolerant ability to achieve more robust 
operations. 
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The difference between Z. Nakad’s e-textile token grid network and EGNTB lies in 
that each node in latter is connected by logical token rings based on the specific MAC 
protocol. The new network benefits from the token bus and the protocol, thus owning 
the inherent high reliability. This is the point of how we enhance the fault-tolerant 
ability of the EGNTB and make it more suitable for e-textiles applications. The error 
detection algorithm with delay-time counters is used for checking the link or node 
faults [4] [8]. When a fault is found by the time counters in the nodes, the protocol 
update the inactive bits in the token. Both the node fault and the bus fault are detected 
and treated as two link failures on the logical token ring. For a node fault, as shown in 
Fig. 4(a), the fault is regarded as its input link failure and output link failure in Fig. 
4(b). While in the presence of the fault on the token bus, the fault will partition the 
node set on the bus into two subsets, which is illustrated in Fig. 5(a) and (b). Note that 
the faults are indicated as red squares in the figure. 

1,1 1,2 1,3 1,4

(a)

1,1 1,2 1,3 1,4

(b)

1,1 1,3 1,4

(c)  

Fig. 4. Node fault: (a) Node (1, 2) in failure state (b) Two link faults equivalent on the logical 
token ring (c) The logical ring after fault-tolerant operations is performed 

1,1 1,2 1,3 1,4

(a)

1,1 1,2 1,3 1,4

(b)

1,1 1,2 1,3 1,4

(c)  

Fig. 5. A fault on the token bus: (a) A fault on the bus between node (1, 2) and node (1, 3) (b) 
Two link faults equivalent on the logical token ring which will partition the former ring into 
two sub rings (c) The result of fault-tolerant operations 

When a node faults are checked, the inactive bits in the token are updated to reflect 
the dynamic variation on the bus and the failure node is eliminated from the logical 
ring. The number of the nodes on the logical token ring decreases by one, as shown in 
Fig. 4 (c). The drop in number of the nodes, however, leads to less time delay in trans-
ferring the data packet. 

In the case of a fault on the token bus, the fault cuts the bus into two parts. Net-
work information including inactive bits and the node set of the logical ring is up-
dated by an error-broadcasting token. The node set of the logical ring is divided into 
two subsets by the fault. And for those nodes in the other subset, the associated inac-
tive bits are set up to present that the node is not connected onto the logical ring of the 
current subset. Consequently, the former logical ring is partitioned into two logical 
token rings without any faults. The result is illustrated in Fig. 5(c). 

With the token bus and its specific MAC protocols, the faults introduced in the e-
textiles only affect the nodes in failure state or the local piece of the bus. When the 
simultaneous faults are presented on the every ring as in Fig. 2(a) and (b), local full 
connectivity is still preserved. No remaining node will be abrupt by the faults as in the 
original token grid network. 
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3   Network Performance 

In this section, the performance of the EGNTB is described. We evaluate the ap-
proximate performance of maximum throughput and conduct simulation experiments 
to obtain the delay time with several faults. 

Given that there is no fault on the network, the EGNTB is an original token grid 
network logically. Thus, the maximum capacity of the token grid network that is pro-
posed by T.D. Todd in [10] can be used as the approximate throughput of the 
EGNTB. Let τ represent the node-to-node latency, tokent denote the token transmis-
sion time and T is the transmission time of a data packet. R  presents the number of 
the rows. The approximate throughput of the square EGNTB with uniform load can 
be calculated as the following equation [10]: 

2 ( 1) 1

2 1 1 / /token

C
R R

R t T Tτ
=

+

+ + +
 . (1) 

And to test the network performance with faults, we also conduct simulation ex-
periments by using the physical layer model of the EGNTB on the Matlab. An 
EGNTB network of 16 nodes (4 Rows, 4 Columns) is studied on different fault occa-
sions to obtain communication costs. An original e-textile token grid of 16 nodes is 
also tested under the same conditions and the results are used for comparison. Node 
(1, 1) is selected to send a data packet to every other node in the network. A data 
packet transmission comes to an end at the instant when the Node (1, 1) receives a 
reply from the destination node. Then a new transmission follows in the same way. 
Due to the virtual communicating bus we implement in the Matlab model, the time 
cost is recorded as a factor of a time unit. The time unit is defined as the delay that a 
token moves from a node to its direct successor on the token ring without any faults. 
The cost for transmitting fifteen data packets (fifteen destination node in the grid) is 
recorded. 
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Fig. 6. Several faults introduced into the communication network: (a) EGNTB with detailed 
cases of faults (b) the original e-textile token grid with same link faults as in (a) 

As shown in Fig. 6 (b) and (a), four cases of the link/bus faults are introduced into 
the communication networks. To conserve space, we only discuss the experiments on 
the link/bus faults. 
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Table 1. Simulation results  

Case EGNBT Original e-textile Token 
Grid 

No Faults 252 252 
One Fault of case 2/3/4 252 252 

The Fault of case 1 340 384 
One Fault of case 2/3/4 

and the fault 1 
(2 faults) 

386 450 

Two faults of case 2/3/4 
and the fault 1 

(3 faults) 

430 514 

All four faults 476 Infinite value 

It is noted that single fault of case 2 or 3 or 4 has no effect on the total cost of the 
delay time. The fault is tolerated by the grid topology of the network. 

In the case of fault 1, when a data packet is transmitted to a destination node on the 
Row 1, the original token grid with link fault 1 has to bypass the disconnected ring by 
a “Wrong Route”. For example, if the destination of the data packet is node (1, 2), 
node (1, 1) routes the packet by two merge configurations at Node (2, 1) and Node (4, 
2) respectively to turn around the link with fault 1. For the EGNTB with the fault 1, 
additional delay is observed in the two transmissions which have the destination 
nodes are node (1, 3) and node (1, 4) respectively. The RTB 1 is cut into two pieces 
and thus additional merge configuration is requested to route the data packet. Local 
connection of the two logical sub rings on row 1 is preserved. Meanwhile, the data 
packet transmission from node (1, 1) to node (1, 2) has less delay on the sub logical 
ring than that on the original proper logical ring. Because of the factors, the additional 
delay cost is less than that of the original token grid. 

With the link fault 1, the addition of the fault 2, 3 or 4 to the networks has the same 
effect on the transmission from Node (1, 1) to the destination nodes not on the same 
columns and rows (nine such nodes in the Fig. 3(a) neither in Row 1 nor in Column 
1). Some nodes are requested to be in merged configuration to fulfill the data trans-
mission task. The more faults exit in the network, the more nodes with the merging 
configuration is requested. However, while a link fault can break out the communica-
tion on the row or column in the original e-textile token grid, the logical rings in 
EGNBT can tolerate some bus faults for the sub logical rings still connect the nodes 
locally.  

In the presence of all the four link/bus faults, the original e-textile token grid is 
disabled and thus the time delay is an infinite value. The EGNTB can maintain the 
full network connectivity, but the delay cost is approximately two times that of the 
network without any faults. Table 1 lists the results obtained from the simulation 
experiments. These results show the EGNTB can improve the ability of e-textile 
applications to tolerate faults. On the occasions of same faults discussed above, the 
new network can provide the communication services of less delay time. Further-
more, the feature of a graceful variation of performance with the number of faults is 
also inherited. 
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4   Conclusions 

The harsh environment of e-textile applications requires a fault-tolerant communica-
tion scheme to reduce the time cost of faults or low power operations. In this paper, 
we introduce token buses to connect the nodes in e-textiles, instead of the single rings. 
Based on the specific protocol, the EGNTB implements the operations logically simi-
lar to the original token grid network. Thanks to the token bus, the new network in-
herits the high reliability of the bus topology and has the same approximate through-
put with uniform load.  

Simulation results show the new communication network proposed in this paper 
can enhance the ability of e-textile applications to tolerate faults. In the presence of 
same faults, the new network can provide the communication services of less delay 
time. And even when a fabric is torn into several parts, the full-connectivity in the 
local parts is also preserved in every fragments of the fabric. Furthermore, the 
EGNTB inherits the feature that the network performance degrades gracefully as the 
number of faults increases. 
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Abstract. Most energy aware routing algorithms focus on the increas-
ing the lifetime and long-term connectivity of the wireless sensor net-
works. But energy efficiency sacrifices the communication delay between
source and sink node. Therefore, many researchers have mentioned of
energy and delay trade-offs. But the delay was not the main concern.
In this paper we propose EAR-RT, an real-time guaranteed routing pro-
tocol for wireless sensor networks without harming energy awareness.
Simulation results show that our real-time routing algorithm provides
real-time guaranteed delivery while network is stable.

1 Introduction

Wireless sensor networks typically consist of hundreds or thousands of sensor
nodes deployed in a geographical region to sense events. Wireless sensor net-
works provide a high-level description of the events being sensed. They are used
in many applications such as environmental control, civil engineering, automatic
manufacturing, habitant monitoring and so on. They can be used even in harsh
environment [1, 2]. Therefore, their developing entails significant technical chal-
lenges due to the many environmental constraints.

There are many research issues in the area of sensor networks because of ex-
isting a lot of constraints of sensor nodes. The energy constraints is the most
important one of them. Sensor nodes are supplied with power generally by built-
in battery. In addition, transmission of a packet in wireless sensor networks is
expensive. Therefore, routing, which is highly correlated with energy consump-
tion, is a critical factor determining the performance of network.

Most previous researches on routing [3, 4, 5] focused on the algorithm de-
sign and performance evaluation in terms of the packet transmission overhead
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and loss rate. On the other hand, some routing algorithms were proposed in
[1, 2, 6, 7, 8] in order to improve scalability of routing algorithms for large sensor
networks.

In our proposed algorithm, the energy drain rate and the residual energy
of each sensor node are used as the routing information, updated per almost
every communication with energy awareness. To obtain such information, our
algorithm takes advantage of the characteristic of wireless network, called over-
hearing. When two nodes communicate with each other, the neighboring nodes
can overhear the packet being transmitted. Overhearing enables each sensor
node to obtain the energy information of neighboring nodes without additional
overhead. Then, they update their routing tables using this information. There-
fore, our algorithm can provide longer connectivity of sensor networks through
efficient use of energy among the nodes in the network. In addition, our algo-
rithm considers real-time communication. Real-time packets must be arrived at
sink node before deadline. But existing energy-aware routing delayed packets to
save energy. So, these routing algorithms are not suitable for real-time packet
transmission.

The rest of the paper is organized as follows. In Section 2 we present related
works. Section 3 describes a new energy aware routing algorithm with real-
time property. Section 4 presents and evaluates the performance of the proposed
algorithm against the prior algorithm. Finally, some conclusions are given in
Section 5.

2 Related Works

There are a lot of research results on sensor network routing for energy awareness
and real-time communications.

In [3], Ganesan et al. proposed the use of braided multi-paths instead of
completely disjoint multi-paths in order to keep the cost of maintaining the
multi-paths low. The costs of such alternate paths are also comparable to the
primary path because they tend to be much closer to the primary path.

In [4], Chang and Tassiulas proposed an algorithm for maximizing the lifetime
of a network by selecting a path whose nodes have the largest residual energy.
In this way, the nodes in the primary path retain their energy resources, and
thus avoid having to continuously rely on the same route. This contributes to
ensuring longer life of a network.

In [7], Chang and Tassiulas also applied this combined metric concept for
direct routing. Their algorithm is proposed to maximize the lifetime of a network
when data rate is known. The main idea is to avoid using the nodes with low
energy and to choose the shortest path.

In [5], Li et al. proposed an algorithm in which the constraint of the residual
energy of a route is relaxed slightly to select a more energy efficient route. It
is generally known that a route with the largest residual energy for routing a
packet entails high energy consumption. Therefore, there is a trade-off between
minimizing the total consumed energy and the residual energy of the network.
In that paper, groups of the sensors in geographic proximity were clustered
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together into a zone and each zone was treated as a separate entity and allowed
to determine how it will route a packet across.

Lu et al. proposed real-time communication architecture for sensor networks
[9]. They proposed velocity monotonic scheduling for packet scheduling on a
node. They did not consider end-to-end delay between source and sink.

He et al. proposed end-to-end real-time communication protocol, SPEED[10].
SPEED maintains a desired delivery speed through a combination of feedback
control and non-deterministic geographic forwarding. By doing so, it achieved
real-time communication. However it did not consider energy awareness.

3 EAR-RT: Energy Aware Routing with Real-Time
Guarantee

We had proposed energy aware routing with dynamic probability scaling (EAR-
DPS) in our previous work[11]. This work is based on the energy aware routing
(EAR) proposed by Shah and Rabaey[1]. EAR uses maintenance phase to update
residual energy of sensor nodes. But EAR-DPS uses overheard packets without
maintenance phase to update residual energy. Our proposed algorithm to support
real-time communication is based on EAR-DPS.

EAR and EAR-DPS find multiple routes, if any, from source to destination
nodes. Each route is assigned a probability of being selected to transmit a packet,
based on residual energy and the energy for communications at the nodes along
the route. Then, based on these probabilities, one of the candidate routes is
chosen in order to transmit a packet. The probability is proportional to the
energy level at each node, so the routes with higher energy are more likely to be
selected. EAR protects any route from being selected all the time, preventing the
energy depletion [1, 11]. However, the end-to-end delay of communication may
increase. So, EAR and EAR-DPS cannot be used for real-time communication.
EAR-RT resolves this problem by considering the deadline of packets.

The operation of EAR-RT consists of two phases: setup phase and data commu-
nication phase. Basically EAR and EAR-DP use similar process. In setup phase,
the sink node initiates a route request and a routing table is built up by finding all
the paths from a source to the sink and their energy cost and time delay. In data
communication phase, data packets are sent from the source to the sink. Each inter-
mediate node forwards the packet to a neighboring node, which is chosen randomly
among neighboring nodes that can deliver the packet in time. This probability is
inversely proportional to the energy cost of neighboring nodes.

Before describing our EAR-RT algorithm, we make a list of some common
notations used in this paper in Table 1.

3.1 Setup Phase

The sink node initiates the setup phase by flooding a route request message. A
route request message has energy cost(Costi), time delay(T imei) and residual
energy(Ri) of a node. Costsink, energy cost of the sink node is 0. T imesink is
also 0.
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Table 1. List of notations used in this paper

Ci,j Expected energy cost to send a packet from node i to the sink node via
node j.

Costi Expected energy cost to send a packet from node i to the sink node.
Ei,j Energy cost to send a packet from node i to node j directly.
Ti,j Expected time delay to send a packet from node i to the sink node via

node j.
T imei Expected time to send a packet from node i to the sink node.
Hi,j Time to send a packet from node i to node j directly. It includes trans-

mission delay, queuing delay and so on.
Pi,j Probability to select node j to forward a packet at node i.

When a node receives a route request message from neighboring nodes, it adds
neighboring nodes only which are closer to sink node than itself into routing
table. Then it calculates its energy cost and time delay. Then it forwards a route
request message with its energy cost and time delay.

If node i receives a route request message from node j which is closer to sink
node than node i, then

Costi =
∑

j∈RT

Pi,jCi,j

T imei =
∑

j∈RT

Pi,jTi,j

Ci,j = Costj + Ei,j

Ti,j = T imej +Hi,j

Pi,j =
1/Ci,j∑

k∈RT 1/Ck,i

Ei,j = (d3
ij)

α/Rβ
j ,

where RT is routing table, dij is the distance between node i and node j, Rj

is the residual energy at node j normalized to its initial energy, α and β are
weighting factors[1, 11].

The Ri, residual energy decreases as time goes on. So the residual energy
should be informed to neighbor nodes frequently. EAR-DPS and EAR-RT make
use of overhearing packets to update the residual energy. In the wireless networks,
when two nodes communicate with each other, the neighboring nodes of a sender
can hear the packet being transmitted.

3.2 Data Communication Phase

After setup phase is completed, each sensor node sends data packets that are
collected to the sink node. We consider only a real-time packet with deadline.
The deadline may be predefined or determined by nodes at every transmission.
The laxity is embedded in a packet and re-calculated at every node on a path
to the sink node.
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The path to the sink node is built up while transmission of a packet. Every
node - including source node - selects the next node according to the following rules:

1. Select nodes in routing table which can deliver a packet within deadline.

RT ′ = {j|Ti,j ≤ laxity of a packet}
2. Calculate probability based on the RT ′

P ′
i,j =

1/Ci,j∑
k∈RT ′ 1/Ck,i

3. Select the next node randomly by the probability, P ′.
4. When a node i selects node j as the next hop, node i estimates the energy

needed to transmit a data packet to node j and its residual energy after
transmitting.

5. Node i forwards the data packet including its residual energy Ri, current
cost Costi, T imei and new laxity that decreases by Hi,j .

6. Every node k that overhear the packet and its routing table has the node i
recomputes Ck,i based on Ri and Costi in the packet. Also Tk,i is recomputed
based on T imei. Then it recomputes the probability P , Costk and T imek

based on new Ck,i and Ti,i. At this moment, the residual energy of node i is
reflected in its neighbors’ routing table.

7. This process continues until the data packet reaches the sink node.

4 Experimentation

We ran a simulation to evaluate our EAR-RT. In this simulation, the area of the
sensor networks was assumed to be 100m×100m. The number of the nodes in the
network was assumed to be 100 nodes – one node is sink node while the others
are sensor nodes. The sink node was located at the center of the field and the
sensor nodes are placed randomly in the field. All of the sensor nodes sent data
to the sink node at fixed interval. The length of interval between transmissions
at each node was all identical. This interval can be considered as a virtual time
unit. That is, all of the sensor nodes send their data to the sink node just once
a single time unit. Every packet from sensor nodes has a deadline. The deadline
is randomly chosen between 5 and 8 hops.

Every node was given an identical amount, 0.3J, of initial energy. Energy for
transmission was assumed 20nJ/bit + 1pJ/bit/m3. Energy for reception was
assumed 30nJ/bit[1, 11]. The packet length was assumed 256 bits. Energy met-
ric function with α=1 and β=50 was used. In this simulation, the following
assumptions were made:

– Every node knows its position and distance between itself and other nodes.
– Every node has identical maximum radio range, 20m.

Figure 1 shows the residual energy of each node at time 600 of a network using
EAR-RT and EAR-DPS. Each rectangle indicates sensor node and number in a
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Fig. 1. (a) Residual energy of EAR-RT (b) Residual energy of EAR-DPS
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Fig. 2. (a) The number of active nodes during communication phase (b) Mean of
residual energy of each node

rectangle indicates residual energy of a node. Nodes in dark area have smaller
energy than those in light area. This figure shows that both algorithms affect
the residual energy of nodes alike.

Figure 2(a) shows the number of active nodes in the network. Figure 2(b)
shows the average of residual energy of each node. These figures tell us that the
energy awareness of EAR-RT is not inferior to EAR-DPS. In case of EAR-RT,
the number of alive nodes and average residual energy are slightly less than
EAR-DPS. However EAR-RT improved the real-time property by sacrificing its
energy awareness a little.

Figure 3 shows the deadline miss ratio of EAR-RT and EAR-DPS. EAR-
RT delivered more packets in time compared to EAR-DPS. While the network
is stable, EAR-RT delivered most packets in time. But some packets of EAR-
DPS cannot meet the deadline because considering only energy. From these re-
sults, our EAR-RT is suitable for real-time communications while keeping energy
awareness in sensor networks.
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Fig. 3. Deadline miss ratio

In Figure 3, around of time 550, the miss ratio increases rapidly. At that time,
nodes around sink node were dead and the network was partitioned. So, most
packets could not be delivered to the sink node.

5 Conclusion

We proposed EAR-RT, an energy aware routing algorithm with real-time guar-
antee for high survivability and real-time communication of wireless sensor net-
works. Our algorithm provide real-time communication without harming energy
awareness of existing energy aware routing algorithm, EAR-DPS. Simulation
results showed that our algorithm reduced deadline miss ratio compared to ex-
isting algorithm. Consequently our algorithm can provide longer connectivity of
sensor networks and ensure efficient use of energy among the nodes in the sensor
network with guaranteeing real-time properties.
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Abstract. In wireless sensor networks, embedded sensor nodes equipped with 
sensing, computation, and communication resources are generally constrained 
in energy supply. An efficient way to save energy of the network is to partition 
the network into distinct clusters with specific nodes called cluster-head. Since, 
however, higher level of energy consumption at cluster-head nodes might cause 
more damage to the network, energy-saving in cluster-head nodes is critical. In 
this paper, we propose an energy-efficient receiver for cluster-head nodes in 
two-tiered wireless sensor networks. The receiver performs multiuser detection 
and channel decoding jointly in a CDMA system, where information about 
channel codes is utilized for multiuser detection. This receiver exhibits im-
proved performance of the sensor networks in terms of overhead, delay and 
power, and its excellent performance is shown via simulation. 

1   Introduction 

Recent advances in MEMS (micro electro-mechanical system) technology and em-
bedded software have resulted in cheap and small devices with sensing, computing 
and wireless communication capabilities. A network of these devices could be utilized 
for information gathering and distributed sensing in many civil, military and industrial 
applications. The use of wireless medium for communication provides the network 
operating to convey collected information to a sink node without any fixed infrastruc-
ture. Wireless sensor networks pose many new challenges primarily because the sen-
sor nodes are resource constrained, where sensor nodes are powered by small batteries 
that cannot be replaced [1]. Under this hard energy constraint, sensor nodes can only 
transmit a finite number of bits in their lifetime. Consequently, reducing the energy 
consumption per bit for end-to-end transmissions becomes an important design con-
sideration for such networks. Since all layers of the protocol stack contribute to the 
energy per bit consumed in its end-to-end transmission, energy minimization requires 
a joint design of the underlying hardware where the energy is actually expended. 
Another efficient way to save energy of the network is to partition the network into 
                                                           
*  This work is supported by the ubiquitous Autonomic Computing and Network Project, the 

Ministry of Information and Communication (MIC) 21st Century Frontier R&D Program in 
Korea, and the Research Grant of Kwangwoon University in 2005. 
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distinct clusters with specific nodes called cluster-head, which is the multi-tiered 
wireless sensor network. However, higher level of energy consumption at cluster-
head nodes might cause more damage to the network since such cluster-head nodes 
also limit accessibility of other sensor nodes. Therefore, the energy-saving mecha-
nism in cluster-head nodes is critical issue and determines the performance and life-
time of such networks [2]. 

We only consider the simplified case where interference is eliminated by using di-
rect sequence code division multiple access (DS-CDMA) schemes. DS-CDMA is a 
popular choice as a multiple access scheme within a cluster of wireless sensor net-
works, where nodes are assigned different spreading codes. The transmitter of each 
sensor node sends its data by modulation with its own sequence. The conventional 
DS-CDMA receiver consists of a bank of matched filters to obtain nodes’ data from 
the received signal. However, in multiuser detection (MUD) receivers, interference 
from the other signals is removed by subtracting it from the desired signal. This is 
possible because the correlation properties between the signals are known at the clus-
ter-head node. MUD provides a means of reducing the effect of multiple access inter-
ference (MAI), and hence increases the system capacity [3]. The error correction 
capability of channel codes plays an important role in achieving performance im-
provement in noisy and interference-limited environments. Therefore, the transmitted 
data from sensor nodes to the cluster-head node are usually protected against errors 
due to MAI and noise by employing channel codes in DS-CDMA systems, as de-
picted in Figure 1.  

 

Fig. 1. K-node Cluster System with MUD and Channel Codes 

New design approaches for MUD that include the consideration of channel codes 
were proposed in [4], where MUD provides soft outputs including reliability meas-
urements to the channel decoder. Joint detection-decoding (JDD) receivers have been 
proposed recently to improve the performance of receivers [5]. These JDD receivers 
repeat multiuser detection and error correction in an iterative manner. Therefore, the 
complexity of receiver increases linearly with the number of iterations and the com-
plexity of each stage depends on the frame size of the channel codes. In [6], a JDD 
receiver was proposed employing multistage parallel interference canceller (PIC), 
where each stage utilizes convolutional codes for estimation and cancellation. Multi-
stage PIC is known to be a simple and effective technique for mitigating MAI in DS-
CDMA systems. However, its performance can be significantly degraded due to in-
correct interference decisions that are subtracted from the received signal. It mini-
mizes the effect of incorrect cancellation with the aid of convolutional codes, and also 
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decreases the computation complexity. Cluster-head nodes with such receivers have 
interference and noise reduction, so that the nodes can operate with less overhead and 
less latency. The remainder of this paper is organized as follows. Section 2 presents 
the concept of JDD receivers employing PIC and convolutional codes, and the analy-
sis of the JDD receiver performance. The application of the receivers in wireless sen-
sor networks is evaluated by simulation in Section 3. Finally, concluding remarks are 
given in Section 4. 

2   Joint Detection-Decoding Receiver 

MUD receivers jointly estimate the transmitted signals of all nodes in the system. A 
JDD receiver performs multiuser detection and channel decoding jointly, where in-
formation about channel codes is utilized during multiuser detection. Let us assume a 
DS-CDMA system employing channel codes, where a sequence of information bits 

kb  is encoded into the sequence of channel symbols 
kd  and the sequence of channel 

symbols is transmitted via the multiuser channel resulting in the matched filter bank 
output ky , for a node k. The outputs ky  include MAI due to the other k-1 nodes and 

are correlated over a frame of channel codes. Therefore, the symbol estimates 
kd̂  

from the matched filter bank output 
ky  can be jointly detected over nodes and de-

coded in time to obtain the information estimates 
kb̂ . The error correction capability 

of channel codes increases the probability of correct estimates of symbols by perform-
ing detection and decoding jointly. This, in turn, improves mitigation of MAI.  

2.1   Multistage Parallel Interference Cancellation Receiver 

Multistage parallel interference cancellation (PIC) receivers attempt to remove the 
MAI through signal processing at multiple stages for all nodes. They have much 
lower complexity than linear MUD receivers. As depicted in Figure 2, each stage of 
PIC receivers consists of two steps: estimation and cancellation, where estimates of 
all nodes’ signals are generated and MAI for all nodes are constructed and canceled 
from the received signal based on the estimates. As the accuracy of the estimates 
improves through the multiple stages, the performance of receiver also improves [5].  

The estimation step computes the estimates of symbols )1|(ˆ −lldk
 from the a pos-

teriori signal of the previous stage )1( −lyk
 for a node k, where l is the number of 

stage. The estimates )1|(ˆ −lldk
 are treated as a priori information for the next stage. 

The cancellation step tries to remove MAI present in the node’s signal )(lyk
 using 

the correlation matrix R , 

≠
−−=

ki
iikkk lldyly )1|(ˆ)0()( ρ  

(1) 

The final decision is made based on the a posteriori signal of the last stage, )(Lyk
. 

In a conventional multistage PIC receiver, the estimation step makes a hard decision 
on the a posteriori signal of the previous stage )1( −lyk

 to decide the estimate of 
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symbols )1|(ˆ −lldk
. However, this estimation step may lead to an incorrect decision 

that may cause an incorrect cancellation of interference. Such incorrect cancellation is 
propagated to the subsequent stages of the receiver. Therefore, the performance of 
multistage PIC receivers improves as the probability of correct decision on the esti-
mates of symbols )1|(ˆ −lldk

 increases at each estimation step. In order to improve 

the performance of such receivers, JDD receivers that utilize channel codes at estima-
tion steps are described in the next subsections. 
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Fig. 2. Multi-stage PIC Receiver 

Performance evaluation of the JDD receivers is shown in [6]. These results show 
the obvious performance improvement of JDD receivers, where it is shown that the 
systems employing JDD schemes increase the user capacity remarkably or decrease 
the bit error rate. 

2.2   Joint Detection-Decoding Receiver with Partial Decoding Information 

The JDD receiver employs a generalized version of the decoding method in that it 
minimizes the probability of error in partial words consisting of one or more channel 
symbols. In the trellis diagram of the Viterbi algorithm, a path consists of states and 
branches representing state transitions. Each entire codeword 

[ ] [ ]))(()1()()1( ,,,, lNn
kk

lN
kkk dd ++ == ddd  can be represented by a unique state sequence 

[ ])1()()0( ,,,, ++= lN
k

t
kkk SSSS , where 0)0( =kS  and vice versa. The partial codeword 

[ ])()1)1(()( ,, nt
k

tn
k

t
k dd +−=d  corresponds to each state transition (branch) from the state 

)1( −t
kS  at time 1−t  to the state )(t

kS  at time t , where lNt += ,,1 . Therefore, the 

entire codeword of channel symbols 
kd  and the partial codeword of channel symbols 

)(t
kd  correspond to the path and branches of convolutional codes, respectively. The 
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partial codeword )(t
kd  also contains partial decoding information about the transmitted 

symbols. It can reduce the complexity of the receiver at the expense of suboptimum 
decoding at estimation steps.  

The estimation steps in the proposed JDD receiver employ )(t
ky , i.e., the a posteri-

ori signal corresponding to the partial codeword of channel symbols )(t
kd . Then they 

obtain the estimates of the partial codeword )(ˆ t
kd  based on the signal )(t

ky  and the 

probabilities of starting states )1( −t
kS , and calculate the probabilities of ending states 

)(t
kS  for the next signal )1( +t

ky . In [8], the probability functions are defined as 

};;;Pr{)( )()1()( t
kkt

t
ktt sSs yy==α  and 

}|;Pr{),( 1
)1()()(

1 −
−

− === t
t

k
t

kt
t

kttt sSsSss yγ , 
(3) 

where ts  and 1−ts  are the states at time t  and time 1−t , respectively. 

By the Markov property of convolutional codes as shown in Equation (5) of [8], 

−

−−−=
1

),()()( 111

ts
ttttttt ssss γαα  , 

(4) 

where the boundary conditions are .0for    0)(  and  ,1)0( 00 ≠== iiαα  

The probability ),( 1 ttt ss −γ  can be obtained from Equation (3),  

}|Pr{}|Pr{),( 1
)1()()()(

1 −
−

− ==⋅= t
t

kt
t

k
t

k
t

kttt sSsSss dyγ  , (5) 

where }|Pr{ 1
)1()(

−
− == t

t
kt

t
k sSsS  is the state transition probability defined as  

and ,  to fromn  transitio trellisa is  thereif  ,1}|Pr{ 11
)1()(

ttt
t

kt
t

k sssSsS −−
− ===  

otherwise. ,0}|Pr{ 1
)1()( === −

−
t

t
kt

t
k sSsS From Equation (4), the MAP decoding 

problem on a state transition (branch) becomes the procedure to maximize the prob-
ability of the next state based on )( 11 −− tt sα  and ),( 1 ttt ss −γ ,  

[ ]))(Pr(logmaxargˆ )(
tt

s

t
k sS

t

α
∈

=  for lNt += ,,1 , (6) 

where  is the set of states, and ts  and 1+ts  at time t and time t+1, respectively.  

Finally, the estimates of partial code )(ˆ t
kd  for lNt += ,,1  can be obtained as 

[ ])),()(Pr(logmaxargˆ
111

,

)(

1
tttt

ss

t
k sss

tt
−−−∈−

= γαd  for lNt += ,,1 . (7) 

Once the estimates of partial codeword )(ˆ t
kd  are obtained, they are fed to the cancella-

tion step in the same stage to eliminate MAI. In the cancellation step, MAI is con-
structed using the correlation matrix R  and partial codewords )(ˆ td  of nodes. Then the 
MAI is subtracted from the output of matched filter )(t

ky . These new output signals 

form the input to the estimation step in the next stage. 

3   JDD Receivers for Cluster-Head Nodes in Sensor Networks 

Two-tiered wireless sensor networks, where the network is partitioned into distinct 
clusters with specific nodes called cluster-head, usually uses CDMA technology for a 
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multiple access scheme as described in [9]. In such networks, the higher level of en-
ergy consumption at cluster-head nodes might cause more damage to the network 
since such cluster-head nodes also limit accessibility of other sensor nodes. Therefore, 
the energy-saving mechanism in cluster-head nodes is critical issue and determines  
 

 

 

 

 

Fig. 3. Simulation Results of Receivers in Wireless Sensor Networks 
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the performance and lifetime of networks. The receiver of the cluster-head node 
within a dense cluster, however, suffers from MAI due to non-orthogonal PN codes. 
MAI in addition to noise causes the bit errors and results in frame retransmissions or 
information losses from sensor nodes. In the receiver of cluster-head nodes, MUD can 
be employed to eliminate MAI, while channel codes are utilized to cope with bit er-
rors. Therefore, JDD receivers are expected to improve the performance of cluster-
head nodes and decrease the number of bits to be delivered between a cluster-head 
node and its sensor nodes. As a result, the JDD receiver help such networks save the 
energy consumption in the delivery of sensed data from sensor nodes to the cluster-
head node. 

To evaluate the effectiveness of the receiver for cluster-head nodes, we perform 
simulations to compare the performance of different receivers with different multiple 
access schemes. Two types of multiple access schemes are evaluated; one is DS-
CDMA and the other is TDMA. In particular, for a DS-CDMA system, the conven-
tional receiver and the JDD receiver are compared. The main objective of the simula-
tion is to compare the performance of three types of receivers in terms of average 
delay, average overhead and total energy consumption.  

Experiments are performed on simulations with 100, 200, 300, or 400 sensor nodes 
randomly distributed in a 100 × 100 square meter area. Each sensor node is assumed 
to have data to send with 2-state MMPP (markov-modulated Poisson process) traffic. 
The maximum transmission range of the sensor nodes is set to 10m. It is assumed that 
the channel has AWGN (additive white Gaussian noise) and ARQ (automatic repeat 
request) scheme is employed to recover frame errors. 

In order to capture the performance of different receivers and multiple access 
schemes we use the metrics, average delay, average overhead and energy consump-
tion. Figure 3 shows the results about the average delay at the cluster-head nodes, the 
average overhead between sensor nodes and a cluster-head node, and the amount of 
energy consumption at the cluster-head node according to the number of nodes. It 
shows that CDMA systems outperform a TDMA system in terms of delay in cluster-
head nodes. Furthermore, the CDMA system utilizing the JDD receiver has less aver-
age delay than the one with separate MUD and channel codes at cluster-head nodes. It 
also indicates the JDD receiver decrease the amount of average overhead remarkably 
between sensor nodes and a cluster-head node. As the number of nodes increases, 
however, the overhead amount of TDMA system becomes less. At last, the receiver 
with JDD dissipates less energy to forward data from sensor nodes to parent cluster-
head nodes than other schemes due to less overhead and the low bit error rate. 

4   Conclusions 

In this paper, we have proposed a design of the receiver employing PIC and convolu-
tion codes, and its application to cluster-head nodes in multi-tiered wireless sensor 
networks. Utilizing the state-transition information of convolutional codes, our pro-
posed approach estimates partial codeword of channel symbols corresponding to 
branches of state transition in convolutional decoding at each estimation step in PIC. 
We have evaluated the performance of the receiver and the performance of the wire-
less sensor network when the receiver is used for cluster-head nodes. It is shown that 
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the receiver outperforms the existing receiver when CDMA is used for a multiple 
access scheme. Furthermore, the receiver experiences much less delay than a TDMA 
scheme. In particular, the proposed JDD receiver is quite attractive when a number of 
users (nodes) exist within a cluster in terms of delay and energy consumption. 
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Abstract. This paper proposes and analyzes the performance of an
error control scheme for multicast video streaming over IEEE 802.11
WLAN. The proposed scheme makes all packets include the field in-
dicating the number of packets of the message to which they belong,
the receiver nodes report errors in a best-effort manner through con-
tention period, and finally access point retransmits the requested packets
through the overallocated slot that is unavoidably brought by QoS guar-
antee. Simulation results show that the proposed scheme can not only
efficiently utilize the network bandwidth by reusing the wasted band-
width for error control but also reduce the deadline miss ratio by 23 %
compared with fixed length-based error control scheme without affecting
other streams.

1 Introduction

The great success of IEEE 802.11 technology for WLANs (Wireless Local Area
Networks) is creating new opportunities for the deployment of advanced mul-
timedia services such as video conferencing, video multicast, and so on[1]. Au-
dio/video streaming will be a critical part of the wireless communication, as
multicast streaming offers an efficient paradigm for transmitting video from a
sender to a group of receivers using mobile devices such as PDA, telematics, and
so on, with lower network and end-system costs. Unlike the general data traffic,
video traffic is delay-sensitive and somewhat tolerant to packet loss through the
use of error concealment technique at the video decoder. However, the use of
WLANs for the transport of video accompanies some problems resulted from
the strict delay constraints of the video traffic and the inherent unpredictability
of the wireless link[2].

The streaming service on WLAN requires a certain type of QoS (Quality of
Service) guarantee and run-time error control to provide an acceptable video
quality. QoS guarantee means a reservation of resources that can meet the delay
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constraint of video stream[3]. The guarantee mechanism inevitably depends on
the underlying MAC (Medium Access Control) layer and IEEE 802.11 WLAN
standard consists of a basic DCF (Distributed Coordination Function) and an
optional PCF (Point Coordination Function)[4]. Due to packet collisions intrin-
sic to CSMA/CA (Carrier Sense Multiple Access with Collision Avoidance),
DCF is not appropriate for video streaming. The QoS guarantee cannot be pro-
vided without developing a deterministic access schedule on top of collision-free
PCF[5]. However, DCF cannot be totally excluded from WLAN operation be-
cause the standard demands that the DCF should be at least long enough to
transmit one maximum data unit, to prevent starvation of stations that are not
allowed to send during the PCF.

Meanwhile, lost packets constitute one of the main causes of video quality
degradation, while the wireless channel error is characterized as bursty and lo-
cation dependent[6]. Due to the delay constraints, the number of retransmission
that can be used is limited and usually small. In case of multiple clients, each
client will have different channel conditions, processing capabilities, and only
limited feedback channel capabilities. The error control scheme for multicast
video is not aiming at recovering all lost packets but recovering as many packets
as possible. Most importantly, the error control procedure should not affect the
other guaranteed traffics in WLAN.

The real-time guarantee inevitably generates overallocation during PCF as
the time constraints of message stream are usually described with the maximum
value of message size. Retransmission via this overbooked bandwidth does not
interfere the transmission of other guaranteed messages. In the other hand, if we
let error report containing retransmission request be delivered via the DCF pe-
riod in a best-effort manner, the entire error control procedure can be carried out
without any influence to other real-time messages. Finally, though the variable
message size makes it hard to decide when to report the error list, the receivers
can determine the completion of message transmission by countingBeacon frame
AP (Access Point) generates periodically in WLAN. Based on the requirements
described previously, this paper will propose and analyze the performance of an
error control scheme for multicast video stream on IEEE 802.11 WLAN. We
focus on the video streaming scenario in the last mile network, namely, between
AP and the mobile devices.

The rest of this paper is organized as follows: After reviewing some related
works in Section 2, Section 3 describes the background of this paper including
network, error, and message models. Section 4 proposes an error control scheme
and Section 5 shows the result of performance measurement. Finally, Section 6
summarizes and concludes this paper.

2 Related Works

Error control in wireless network has been intensively studied for both unicast
and multicast. Most of the approaches use ARQ (Automatic Retransmission
reQuest), FEC (Forward Error Correction), or a combination of both[7]. Pure



964 J. Lee et al.

ARQ-based schemes are less appropriate for the multicast case due to ACK
explosions and the requirement to retransmit different packets to the respective
users. For significant packet loss rates, each user will require frequent packet
replacement, and different receivers are most likely to require different packets.
To respond to requests by multiple users, we may have to resend a significant
fraction of the original data even for small loss rates. For a packet network
with dynamic bandwidth, a different class of the source coding technique called
progressive coding is better suited. However, this method has the problem in
deciding optimal coding parameter on wireless channel.

As a hybrid ARQ mechanism, Majumdar et al. have proposed a method that
combines the reliability and fixed delay advantage of forward error control cod-
ing with bandwidth-conserving channel-adaptive properties of ARQ protocol[2].
Masala has also proposed a multicast scheme that aims at globally optimizing
the parameters involved in a real-time video transmission, ranging from video
encoding and packetization to the 802.11 MAC interface parameters[3]. These
schemes are mainly built on top of DCF, so they didn’t consider the effect of
QoS reservation.

Lu et al. have proposed a timestamp-based content-aware adaptive retry
mechanism where MAC dynamically determines whether to send or discard a
packet by its retransmission deadline, which is assigned to each packet according
to its temporal relationship and error propagation characteristics with respect to
other video packets within the same group of pictures[7]. However, their scheme
is too complex to be exploited in the WLAN standard, as it crosses the protocol
layer boundaries.

3 Background

3.1 Network Model

We consider a wireless-cum-wired network scenario as shown in Fig. 1[8]. A fixed
node is connected with an AP through a wired link which is overprovisioned so
that no packets are dropped at its end. This model enables us to concentrate on
the behavior of inside WLAN part as it assumes ideal environment of no packet
loss or jitter for outside WLAN part. Each cell is assumed to consist of an AP
and multiple MSs (Mobile Stations), while each flow is either uplink (from MS

Video Server AP
Wired link

MS

MS

MS

MS

802.11b WLAN

Fig. 1. Network model
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Fig. 2. Time axis of wireless LAN

to AP) or downlink (from AP to MS). Most flows are downlink, and the stream
flow arrives periodically from the remote server outside the cell via reliable wired
link. The multicast on WLAN prevents the automatic ACK transmission from
the receiver.

The IEEE 802.11 was developed as a MAC standard for WLAN[4]. The stan-
dard divides the time axis into the series of superframes, and each of them con-
sists of CFP (Contention Free Period) and CP (Contention Period), as shown
in Fig. 2. In CFP, AP polls each stream once a polling round, providing a pre-
dictable access to each delay sensitive streams. For simplicity, this paper as-
sumes that the polling round coincides with a superframe, but this assumption
can be easily generalized. Appropriate time amount is allocated to each multi-
cast stream, and the length of time interval is calculated according to the QoS
requirement. The multicast stream is also an instance of message stream that
flows from AP to WLAN. On the contrary, during CP any station can send
non-real-time message after contending the shared medium via CSMA/CA.

3.2 Error Model

WLANs may experience location-dependent channel errors, now that some MSs
can correctly communicate with the AP, while at the same time others may
suffer packet drops due to errors on the channel. Therefore, given N MSs, there
are also N independent error models. An 802.11 radio channel is modeled as a
Gilbert channel[8], where two states, good and bad, linked with a Marcov chain,
represent the state of channel during an 802.11 slot time. A MAC protocol data
unit is received correctly if the channel is in state good for the whole duration of
transmission, otherwise, it is received in error. We denote the transition prob-
ability from state good to state bad by p and the probability from state bad to
state good by q. The pair of p and q representing a range of channel conditions,
has been obtained by using the trace-based channel estimation. After all, the
average error probability, denoted by ε, and the average length of a burst of
errors are derived as p

p+q and 1
q , respectively.

3.3 Message Model

The video stream traffic occupies the network as a form of streaming-specific
packets. For example, H.264 standard decouples the coding aspect from the bit
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stream adaptation needed to transmit over a particular channel such as WLAN.
Such multimedia traffic is typically isochronous (or synchronous), consisting of
message streams that are generated by their sources on a continuing basis and
delivered to their respective destinations also on a continuing basis[9]. The QoS
requirement is submitted to AP and the most important traffic characteristics
of each stream are its period and message size. If we assume that there are n
multicast video streams in a cell, namely, S1, S2, ..., and Sn, each stream can be
modeled as follows: A message arrives at the beginning of its period and it must
be transmitted by the end of period. The deadline is soft in that some delayed
packets are permissible and transmission jitter is absorbed by a playback buffer
in the video player. The period of Si, is denoted as Pi, and the maximum length
of a message as Ci.

4 Error Control Scheme

4.1 Bandwidth Allocation

By allocation, we mean the procedure of determining capacity vector, {Hi}, for
the given superframe time, F , and message stream set described as {Si(Pi, Ci)}.
Fig. 2 also illustrates that the slot size is not fixed, namely, Hi 	= Hj for different
i and j. At this figure, a message of size up to Ci is generated and buffered at
regular intervals of Pi, and then transmitted by Hi every time the node is polled.
This subsection briefly describes the allocation scheme of Lee’s work[5].

Let δ denote the total overhead of a superframe including polling latency, IFS,
exchange of beacon frame, and the like, while Dmax the maximum length of a
non-real-time data packet. In addition, Pmin denotes the smallest element of set
{Pi}. Then the requirement for the superframe time, F , can be summarized as
in Ineq. (1). Within this range, the scheme can select F and slightly modify Pi’s
such that they are harmonic[9].∑

Hi + δ + 2 ·Dmax ≤ F ≤ Pmin (1)

In addition, the least bound of Hi that can meet the time constraint of Si is
calculated as in Eq. (2).

Hi = Ci

(�Pi
F �−1)

if(Pi − �Pi

F � · F ) ≤ Dmax

Hi = Ci

�Pi
F � Otherwise

(2)

The allocation vector calculated by Eq. (2) is a feasible schedule if the vector
meets Ineq. (1). Finally, we can determine the length of CFP (TCFP ) and that
of CP (TCP ) as follows:

TCFP =
∑

Hi + δ, TCP = F − TCFP ≥ Dmax (3)

This scheme is based on the analysis of the worst case available time. Since such
an allocation usually considers the upper bound of message size, especially in
multimedia applications, unused bandwidth degrades the network throughput.
For detailed description of bandwidth allocation, refer to [5].
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4.2 Error Report

A message is divided into packets of size Hi, hence, for a message to be correctly
assembled at a receiver, the receiver should receive all packets successfully. If
a packet experiences an error during transmission, additional explicit messages
should be sent to request the retransmission of that packet. Per-packet response
to the receiver increases overhead, but if the receiver reports the list of damaged
packets after it estimates the end of delivery of one message, this waste can
be eliminated. It is desirable to send error report via the contention period
in order not to interfere the transmission of other stream. If the size of every
message is fixed and known in advance, the receiver can easily decide the end
of one message transmission. However, the size varies message by message in
multimedia streams. Hence, we make all packets include a field specifying the
number of packets of the message to which they belong so that the receiver can
decide when to report error packet list as long as it receives at least one packet.

P CP P CP P CP P CP

set counter as 3 error report

1 2 3 u

Fig. 3. An example of error reporting

To construct the error report message, the receiver initializes the error packet
list when it receives a packet arrives. If the sequence number of this packet is not
1 but k, the receiver appends the numbers of 1 through (k− 1) to the list. From
then, the receiver appends each number of the erroneously received packets. As
the receiver also hears Beacon and a stream sends a packet per a polling round,
it knows the end of transmission even if the last message is omitted. Fig. 3 shows
the example, where a message is transmitted with u packets and each of them
has an information that specifies u as well as its sequence number and message
identifier. At first, a packet numbered as 3 (not 1) arrives. Then the receiver
initializes and adds 1 and 2 to error list as well as sets counter to 3. The counter
increases each time the receiver hears Beacon frame. When the counter reaches
u, receiver sends error report back to the sender via contention period.

4.3 Retransmission

AP receives error report containing error packet list from the receivers of multi-
cast via CP each time it completes a message transmission until it begins a new
transmission. AP builds a retry list sorted by the frequency of appearance in the
set of error reports. A new error list arrival reorders the list. Then AP resends
the packet according to the order in the retry list when it meets an extra slot
for the corresponding video stream. The retransmission scheme can be extended
to consider the priority of packet given by the coding scheme performed at the
upper layer.
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5 Performance Analysis

This section begins with the description of analytic model for the recovered error
for the proposed scheme. The average extra bandwidth for a message, Ri, can
be calculated as shown in Eq. (4).

Ri = (
Hi

F
− C̄i

Pi
) · Pi (4)

Then the average number of extra access time, w, can be approximated as
Ri/Hi. If there are w extra frames for a message composed of k frames, the prob-
ability of successful transmission of a message, T (k, w), is calculated recursively.
Namely,

T (k, w) =
m∑

i=0
kCi · εi(1 − ε)k−i · T (i, w− i), T (0, w) = 1, T (k, 0) = (1 − ε)k (5)

where m is the smaller of k and w while ε denotes the frame error rate.
Now we will show the performance measurement results obtained via simula-

tion using ns-2[10]. To begin with, we assume that there are 10 MSs in a cell,
3-5 video streams exist simultaneously. Each video stream has the same traffic
requirement for simplicity such as bit rate, error characteristic, video packet size,
and the number of receivers. Fig. 4 and Fig. 5 plots the average deadline meet
ratio observed at each receiver according to BER (Bit Error Rate) and peak-
average ratio. In these figures, the number of messages not packets is counted.
The curve denoted as fixed length is for the case where the receiver only knows
the maximum length of message. Fig. 4 exhibits that the proposed scheme can
reduce the deadline miss ratio by 23 % compared with fixed length scheme and
by 48 % compared to no error control case, respectively, when BER is around
10−6. In Fig. 5, when the peak-average ratio of the message is 1 (all message
sizes are equal), both proposed and fixed length schemes show same perfor-
mance as expected. However, the proposed scheme improves the deadline meet
ratio due to the efficient error report mechanism when the ratio increases over
1.0. Other results are omitted due to space limitation. After all, the simulation
results demonstrate that overbooked bandwidth can be efficiently used for error
recovery of multicast video stream.
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6 Conclusion

In this paper, we have proposed and analyzed the performance of an error control
scheme for multicast video streaming over IEEE 802.11 WLAN. The proposed
error control scheme makes the receiver node report errors in a best-effort man-
ner via CP, and also makes AP retransmit the requested packets through the
overallocated slot that is unavoidably brought by QoS guarantee in CFP. There-
fore, this scheme is able to eliminate the interference to the guaranteed stream
transmission, while the message size contained in each frame enables the timely
report of error list as long as a packet of message arrives at the receiver. A con-
tinuous trace of each video stream channel shows that the proposed scheme can
not only efficiently utilize the network bandwidth, but also reduce the deadline
miss ratio by 23 % compared with fixed length scheme and by 48 % compared
with no error control case, respectively, for the given simulation parameters. As a
future work, we are planning to develop a video streaming on dual wireless links
focusing on the guarantee scheme and transmission schedule that can efficiently
cope with network errors based on the temporarily redundant channel.
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Abstract. This paper proposes and analyzes a fast handoff scheme that
exploits the overallocated bandwidth inevitably generated to guarantee
the QoS requirement of real-time multimedia stream on the IEEE 802.11
wireless LAN. By using the reserved but not used network time and mak-
ing the priority of the probe frame higher than any other data frames,
AP and station can exchange RTS/CTS to negotiate when to send probe
message, making AP immediately respond to the probe request with
probe response message in the CFP. The result of simulation that fo-
cuses on the effect of the amount of overalloation and average number of
simultaneous requests, shows that the proposed scheme reduces the AP
scan time maximally by 16 % for the given experiment parameters.

1 Introduction

IEEE 802.11 based WLANs(Wireless Local Area Networks) have seen immense
growth in the last few years. Because of the mobility-enabling nature of wireless
networks, there is an opportunity for many promising multimedia and peer-to-
peer applications such as VoIP, 802.11 phones and mobile video conferencing[1].
However, mobile clients suffer from quality degradation resulted from frequent
handoff since each cell may cover just a small area, i.e., rooms or sections of a
highway. Frequent handoffs and disconnections incur disruptions and instability
of the connection between mobile host and server, even in the middle of an
application session. To the worse, according to the handoff procedure defined in
WLAN standard, the network connection as perceived by the application may
be affected by the jittery and unpredictable handoff latencies. Such problem is
particularly serious for the fast moving device such as telematics.
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Wireless LAN STA (Station) is the most basic component of the wireless
network[2] and it means any device that contains the functionality of the 802.11
protocol. BSS (Basic Service Set) is the basic building block of an 802.11 WLAN,
and each BSS consists of any number of stations. As a SSID (Service Set IDen-
tifier) is a unique identifier that distinguishes one WLAN from the others, all
APs (Access Points) and STAs attempting to join a specific WLAN must have
the same SSID. A WLAN handoff is performed at the MAC layer when a mobile
STA moves beyond the radio range of the current AP and enters another BSS[3].
During the handoff, management frames are exchanged between the STA and
the AP. The handoff procedure essentially requires the transfer of STA infor-
mation such as authentication, authorization, and accounting information, from
the old AP to the new AP.

Previous research results show that the probe phase overwhelms the total
handoff latency while the variation in the probe-wait time also causes the large
variations in the overall handoff latency. For the client, the service is ceased
during the handoff. Because the STA must scan the channel to which an AP
may belong for the maximum scanning period, and it must repeat iteratively
for all channels, the probe time occupies the biggest part of the handoff latency.
Thus any handoff scheme built upon the techniques/heuristics that either cache
or deduce AP information without having to actually perform a complete active
scan definitely should cope with the dominating cost of the scan process.

To solve such a problem by reducing AP scanning delay of handoff latency at
MAC layer, this paper proposes and analyzes a fast handoff scheme that exploits
the overallocated bandwidth necessarily accompanied in providing QoS guaran-
tee to real-time multimedia stream. Using the reserved but not used network
time, AP and STA can exchange RTS (Request To Send)/CTS (Clear To Send)
to negotiate when to send a probe message, making AP immediately respond
to the probe request with matching probe response message in the next CFP. In
addition, by making the priority of the probe frame higher than any other data
frames, collision between probe response messages and ordinary data frames can
be eliminated, and dynamic adjustment of the channel scan time further im-
proves AP scanning time. With the reduced AP scan time, a seamless handoff
process is performed, minimizing the deadline miss ratio.

This paper is organized as follows: After issuing the problem in Section 1,
Section 2 introduces the related works. With the description on the handoff
procedure in IEEE 802.11 WLANs in Section 3, Section 4 proposes the fast
handoff scheme. Section 5 shows and discusses the performance measurement
results and then Section 6 finally concludes this paper with a brief summarization
and the description of future works.

2 Related Works

A lot of works have been already carried out to reduce the handoff latency for
the roaming client station. However, existing handoff schemes are not suitable
for meeting requirements of real-time multimedia application due to its long
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and occasionally unbounded delay. The sequence of messages being exchanged
during the handoff process can be categorized into three groups, namely, probe,
authentication, and association. Accordingly, existing works are also classified
by the delay element to reduce.

First, the researches to improve the probe delay are as follows: Kim et al. pro-
posed a selective scanning algorithm using the neighbor graphs[4]. This approach
forces changes in the network infrastructure and use of IAPP (Inter Access Point
Protocol) though it narrows the search space with neighbor graphs. Moreover,
this scheme does not consider the time amount required by the client to process
the received probe responses. Shin et al. proposed a new handoff procedure which
reduces the MAC layer handoff latency, in most cases, to a level where VoIP
communication becomes seamless using both selective scanning algorithm and
caching mechanism[2]. It needs just an insignificant modification in the client-
side wireless card driver such as channel mask and improved cache dimensioning.
According to the analysis result by Jain[5] and Mishra[3], there are remarkable
variations in handoff latencies with change in SSID and channel of APs, and
probe delay is the major malicious factor to the total handoff performance.

Second, to improve the authentication delay, Pack et al. proposed a fast Inter-
AP handoff scheme using the predictive authentication method based on IEEE
802.1x model [6][7]. The IEEE 802.1x authentication delay is reduced by using
the FHR (Frequent Handoff Region) selection algorithm that makes the candi-
date APs selected by the predictive algorithm, perform the pre-authentication,
directly taking into account traffic patterns and user characteristics, which are
collected and managed in the centralized system.

Third, to improve the association delay, Mishra et al. focused on reducing
the reassociation delay[8]. The reassociation delay is reduced by using a caching
mechanism on the AP side. This caching mechanism is based on the IAPP pro-
tocol in order to exchange the client context information between neighboring
APs. The cache in the AP is built by observing the information contained in an
IAPP Move-Notify message or in the reassociation request sent to the AP by the
client. By exchanging the client information with the old AP, the new AP pre-
vents the client from sending its context information, resulting in the reduction
of the reassociation delay.

3 Backgrounds

3.1 IEEE 802.11 WLAN

The wireless LAN operates on both CP (Contention Period) and CFP (Con-
tention Free Period) phases alternatively in BSS as shown in Fig. 1(a). Each
superframe consists of CFP and CP, which are mapped to PCF (Point Coordi-
nation Function) and DCF (Distributed Coordination Function), respectively[9].
Though PCF is optional, QoS guarantee cannot be provided without PCF. Re-
cently, the PCF-enabled schemes are increasingly being applied to the WLAN
showing a reasonable throughput. Moreover, previous researches based on the
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DCF can not avoid both the collision between the probe messages and normal
data frames, and the probe delay according to the backoff time of DCF.

Fig. 1(a) shows the operation of polling procedure as well as the allocation
of capacity vector. The DCF exploits collision-based CSMA/CA (Carrier Sense
Multiple Access with Collision Avoidance) protocol for non-real-time messages,
and RTS/CTS clearing technique to further reduce the possibility of collisions
as shown in Fig. 1(b).
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(a) Time axis of wireless LAN (b) RTS/CTS frame exchange

Fig. 1. IEEE 802.11 WLAN operations

PC (Point Coordinator) node, typically AP, sequentially polls each station dur-
ing CFP. AP maintains the polling list ordered by a polling sequence. The PC
attempts to initiate CFP by broadcasting a Beacon at regular intervals derived
from a network parameter of CFPRate. The polled node transmits its message
for a predefined time interval, and it always responds to a poll immediately
whether it has a pending message or not. Only after the medium is idle the
coordinator will get the priority due to the shorter IFS (InterFrameSpace).

3.2 The Handoff Procedure in WLAN

The handoff process can be divided into two logical steps of discovery and re-
association[3]. The discovery process involves handoff initiation and scanning
phases. As signal strength and signal-to-noise ratio from a station’s current AP
get weaker, STA loses connectivity and initiates a handoff. Then the client is not
able to communicate with its current AP, so the client needs to find the other
APs available. This scan function is performed at a MAC layer, and the station
can create the available AP list ordered by the received signal strength.

For the scan phase, STA can perform scan operation either in passive or active
mode. In passive scan mode, using the information obtained from beacon frames,
STA listens to each channel of the physical medium to try and to locate an AP.
In the active mode (the wireless NICs do by default), as shown in Fig. 2(a),
STA broadcasts additional probe packets on each channel and receives responses
from APs. Thus the STA actively probes for the APs, and the actual number of
messages varies from 3 to 11. Fig. 2(b) shows the sequence of messages typically
observed during a handoff process. The handoff process starts with the first probe
request and ends with a reassociation response from the new AP.
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The probe function follows the IEEE 802.11 MAC active scan function and
the standard specifies a scanning procedure as follows[2][3]:
1. Using CSMA/CA, acquire the access right to the medium.
2. Transmit a probe request containing the broadcast address as destination,

SSID, and broadcast BSSID (Basic SSID).
3. Start a ProbeTimer.
4. If medium is not busy before the ProbeTimer reaches MinChannelTime, scan

the next channel. Otherwise, process all received probe responses.
5. Move to next channel and repeat the above steps.

After all channels have been scanned, informations received from probe response
are scrutinized by STA to select a new AP. Once the STA decides to join a
specific AP, authentication messages are exchanged between the STA and the
selected AP, and after a successful authentication, the STA sends a reassociation
request and expects a reassociation response back from the AP.

4 Proposed Scheme

4.1 AP Channel Management

Real-time guarantee is provided based on the worst case available transmission
time, so a stream can meet extra slots in some periods. Moreover, as Ci is usually
just the upper bound of message size in multimedia applications, some period,
Pi, has message to send less than Ci. As a result, a node possibly has no pending
message when it receives a poll. Though there have been plenty of bandwidth
allocation schemes for the real-time message stream or sensor data stream, we
exploit Lee’s scheme, as it completely conforms to WLAN standard[10].

To begin with, let δ denote the total overhead of a superframe including
polling latency, IFS and the like, while Dmax the maximum length of a data
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packet. For each superframe, at least a time amount as large as Dmax, should
be reserved for a data packet so as to keep compatibility with WLAN standard.
The capacity vector, Hi, is large enough to exchange RTS/CTS. If Pmin is the
smallest element of set {Pi}, the requirement for the superframe time, F , can
be summarized as follows:

Hi = Ci

(�Pi
F �−1)

if(Pi − �Pi

F � · F ) ≤ Dmax

Hi = Ci

�Pi
F � Otherwise

(1)

By this, we can determine the length CFP period (TCFP ) and that of CP (TCP )
as follows:

TCFP =
∑

Hi + δ, TCP = F − TCFP ≥ Dmax (2)

For detailed description, refer to [10].

4.2 AP Scanning Procedure

In general, it takes more time to perform a passive scan than active scan in col-
lecting the necessary information. Thus current WLAN equipments use active
scan mode in order to reduce handoff delay. In the standard active scanning
procedure, though the probe phase of one channel can be terminated before the
ProbeTimer reaches MaxChannelTime, the STA has to wait during the Max-
ChannelTime. In addition, the probe response messages and other ordinary data
frames contend for the shared channel, so they can collide with one another. To
minimize the collision using active scan mode, we will assign the higher priority
to the probe response message, and also provide variable scan time.

As shown in Fig. 3, the proposed AP scanning scheme is performed through
the unused slots. AP can not only send RTS message to the STA which waits
for probe response message, but also STA can respond with CTS message to
the appropriate AP which will transmit the probe response message. Once the
RTS/CTS messages are exchanged, the priority to send probe response message



976 M. Kang et al.

is assigned to the AP, and other APs can not receive the CTS message until the
selected AP sends probe message to the STA.

The procedure of the proposed scheme using adaptive scan time is as follows:

1. Using CSMA/CA, STA acquires the access right to the medium.
2. STA transmits a probe request frame containing the broadcast address as des-

tination, SSID, and broadcast BSSID, to all APs in the reachable channels.
And AP is informed the existence of a STA that waits to join.

3. Start a ProbeTimer.
4. If medium is not busy before the ProbeTimer reaches MinChannelTime, STA

scans the next channel. Otherwise, following steps are applied.
5. Using the unused slot, AP sends RTS to STA specifying the ID submitted

in step 2.
6. STA responses with CTS if it still wants to receive the probe response.
7. AP sends probe response to STA if overallocated slot time amount is large

enough to send the probe message. Otherwise, probe response is postponed
until AP meets such a slot.

8. If the number of RTS messages is equal to the number of probe responses,
and if SSID of being transmitted packet is equal to that of already received
probe response during the MinChannelTime, that is, after sensing that the
probe response doesn’t arrive at STA any more, STA scans the next channel.

5 Performance Measurements

This section will show performance measurement results performed via simu-
lation. The experiments are based on some assumptions to concentrate on the
major performance parameters, namely, the amount of overallocation and the
number of pending handoff request. Every stream has equal period and communi-
cation time, while each time variable is aligned to F and total number of streams
is set to 5 for simplicity. However, these assumption can be easily generalized
into the more realistic circumstances. Finally, we compared the handoff time of
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the proposed scheme with that of a scheme which just gives the precedence to
the packets relevant to handoff procedure.

Fig. 4 shows the effect of overallocated bandwidth to the AP scan time. The
probability of unused slot due to overallocation can be estimated as (Hi

F − Ci

Pi
).

The efficient usage of overallocated bandwidth can speed up the handoff time
by 16 % when the overallocation value is 0.1. Fig. 5 also plots the AP scan
time according to the number of simultaneous requests. The performance gap
gets narrow when more handoff requests are submitted to the network as the
proposed scheme can expect the improvement only if CFP has an overallocation
larger than the handoff procedure. The total AP scan time can be calculated
by the sum of time needed to scan a used channel and time to scan on empty
channel.

6 Conclusion and Future Work

This paper proposes and analyzes a fast handoff scheme that exploits the over-
allocated bandwidth inevitably generated to guarantee the QoS requirement of
real-time multimedia stream on the IEEE 802.11 Wireless LANs. Using the re-
served but not used network time, AP and STA can exchange RTS/CTS to
negotiate when to send probe message, making AP immediately respond to the
probe request with probe response message in the next CFP. In addition, by
making the priority of the probe frame higher than any other data frames, col-
lision of probe response messages and ordinary data frames can be minimized.
Simulation results show that the proposed scheme improves the AP scan time
according to the amount of overalloation and average number of simultaneous
requests.

The channel with the best signal is not necessarily the best channel to connect
to because it could be much more congested than a channel with a lower signal
strength. Because of this, a heuristic which considers bit rate information to-
gether with signal strength can achieve optimal performance. As a future work,
we consider an error control mechanism as well as a heuristic algorithm that
signal strength can achieve optimal performance.
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Abstract. The branch prediction accuracy is one of essential parts of
performance improvement in embedded processors as well as modern
microarchitectures. Until now, the length of branch history has been sta-
tically fixed for all branch instructions, and the history length is usually
selected in accordance with the size of prediction table. In this paper, we
propose a dynamic per-branch history length adjustment policy, which
can dynamically change the history length for each branch instruction.
The proposed solution tracks data dependencies of branch instructions
and identifies strongly correlated branches in branch history. Compared
to the previous bimodal style predictors and the fixed history length
predictors in embedded processors, our method provides better history
length for each branch instruction, resulting in substantial improvement
in prediction accuracy.

Keywords: Branch Prediction, Branch History, History Length Adjust-
ment, Data Dependency, gshare Predictor.

1 Introduction

To achieve higher performance, recent microarchitectures have made use of
deeper pipeline, dynamic scheduling and multi-issue superscalar processor tech-
nologies. In the field of embedded processors, such technology trends are expected
to be realized in a near future as well. Consequently, accurate branch predictor
will be one of essential parts of modern embedded processors, because the penalty
for a branch miss-prediction increases as the number of pipeline stages and the
number of instructions issued per cycle increase [1]. Although there have been
many proposals of complex hybrid branch predictors in modern microarchitec-
tures, they can not directly be implemented in embedded processors, due to the
strict hardware resource constraints in their environments. Instead, most branch
predictors in embedded processors have used the small-scale bimodal style pre-
dictors[2]. In bimodal predictors, the only information in branch prediction is
the address of branch instruction(PC), without Global Branch History(GBH).

V.N. Alexandrov et al. (Eds.): ICCS 2006, Part IV, LNCS 3994, pp. 979–986, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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However, as shown in many previous works, branch instructions have a special
feature in their executions, called correlation, and the prediction accuracy is ex-
pected to increase if the predictor additionally utilizes the correlation features of
branch instructions[3][4]. In this paper, we propose a new novel algorithm and
hardware structure, which can be implemented in embedded processors with
providing the correlation features, as the alternative of bimodal predictors in
embedded processors. Our policy is much more profitable to high-performance
embedded systems. The rest of this paper is organized as follows. Section 2
describes the backgrounds and the related works about this paper. Section 3
proposes dynamic per-branch history length adjustment and explains its dis-
tinctive algorithm and required hardware structure. In section 4, we simulate
our proposal and discuss the simulation results. Finally, section 5 concludes this
paper.

2 Backgrounds and Related Works

Various vectors of information can be used as an input of branch predictors. The
branch address was firstly proposed to index the Pattern History Table (PHT).
This style of predictors is often called as the bimodal predictor and it is still
widely used in current microarchitectures, because the bimodal distribution of
branch execution is one of main characteristics of most branch instructions[5].
Further, in the field of embedded environments, bimodal predictor is an essen-
tial branch predictor. For examples, XScale Processor implements the bimodal
predictor with 2 bit saturation counter in Branch Target Buffer(BTB)[2]. In the
family of ARM processors, they implement simple bimodal style branch predic-
tors as well, due to the strict hardware resource constraints[6]. However, it has
been shown that some branches, especially conditional branches, are strongly
correlated to the outcomes of a few past branch instructions. The 2-level adap-
tive branch predictor and its variations utilize this idea. This mechanism uses
two levels of branch history to make the predictions; the history of the last k
branches encountered and the branch behavior for the last s occurrences of the
specific pattern of these k branches[3].

Meanwhile, the length of branch history is statically fixed for all branch in-
structions, and the history length is usually selected in accordance with the size
of PHT. However, as shown in previous works, different branch instructions re-
quire different length histories to achieve high prediction accuracies [7][8][9]. In
previous works, [7] and [8] require prior-profiling to change the history length. Al-
though [9] provides dynamic history length fitting method, it also requires many
intervals which consist of a fixed number of consecutive branch instructions, to
profile and change the history length, thus it is semi-dynamic. On the whole,
these intervals induce the overall decrease of IPC. However, our policy adjusts
the history length in program execution time, that is fully-dynamic. Moreover,
our policy is per-branch method and provides optimal history length for each
branch instruction, which is not the case of previous works.
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3 History Length Adjustment in Branch Prediction

In this section, we propose Dynamic Per-Branch History Length Adjustment
(called DpBHLA Policy), and additionally we show its algorithm and required
hardware structure. The proposed solution tracks data dependencies of branch
instructions and identifies strongly correlated branches(called key branch) in
branch history, based on operand register in branch instruction. By identifying
the key branch, the DpBHLA policy selectively uses the information of key
branch in GBH, resulting in different history length for each branch instruction.
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Fig. 1. Example Scenario

Figure 1 shows the example scenario to illustrate the DpBHLA mechanism.
Figure 1 is a kind of Control Flow Gragh(CFG), composed of Basic Blocks
(BBs). Each basic block consists of one branch instruction and a few other
instructions which do not change the execution path. if (R4) in BB10 is the
branch instruction in which we want to predict the execution path. The GBH
for if (R4) in BB10 is currently (...TNNTTN). To identify the key branch, we
introduce Branch Register Dependency Table (Br RDT), which stores the key
branch information. Figure 2 shows its structure. In Figure 2, the number of
entries in Br RDT is the same as the number of architectural registers and the
width of each entry is the same as the history length n, according to the 2n PHT
size. To select the optimal history length for each branch instruction, each entry
in Br RDT is handled by the following algorithm, shown in Figure 3.

The algorithm in Figure 3 mainly controls each entry of Br RDT, based on
the instruction format. The important instruction formats in our algorithm are
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Fig. 2. Branch Register Dependency Table

(1) conditional branch instruction and (2) register writing instruction. In case of
conditional branch instructions, the Length Indicator takes the entries of source
operands in branch instructions, and newly set the value of logic 1 into the LSB
field of Reg Srci in Br RDT, with shifting one bit left in all Br RDT entry. In
case of register writing instructions, each Reg Srci in Br RDT is bit-wise-ored,
and the entry of Br RDT(Reg dest) takes the result.

if (Conditional Branch Instruction){

Length Indicator = Br RDT(Reg Src1)(|Br RDT (Reg Src2)|...);
AllBr RDTentry << 1;

Br RDT (Reg Src1) = 1|Br RDT (Reg Src1);
(Br RDT (Reg Src2) = 1|Br RDT (Reg Src2); ...)
}

else if (Register Writing Instruction){

Br RDT (Reg dest) = Br RDT (Reg Src1)(|Br RDT (Reg Src2)|...);
}
(...) depends on the number of source operands in branch instruction

Fig. 3. History Length Adjustment Algorithm

Figure 4 illustrates the example contents for selecting the history length of
if (R4) in BB10. In Figure 4, the entry of R4 in BB10 is (...0000100) and
the Length Indicator uses the entry of R4 in Br RDT at the end of the al-
gorithm. The entry of Br RDT indicates whether i-th field of each Br RDT
entry is BB which contains the key branch or not. Therefore, this vector de-
scribes that the BB which has the data dependency with R4 in BB10 is 3
ahead BB (i.e., third field) from BB10, and it additionally indicates that the
strongly correlated branch (i.e., key branch) with if (R4) in BB10 exists in 3
ahead BB (i.e., BB4). Actually, R4 is affected by the value of R1 and R3 in BB8
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Fig. 4. The Example Contents of Br RDT

(R4=R1+R3 ), and the value of R1 and R3 is used by BB4 (if(R1)) and BB2
(if(R3)) respectively. By the or -ing function of the algorithm (Br RDT (R4) =
Br RDT (R1)‖Br RDT (R3)), R4 in Br RDT has the value of (...0000001) at
the end of BB8. In this way, R4 has (...0000100) at the end of the algorithm.
This result indicates that the key branch for if (R4) in BB10 is if (R1) in BB4.
Consequently, when predicting if (R4) in BB10, we use history length 3 (TTN,
i.e., BB4, BB8 and BB9), instead of predefined static history length n for the
2n PHT size(...TNNTTN). As shown in this example, by identifying the key
branch, the different history length can be used for each branch instruction.

4 Performance Evaluation

In this section, we evaluate the performance of our proposal. We use an event-
driven simulator, SimpleScalar [10], for our simulation. As benchmark programs,
we use SPEC 2000 application suits[11].

At first, Figure 5 shows miss-prediction rate(%) vs. history length, for each
application. In Figure 5, we vary the number of PHT entries from 512 to 4K,
and we change the history length from 1 to n for each 2n PHT size. Although
the results are strongly application dependent, the selected four simulation re-
sults show the representative result patterns, compared to other applications.
As shown in Figure 5, the prediction accuracy is significantly affected by the
history length. For example, the difference between the best accuracy and the
worst accuracy is 2.1%, in case of 181.mcf in 512 PHT. Furthermore, the best
history length is also dependent on the PHT size, as shown in 181.mcf : (1) his-
tory length 6 in 512 PHT vs. (2) history length 8 in 4K PHT. Overall, these
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results indicate that the optimal history length is truly application and system
dependent. Therefore, we should use the dynamic method to optimally select
the best history length, regardless of applications and system characteristics.
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Fig. 5. Branch Miss-Prediction Rate vs. History Length

On the other hand, Figure 6 shows the branch prediction accuracy(%) vs.
PHT size. Generally, it has been known that the simple bimodal predictor is
superior to the 2-level predictor or the gshare predictor in case of small PHT
size, because a short length of the GBH can not provide enough information to
distinguish each branch instruction. Our simulation shows this phenomenon as
well, in case of simulation results in 512 PHT entries, as shown in average result.
Due to this reason, the bimodal predictor is usually adopted by the small-scale
embedded processors. Besides, as the PHT size increases, the 2-level predictor
and the gshare predictor, on the contrary, provide better prediction accuracy
than the bimodal predictor.

Figure 7 shows the miss-prediction rate(%) of DpBHLA policy in 512, 1K,
and 2K PHT, respectively. In our simulation, Fixed Length depicts the result
of conventional fixed and static history length policy, and Length Adjustment is
our proposal. As shown in Figure 7, DpBHLA policy outperforms Fixed Length
policy, 2.1% in average, and the improvement is up to 4.7% in case of 175.vpr.
Moreover, in small-scale system environment(such as 512 PHT), DpBHLA sig-
nificantly outperforms Fixed Length policy, and it even outperforms the bimodal
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Fig. 6. Branch Prediction Accuracy vs. PHT Size
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Fig. 7. The Reduction of Branch Miss-Prediction in DpBHLA Policy



986 J.W. Kwak, S.T. Jhang, and C.S. Jhon

predictor which usually provides better prediction accuracies in small embedded
systems. This result indicates that the DpBHLA policy can be implemented in
the microarchitectures which use the previous fixed history length policy. Fur-
ther, the DpBHLA policy can also be implemented in small-scale embedded
processors, with better prediction accuracy than the bimodal predictors.

5 Conclusion

To realize the performance potential of today’s widely-issued, deeply-pipelined
processor environments, the accurate branch predictor becomes one of essential
parts of modern microarchitectures and embedded processors. In this paper, we
presented Dynamic Per-Branch History Length Adjustment (DpBHLA) policy,
which is fully-dynamic and per-branch method to efficiently select the history
length, regardless of applications and system characteristics. The proposed solu-
tion provided up to 4.7% improvement in prediction accuracy, compared to the
fixed history length policy, and it even outperformed bimodal predictors in small
system environments.
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Abstract. In optical disk drives, which support various speeds, it is not avoid-
able to have a varying periodic disturbance. However, it is still possible to con-
trol optical disk drives by using a controller which repeatedly control the drive 
to change sampling frequency to follow the change of reference period. This 
paper introduces an adaptive repetitive control method to attenuate the periodic 
disturbances. The proposed adaptive repetitive control is built with two parts, 
the repetitive controller and the frequency multiplier. The repetitive controller 
uses a varying sampler operating at a variable sampling rate maintained at fixed 
multiple times of the disturbance frequencies and the frequency multiplier gen-
erates the varying sampling frequencies based on the disturbance frequency.  

1   Introduction 

In this paper, an adaptive repetitive control that can accommodate the varying period 
disturbance is proposed. Fig. 1 shows the block diagram of the proposed controller, 
consisting of an actuator, a feedback compensator, an optical sensor, a frequency 
multiplier, and a repetitive controller. In the diagram, e represents a tracking error, r is 
a disturbance, and FG stands for the pulse generating signal which has an integer 
numbers in each period. The pulse generating signal is generated by a spindle motor. 
The frequency multiplier counts the number of periods of FG. This frequency multi-
plier produces the fixed number of cycles for each varying period of the FG signal. 
The repetitive controller uses a generated sampling frequency per period. In the sys-
tem, there is no need of adjusting sampling time, because the generated sampling 
period is always synchronized with the period of the disturbance. The number of the 
sampling point has the same value in case that the period is not considered.  sw1 and 
sw2 are the track search functions controlled by firmware. The details of the fre-
quency multiplier, the repetitive controller, and the search operation are introduced in 
the following sections. 

1.1   Frequency Multiplier  

Most optical disk driver systems have FG signals, generated by the spindle motor. 
The FG signal has the integer numbers per each rotation period. The rotation period is 
relative to the disturbance and the eccentricity period. In this paper, FG signals are 
used to estimate the period of the disturbance signal. To generate  multiple  clocks  by 
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Fig. 1. Adaptive repetitive control system 

using an FG signal, the period of the FG signal is estimated followed by dividing the 
FG signal by integer number.  In a digital system, a simple way of measuring the 
duration of a signal is to count the number of pulses from a source at much higher 
frequency than the measured signal. The higher frequency is used, the better accuracy 
of the measurement can be achieved. 

Fig. 2 illustrates the timing diagram of the frequency multiplier. The sampling 
clock of this block is the fixed clock of the existing digital controller. Since the fixed 
sampling frequency of the existing digital controller is an even higher frequency than 
the FG signal, it is possible to generate multiple frequencies. This block counts the 
duration between the rising edges, falling edges, or the edges of the FG signal with 
the fixed frequency. The counted value is M, and M is divided by L which is the de-
fined number of each period. Then the matched counter counts until the match 
counter reaches the value of M/L, and this block generates the pulse. This pulse is the 
varying sampling clock with the varying sampling frequency. So the N samples of the 
repetitive controller are expressed as; 

FGNLN ×=  

NFG is the number of FG signals in each rotation period. L is the defined data, the 
number per the FG signal. The N samples always have the same number per each 
period. In this case, the maximum error period Te of the generated sampling frequency 
is expressed as; 

)1( −×= LTT se
 

If the sampling period Ts is small enough, the change of the controller’s sampling 
times is small. For example, in case of Te=39.2uSec for Ts=5.6uSec, L=8, and 6.25 
mSec of the disturbance period, the change deviation is 0.63%. So the effect of the 
error period is not noticeable. 

1.2   Adaptive Repetitive Controller  

The previous period M of the FG signal is used instead of the current period M+ ∆ . 
When the current speed is changed into another speed, there is the difference between 
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Fig. 2. Timing diagram of the Frequency Multiplier (FM) 

the above two periods. Assume that we have a previously recorded waveform e(i) in 
one revolution with N equally spaced samples per revolution, N=0 to N-1. Then e(i) 
can be decomposed into sinusoidal components. The varying period disturbance can 
be expressed as the following form: 

)2sin()( φπ +=
N

i
fmie  

Where, m and φ  are unknown amplitude and phase. According to the standard of 
optical disks, m is usually less than 280um. In CAV mode, when the speed is changed 
from 24x to 48x, the average change of the FG period is 1.25%. This indicates that the 
difference between the previous period and the current one is 1.25%. The frequency 
multiplier generates the sampling frequency per each pulse. The change deviation  
between the edges is characterized by 

)/(
0125.0

FGeccFG
ecc

FG NTT
T

T
=

×
=δ  

Tecc is the period of the eccentric disturbance. For example,  =0.14% for 
Tecc=1.25mSec and NFG =9. Therefore, in practice, the system stability is possible to be 
maintained without any change to the repetitive controller’s parameters in all cases. 

For the repetitive control, it is very important to keep the control period synchro-
nized to the signal period. The frequency multiplier generates the same number of 
frequencies which has the pulse per each period and is synchronized to the periodic 
disturbance. Then the repetitive controller is executed at the generated sampling fre-
quency from the frequency multiplier. Hence there is no need to keep the control 
period synchronized to the periodic disturbance. 

In this paper, F1 is chosen as a band pass filter with linear phase characteristic in 
center frequency. The filter F1 is a 3rd order filter. However, the band pass filter has 
some of the phase in other frequencies. The sampling frequency of the filter F1 uses 
the varying sampling frequency from the frequency multiplier. In digital filter, in case 
of the coefficient having the same value, the phase characteristic is in proportion to 
the sampling frequency. The characteristic is shown as following Fig. 3. 
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(a) 80Hz (24x)   (b) 160Hz (48x) 

Fig. 3. Gain, Phase characteristics of filter for band limitation 

2   Conclusion 

This paper introduces the control method of varying periodic disturbances for a track-
following servo system of an optical disk driver. An adaptive repetitive control is 
proposed and implemented on the real optical disk driver system. The frequency mul-
tiplier is used to generate the adaptive sampling frequency and to exactly synchronize 
the disturbance and the control period. The result of experiments verifies the effec-
tiveness of the proposed adaptive repetitive controller.  

A discrete system is built to track a variable periodic signal with varying sampling 
time. The proposed adaptive repetitive control is useful enough to be applied to the 
real world optical disk drive products. 
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Abstract. In this paper, a real time radio link monitoring scheme for
wireless communication applications is proposed. It can be used as a
part of the radio resource management for the efficient radio link control
in wireless communication systems. The proposed method is based on
the use of the channel state information transmitted or generated by
mobile terminals and base stations. In contrast to the existing radio
link monitoring schemes, the proposed method can provide very fast
responses to the channel variations so that it is appropriate for the real
time operations. In addition, the proposed scheme is computationally
efficient to implement.

1 Introduction

Efficient utilization and allcation of the spectrum for cellular communications
is certainly one of the major challenges in cellular system design [1]. In radio
transmission subsystems, techniques such as deployment of time and space diver-
sity systems, use of low noise filter and efficient equalizers, and deploy of efficient
modulation schemes can be used to suppress interference and extract the desired
signal [1]. Co-channel interference caused by frequency reuse is the most restrain-
ing factor on the overall system capacity in wireless networks, and the main idea
behind channel assignment strategies is to make use of radio propagation path
loss characteristics in order to maximize the carrier-to-interference ratio (CIR)
and hence increase the radio spectrum reuse efficiency. Some parameters that can
be used for indicating such radio propagation channel conditions is often called
channel state information. For example, signal-to-noise ratio (SNR), carrier-to-
interference ratio (CIR), received signal strength indicator (RSSI), and much
more.

The purpose of radio resource management (RRM) can be summarized as
follows [2], [3]:

– Ensure planned coverage for each service.
– Ensure required connection quality.
– Ensure planned (low) blocking.
– Optimize the system usage in run time.
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To achieve the above goals, RRM has several dedicated functions. RRM func-
tions can be itemized to six elements: admission control, load control, packet
scheduler, resource manager, handover control, and power control [3]. Any of
them is very closely tied with the radio link status or condition [3]-[5]. Espe-
cially, connection based RRM functions are critically dependent on the radio link
condition. Therefore, the radio link monitoring functionality is one of the most
critical elements in the wireless communication system combined with RRM. In
addition, the response time of radio link monitoring function determines the per-
formance of overall RRM operations. The real time operationality of the radio
link monitor or even faster response time in the real time radio link monitoring
function is the key design factor.

The overall performance of RRM is much more improved as RRM response
time is shortened further. As mentioned above, the basic foundation for good
RRM is knowledge about the current propagation channel condition because
the best RRM is supposed to react to the time-varying propagation channel
condition most properly. RRM gets the required propagation channel informa-
tion from the radio link monitoring function. This leads to emphasizing of the
radio link monitoring functionality and the real time operation of the radio link
monitoring with very fast response time is critical to improve the overall system
performance. Recently, it has been noted that the real time radio link moni-
toring functionality plays an important role in several radio resource manage-
ment related works in real time wireless communication systems recently for this
reason [5], [6].

Existing radio link monitoring schemes are mostly dealt by higher layers [3]-
[5]. In results, the response time for radio link status change of previous radio
link monitoring schemes are slow and they are appropriate for non-real time
or limited real time RRM functions. Hence, there is a big room for possible
performance improvement of the overall system by adding the fast real-time
radio link monitor. Existing previous schemes are utilizing a long-term observa-
tion of the propagation channel condition and they take reactions to the cases
where there is a noticeable big change in the propagation channel condition such
as radio link failure [3]-[5]. In other words, they cannot react to the current
instantaneous channel condition properly. It is possible to extend the current
existing schemes to deal with the instantaneous radio link state, but it is quit
complex and it is even not implementable in some real-time communication
systems.

In this paper, a real time radio link monitoring scheme for wireless commu-
nication applications is proposed. It can be used as a part of the radio resource
management for efficient radio link control in wireless communication systems.
The proposed method is based on the use of the channel state information trans-
mitted or generated by mobile terminals and base stations. In contrast to the
existing radio link monitoring schemes, the proposed method can provide very
fast responses so that it is appropriate for the real time operations. In addi-
tion, the proposed scheme is computationally efficient to implement and it is
appropriate for the real time operations. The proposed scheme can provide very
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efficient real time radio link monitoring functionality in the wireless communi-
cation systems combined with the radio resource management.

This paper is structured as follows: Section 2 describes our system model
with the applications of wireless communications used for our work. Section 3
addresses the proposed radio link monitoring algorithm appropriate for the fast
real-time wireless communications using the channel state information.

2 System Model

In this section, the target system model is addressed. A usual RRM system with
radio link monitoring function is shown in Fig. 1 [3], which comprises several sys-
tem parameters that can be used or controlled by joint combination of RRM and
radio link monitor. The input of the real-time RRM system consists of two tables
and a set of traffic parameters such as the number of carriers, the number of data
users, the multi-slot classes, and the traffic loads of voice and data. All of these
are controlled by RRM given radio link monitor results. The control outputs of
the system are the radio resource related parameters such a delay calculated as
Time to First Bit (TTFB), average throughput, bandwidth utilization, number
of retransmissions, modulation and coding schemes, and resource allocations [3].

Fig. 1. A system model

So far, such important system tables have been built based on non-real time
radio link monitor results obtained through long-term observable radio link pa-
rameters. It causes the performance degradation when the radio link is fast
time-variant because it can reflect only long-term variations of the propagation
channel. During the short-term variation of the radio link, the existing radio link
scheme cannot update its radio link state fast enough because it doesn’t have
detailed state of the radio link or it doesn’t support real-time processing [3]-[5].
In results, the design of real-time radio link monitor that is able to detect fast
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time-varying channel condition is indispensable. The importance of such a ra-
dio link monitoring capability gets more important as wireless communication
systems gets more evolved to support very high speed mobile over 250km/h.

Another thing that we must point out is what parameters or what indicators
are available and appropriate for this purpose of the real-time radio link mon-
itoring that can reflect fast varying radio link conditions. As mentioned above,
several parameters are being utilized by RRM and radio link monitor. None of
them is appropriate for the short-term radio link state monitoring. Most wireless
communication systems have the parameter of channel state information (CSI)
for the reliable transmissions. CSI’s are available in the form of the signals from
the base stations or in the form of direct estimations by the end-user equipment.
In general, CSI is used in physical layer to react to the fast-varying propagation
channel condition. It is quite complex in the sense of multiple detailed levels that
it is represented. Many variants or forms of system parameters can be regarded
as CSI. Any form of CSI’s can be used for this purpose. The most promising and
preferable one is instantaneous or short-term signal to interference ratio (SIR)
or some other indicators directly related to the instantaneous SIR values. In
this paper, we consider the use of one candidate of the TPC bit that is directly
generated from short-term SIR values. The details are addressed in Section 3.

The overall RRM function combined with radio link monitor provide several
RRM functionalities as shown in Fig. 2. It shows an example of function-level
description of targeted system model [3]. As shown in the figure, the radio link
monitoring scheme plays a fundamental basic role in the system. Each block
belongs to one of two categories of network based and connection based func-
tions [3]:

– Network based functions
• Admission control (AC).
• Load control (LC).
• Packet scheduler (PS).
• Resource Manager (RM).

– Connection based functions.
• Handover Control (HC).
• Power Control (PC).

Because our interest is focused on the system with the application of wire-
less communications, the best target system would be cellular phone. Mainly,
it consists of three parts: application related components like several multime-
dia peripherals and application processors, modem related components including
baseband processors, and RF chains [6]. It is assumed that the dedicated appli-
cation or modem processor is equipped with an operating system and it serves
as a brain for performing the proposed radio link scheme in this paper. A real
time operating system (RTOS) would be appropriate for this purpose, but we
do not limit the form of possible operating system in our study, because the
operating system is not of our interest in this paper. It simply provides a room
for central control of the RRM and radio link monitoring scheme. The embedded
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Fig. 2. An example of function-level description of the overall system

processors currently used in designs take two possible shapes: microprocessors or
digital signal processors (DSP’s). They can be used separately as a single compo-
nent, or they can be incorporated in a larger silicon chip in the form of embedded
cores along with program/data memory and other dedicated logics. In our system
model, any form and any kind of dedicated processors are allowed. The proposed
scheme is simple enough to support real time processing even with SW.

3 Proposed Real Time Computationally Efficient Radio
Link Monitoring Scheme

A computationally efficient signal processing algorithm is proposed to monitor
the propagation radio link condition. The algorithm should be simple to imple-
ment so that it can provide the fast response in the real-time processing and it
does not add another noticeable power dissipation to the overall system. The
proposed algorithm is based on CSI that is available in most wireless commu-
nication systems for the reliable transmissions [6]. In this section, we consider
the CDMA and OFDM cellular systems that are the most widely accepted third
generation standards for the cellular communications in the world. However, the
proposed scheme is not limited to those systems. It can be generalized easily to
other systems.

In CDMA systems, several different CSI’s are estimated or transmitted by
the end-user terminal. Some of them are mandatory and some of them are for
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performance improvements. It is natural to design the detection algorithm using
mandatory CSI’s. In CDMA systems, the CSI’s of the transmitted power con-
trol (TPC) bits are available in plenty of time. They have binary channel state
information. One is indicating that the current channel quality is good enough
to satisfy the required quality of service. The other is representing the channel
condition is not good enough to achieve the reliable transmissions.

The proposed radio link monitoring scheme simply estimates the frequency
of occurrence of this unsatisfactory and satisfactory channel state by counting
the number of the second state of the TPC bits during the given time period
like one given in [6]. Then, the current channel condition is regarded as the ex-
tremely good (bad) state if the majority of the TPC bits are the first (second)
state in the given time frame. That is, if the counted number of the occurrences
of the corresponding CSI in the fixed time duration is larger than a threshold,
the radio link monitor regards the current channel condition as the correspond-
ing state. It can be processed in real time because of its simplicity. The pro-
posed signal processing algorithm can be implemented in either logics or codes
easily.

In OFDM systems that are hot research topics in recent activities, most pop-
ular CSI’s are sub-carrier SIR’s. Both of long-term and short-term SIR measure-
ments are possible. The short-term SIR values are good real time indicators for
the instantaneous radio link quality. However, it is a burden work to process
short-term sub-carrier SIR values with faster response because they are quiet
large amount of information to process in real-time when the number of sub-
carriers is large. A complex dedicated hardware would be required to process
them in real time for radio link monitoring.

In this paper, we propose a novel scheme to utilize such burden CSI’s efficiently
for radio link monitoring. The proposed method is very simple to implement and
make use of them possible for real-time processing even with SW codes.

Fig. 3. The proposed real time radio link monitoring method including the quantization

The proposed method is to quantize such burden CSI information to binary
or tri-states. In fact, one can try even larger number of states but it make the
radio link monitoring system fail to meet our purpose of real time processing
with simple codes due to the increased complexity. The proposed real time radio
link monitoring scheme based on the quantization is described in Fig. 3 and 4.
In any case, it can be processed in real time with fast response indicators of the
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radio link monitor. It requires only a couple of counters and a simple quantizer
to implement. In Fig. 4, an example of tri-state based radio link monitoring is
given.

Using our proposed method, any form of CSI’s can be utilized for achieving the
goal of the desirable radio link monitoring. For instances, ACK/NACK, several
event-indicating flags, CRC check flag, hybrid ARQ state information, and TPC
bits are appropriate for the binary state based radio link monitoring without
quantization. On the other hand, SIR, RSSI, CIR, noise variance, estimated
channel responses, and energy metric of decoders are useful for the real-time
radio link monitoring with quantization into binary or tri-state information.

Fig. 4. An example of the proposed radio link monitoring scheme based on tri-state
radio link condition
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4 Conclusions

In this paper, a possible way to improve the performance of the radio resource
management using the real-time radio link monitoring function based on the
channel state information available in usual wireless communication system has
been proposed. The proposed scheme is very simple to implement and to monitor
the propagation channel condition effectively so that it can provide the real-time
operation even with SW codes. A signal processing algorithm to monitor the
radio link channel condition is also proposed using the available channel state
information combined with the quantization methodology.
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Abstract. This paper describes a dynamic scheduling technique based
on work-stealing that is proved to be efficient on SMP and clusters. We
apply this technique in the MPSoC field, using a simulation in SystemC.
We experiment on a MPEG-4 encoding application and we demonstrate
that the work-stealing scheduling is more efficient than a static place-
ment scheduling in terms of time and use of resources.

Keywords: MPSoC, scheduling, work-stealing.

1 Introduction

In order to improve the performance of current embedded systems, Multiproces-
sor System-on-Chip (MPSoC) offers many advantages, especially in terms of
flexibility and low cost.

Applications require more and more intensive computations, especially multi-
media applications such as video encoding. The system should be able to exploit
the resources as much as possible in order to save power and time. This chal-
lenge may be addressed by a technique based on parallel computing coupled with
performant scheduling.

In this paper, we present a dynamic scheduling technique based on work-
stealing. It is proved to be efficient in the SMP and cluster area and we make a
proof-of-concept adaptation for an MPSoC platform based on SystemC. We use
an MPEG-4 encoding algorithm to compare the work-stealing scheduling with
a static placement scheduling.

This paper is organized as follows. Section 2 gives an overview of different
scheduling techniques used on MPSoC and explains the principles of work-
stealing. Section 3 presents the key points in the implementation of work-stealing
and our choices for the implementation on top of SystemC. Section 4 describes
various MPEG-4 implementations including our implementation using work-
stealing. Section 5 exposes the results we obtained with our implementation
on our platform, compared to a static sheduling. Finally, section 6 concludes the
paper.
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2 Related Work and Scheduling on MPSoC

In this section, we discuss about the state of the art related to scheduling, and
in particular scheduling on MPSoC.

2.1 Scheduling by Mapping and Pipelining

Mapping and pipelining are two static scheduling methods to improve the per-
formances of MPSoC.

Mapping consists in sharing data by making a static placement on the avail-
able resources. The way the placement is done is closely linked to the applica-
tion. Moreover, the time of computation highly depends on the input data. So
the performance are irregular and impredictible.

Pipelining consists in sharing computation by cascading several processors,
each one making a part of the whole function. By nature, the number of proces-
sors is limited and fixed by the application. And the global computation rate is
limited by the rate of the slowest processor.

So, all these approaches are neither scalable nor efficient. First, the number
of processors is fixed and depends on the application itself. And more generally,
the program and the hardware are closely linked. Second, the program does not
adapt to the input data. This results in poor performances for the worst-case
data.

2.2 Dynamic Work-Stealing

Scheduling constraints such as architecture independence and input data indepen-
dence are close to the ones considered for fine grain multithreaded computations
[15]. To schedule such computations, many works focus on work-stealing, from
both a theoretical point of view [1] [8] and a practical point of view [9] [3] [10].

A work-stealing scheduling is based on a classical greedy scheme. It consists
in mapping to an idle processor a task that is ready to be executed. Following
[1], we note T∞ the execution time of an algorithm on an infinite number of
processors and T1 the sequential time of this algorithm. Then, neglecting the
cost of the interpretation, R.L. Graham [13] proved that the time Tp required
for execution on p processors verifies:

Tp ≤ T1

p
+ T∞ (1)

This time appears asymptotically optimal in the case of very parallel applications
where T∞ � T1. However, realizing this scheduling also has a cost that must
be taken into account. It is a priori bounded by the number n of tasks. Since
n > T1/T∞, this overhead can be very important for a fine-grained algorithm.

Work-stealing schedulers try to minimize this overhead by generating paral-
lelism only when required, i.e. when a processor becomes idle. Efficient work-
stealing is based on the work-first principle [3]: move the cost of parallelism
to the critical path. Indeed, the number of idle tops is bounded by T∞ on each
processor; thus, if the processors are able to easily find some tasks that are ready
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to be executed, the scheduling overhead, bounded by O(p.T∞), will be negligible
for algorithms that have a high level of parallelism.

Initially developped for SMP architectures [3], the principle has been extended
to processors with different speeds [8] and then to distributed architecture [7],
SMP clusters and heterogeneous grids [2].

2.3 Conclusion

So, on the one hand, usual scheduling techniques on MPSoC such as mapping and
pipelining seems to have many drawbacks, especially in terms of adaptability. On
the other hand, a proven efficient scheduling technique based on work-stealing
exists for distributed systems. Our approach is to import work-stealing in the
MPSoC field.

3 Implementation of Work-Stealing on MPSoC

This section describes our technical choices for the implementation of work-
stealing on MPSoC.

In our experiments, we use a platform to simulate a MPSoC. It is implemented
over SystemC, using a Transaction Level Modeling. It is composed of severals
nodes linked together by a component called network. A node has a processor,
a ROM, a RAM, an interrupt controller and a timer. The network is simply a
shared memory in which we added extra-functionnalities. Figure 1 shows this
platform.

Fig. 1. The MPSoC platform of our experiments

To implement the schedule while reducing contention, work-stealing is often
based on a randomized distributed algorithm. A task is locally managed on the
processor that creates it and the default sequential (depth-first) execution is
optimized. Each processor then locally handles its own list of tasks. When it
is required (synchronization between some tasks on different processors, or idle
time of one processor), a processor can access to a part of the list owned by
another processor, in mutual exclusion, to steal a task (theft operation).

3.1 Choice of the Victim

First, when a processor becomes idle, it steals the oldest ready task on a chosen
processor. Here, two ways are possible. A deterministic approach [2]: the victim
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processor is chosen cyclicly (round-robin). A probabilistic approach: the victim
processor is chosen randomly [3]. Then, for parallel computations on p identical
processors, it is proved that Tp <

T1
p +O(p).T∞ with high probability.

To choose a victim processor, we applied the deterministic approach for two
main reasons. First it is simpler to implement, there’s no need for a pseudo-
random number generator, a simple counter is enough. Moreover, a processor
can easily determine the end of the computation: if none of the other processors
has work left then, it’s finished.

3.2 Mutual Exclusion of the Stacks

The synchronization between processors being rare (O(p.T∞) for parallel compu-
tations), most exclusive accesses are local. Then, an arithmetic lock based on an
atomic instruction (such as CompareAndSwap) may be used to implement mu-
tual exclusion. The synchronization may even be implemented basically through
very light counters if both process access to distinct parts of the list, such as the
head and the tail typically (THE protocol [14] [3]).

Working with SystemC, we could not use an architecture-dependent instruc-
tion like CompareAndSwap. In fact, we implemented a very trivial method that
may be improved a lot: we added a hardware lock in the network component. It
is a special address in memory that, when read, activates a lock. There is one
lock for each processor attached to the network. Each one is used to protect each
processor’s stack.

More generally speaking, embedded processors may have or not such an atomic
instruction. It is necessary to have this operation when dealing with efficient
distributed applications. The technique we used is far from efficient due to the
contention it implies: it may be improved in the future.

3.3 Local Stack Management

We implemented the local lists of tasks of the processors in the shared mem-
ory. The main advantage is that processors can steal work themselves to other
processors. So, a processor is never interrupted and is always in activity until
there is no more work anywhere.

The memory is shared between all the processors. Each list of task is simply
organized as a stack of equal size chunks. This is possible because we know the
application and then, we can make some optimizations. More precisely, a chunk
consists in 32 bytes that stores structure information (mainly to reproduce the
calling stack) and the parameters of the functions.

We make this choice because we want to keep things simple ; having only a
single level of memory to manage is easier in this first attempt. We don’t want
to make a fully functional portable system but rather a proof of concept.

In the future, it will be possible to implement the local stacks in the local
memories of the processors. It will probably be more efficient as an access in a
local memory is faster than an access in a shared memory.
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4 Case sudy: MPEG-4 Encoder

In this section, we will first quickly analyze an existing parallel implementations
and then, explain how we did an implementation using work-stealing. We assume
that the reader has a knowledge of the MPEG-4 standard.

4.1 Analysis of an Existing Implementation

An approach for a parallel implementation is to use fine grain parallelism. This
method is fully described in [5]. The idea is to search for the data dependencies
in the algorithm at a very fine grain level. Then, this model is transformed to
add a proper mapping and scheduling. Finally, with all the added meta-data,
the compiler is able to generate a parallel code for an SMP machine.

This approach of parallelism is very application-dependent. Moreover, it does
not allow to adapt the computations to the actual picture. It is close to the static
scheduling problems we talked about previously (see 2.1).

4.2 Adaptive Parallel MPEG-4 Encoding

Our approach is to use the work-stealing scheduler that we implemented (see 3).
We first make some simplifications to the MPEG-4 encoder, based on the

data dependencies analysis: we only consider the encoding of one frame, as each
frame has to be processed after the previous one. Then, we also consider to use a
motion compensation algorithm that only depends on the previous picture and
not the current one. This allows to compute all the macroblocks in parallel.

Then, we introduce a little overhead in the algorithm to improve the perfor-
mance of work-stealing. We make a recursive cut of the image i.e. we make a
function that simply cut the image in several parts and apply itself recursively
on each part until there is only one macroblock in the part. Then, the normal
function effectively treats the macroblock.

This overhead allows to create tasks of different weight at each step of the
recursion so that big task will be stolen first. As a consequence, the number of
steals decreases as each processor computes big tasks before idling.

This configuration given, we can make some theoretical analysis relative to
our application.

The total work T1 is the sum of the computation of all the macroblocks (which
is in fact the sequential work Ts) plus the overhead implied by the recursive cut
and by the work-stealing mechanisms.
T∞ is, in our simple case, the largest computation time among the compu-

tation times of all the macroblocks. It should not be too far from the average
computation time of one macroblock. In fact, to be in the condition of the greedy
scheduling theorem [4] (see 2.2), the average parallelism T1/T∞ should be close
to the number p of processors.

In our case, we make our tests with CIF pictures. That represents roughly 400
macroblocks1. And we consider that p is not higher than 20. So, that allows the
1 In fact, 22*18=396 macroblocks.
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worse macroblock to be computed 20 times slower than an average macroblock,
which should be largely enough.

5 Experiments on an MPSoC Platform and Results

This section presents the results we obtained in our experiments.
For our experiments, we used usual test sequences in CIF format: coastguard,

football, foreman, news and stefan. We encoded them with the algorithm pre-
sented in 4.2.

We made a first series of experiments on each sequence. We encoded 30 con-
secutive frames of each sequence. Then, we calculated the average T∞ and the
average average parallelism (T1/T∞) on the overall frames. Finally, we chose a
picture whose caracteristics were close to this average for the second series of
experiments.

The reason for doing this is that we wanted to make our experiments on real
pictures and not on average unreal pictures, as the work-stealing scheduler takes
advantage of the non-uniformity of input data. So we adopted this compromise
to have an average real picture for our test.

In the second series of experiments, we compare our work-stealing scheduling
with a static placement scheduling. The static placement scheduling consisted in
sharing themacroblocks in strips of 18macroblocks (theheightof thepicture).Each
processor receives the same number of strips with a maximum difference of 1.

We tested both on the same frame (the one chosen previously) of each sequence
and we calculated the parallel efficiency (T1/(p ∗ Tp)).

Fig. 2. (a) Gain of the work-stealing sheduling over the static placement scheduling ;
(b) Number of steals per processors for the work-stealing scheduling

Figure 2(a) shows the gain in term of time of the work-stealing method over
the static method (i.e. Tpsp/Tpws) for p processors, p varying from 2 to 10 (in-
cluded).

With four or more processors, the static placement scheduling is at least 10%
slower. In the worse case, it can even be 50% slower than the work-stealing
scheduling.
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We can notice that there is a big improvement with 7 processors. This can
be explained: in the case of the static placement, a total of 22 strips are shared
among 7 processors, which means that all processors receives 3 strips except the
last one which receives 4 strips. While the last processor computes its fourth
strip, the other one are simply waiting. That’s where the dynamic scheduling is
far more efficient, allowing the idling processors to help the last processor.

Another static placement could have been chosen. More efficient static place-
ment will be used and compared to in the future. But this shows that in a real
case, the static placement can be penalizing.

In addition, for the work-stealing scheduling, we calculated the number of
steals per processor. Figure 2(b) shows the number of steals per processor for p
processors, p varying from 2 to 10 (included).

Figure 2(b) proves that the number of steals per processor does not grow too
much and then remains constant. Further measures with a higher number of
processors confirm this. This totally sticks to the theory (see 2.2): the amount
of communications between processors remains quite low, whatever the number
of processors.

These results must take into account that the overhead of the work-stealing
scheduling does not have much impact as we have been able to make a very
optimized version. A more general implementation would have more weight.
Moreover, this results are based on simulations and the simulations must be
improved in order to have more precise results.

6 Conclusion and Perspectives

In this paper, we demonstrated that the work-stealing scheduling, that was
proved efficient for distributed systems, is worth being considered for MPSoC.
We made some experiments on a MPSoC simulation platform based on SystemC
with a MPEG-4 encoding algorithm that gave us a gain of 10% at least for four
processors or more.

This is currently a proof of concept. We aim at improving the implementation
of the work-stealing scheduler, and to use better MPSoC simulations so that we
can have even more reliable results.
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Abstract. To enable an open Grid environment to support organized
resource sharing between multiple heterogeneous Virtual Organizations
(VOs), we need to tackle the challenges of dynamic membership of VOs
and trust relationships between the VOs. We propose a Dynamic Pol-
icy Management Framework (DPMF), a Conflict Analysis with Partial
Information (CAPI) mechanism, and a heterogeneous authorization pol-
icy management mechanism to resolve the problems. DPMF groups VOs
deploying the same model of authorization systems together to form a
virtual cluster. Policy management is divided into inter-cluster hetero-
geneous policy management, and intra-cluster homogeneous policy man-
agement. In an open Grid environment, some VOs may prefer to keep
their policy information private. The Conflict Analysis with Partial In-
formation (CAPI) mechanism is developed to provide an approach of
policy conflict analysis in open environments without complete policy
information. The basis of CAPI is to generate substitution policies to
replace the unknown policy information.

1 Introduction

Traditional security policy frameworks [1][2][4][5] deal with security policy man-
agement inside a VO. There is still little research on policy management for
multiple heterogeneous VOs. We have proposed an authorization policy man-
agement framework, Dynamic Policy Management Framework (DPMF) [6], to
handle this problem. DPMF is a hierarchical framework which aims to support
dynamic, distributive, and heterogeneous authorization policy management for
Grid environments of multiple VOs. Each VO consists of a number of nodes
which can be service providers, or service requesters. Each VO has a policy
server (or an agent which can access the policy repository of the VO). The pol-
icy server is a PDP (Policy Decision Point). The service providers and service
requesters on the VOs are PEPs (Policy Enforcement Points) [3].

Figure 1 illustrates the DPMF’s hierarchical architecture. There are three
kinds of agents in the framework: Policy Agents (PA), Policy Processing Units
(PPU), and Principal Policy Processing Unit (P-PPU). In DPMF, each VO
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Fig. 1. DPMF architecture

needs to have a PA. The Grid Operator has a P-PPU. The DPMF groups VOs
of same model of authorization system (in terms of access control model and
policy model) to form a virtual cluster. Inside a virtual cluster, the workloads of
policy management can be distributed among the VOs according to their trust
relationships. The Conflict Analysis with Partial Information (CAPI) mechanism
is developed to provide an approach to make authorization decisions in open
environments without complete policy information. Section 2 and Section 3 will
present the CAPI mechanism and its performance resulting from simulation.

2 Conflict Analysis with Partial Information (CAPI)

In an open environment, some VOs may prefer to keep their policy informa-
tion private. In DPMF, a trust relationship between VOs (representing by PAs)
means the willingness of disclosing their authorization policies. Since a trust re-
lationship is not compulsory in DPMF, some PAs may not be trusted by some
other PAs. During the manipulation of service authorization requests, if some of
the involved PAs do not trust the PPU, the PPU is not able to retrieve certain
policy information from the PAs. For example, a user from a VO plans to per-
form a task which involves inter-operation with service providers on several other
VOs. So the user requests the PPU for authorization for the task. If some of the
target service providers’ PAs trust the PPU but some do not, then the PPU
cannot retrieve the policy information from the untrustful PA(s). The PPU can
only perform policy conflict analysis and make authorization decision with policy
information from the trustful PAs. To handle the problem, we have developed a
conflict analysis mechanism which requires only partial policy information. It is
called ”Conflict Analysis with Partial Information” (CAPI).

The main idea of our current approach of CAPI is that the PPU performs a
conflict analysis with the known authorization policies, generates substitutions
for unknown policies, finds out a set of conditions which can cause conflicts, then
sends the set of conditions to the untrustful VO for its checking.
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A policy template consists of a Condition Set, an Action Set, a Target Identity,
an Extension Set, an Evaluation Element Set, and a corresponding Priority
Set. The Condition Set, Action Set, Target Identity and Extension Set are learnt
from policy information provided by trustful PAs. The Evaluation Element
Set stores evaluation elements which are attributes of the policy owner. The
attributes are defined by the PPU. They probably include the type of service
providers, the type of Virtual Organizations, security levels, etc. The Priority
Set stores the weights of importance of the evaluation elements.

(Policy)A →← (Policy)B

if (Condition)A ∩ (Condition)B 	= Ø
and (Action)A is: [Permit] to access resource for (Target Identity)
and (Action)B is: [Deny] to access resource for (Target Identity)

The above expression shows a generic conflict model for policy conflict be-
tween two policies. The symbol →← represents the conflict relationship, which
is symmetric. The expression states that (Policy)A and (Policy)B conflict if
they have an intersection of conditions which results in opposite authoriza-
tion action on the resource (target services) for the Target Identity (service
requester).

During conflict detection in DPMF, the PPU (or delegated PA) also needs
to conclude permission conditions. An authoirzation is granted if only if there
exists a permission condition set for the task in the authorization request. The
permission conditions will be listed in an authorization token if the authorization
for the request is positive. The method of concluding permission conditions is
to intersect (i.e., AND operation) the conditions of the policies of the target
services, where the action of the policies is to permit the service authorization
requester to access the services. Therefore, the concluded conditions are the
largest condition set which allows the requester to access the multiple target
services simultaneously. The requester can then perform its task by making an
access to the target services under the conditions.

2.1 Conflict Analysis with Partial Information (CAPI) Mechanism

The CAPI mechanism is divided into three phases. The Pre-detection phase is
to prepare the ”policy template database”. The Detection phase is to generate
substitution policies to perform conflict detection and to conclude permission
conditions. The Post-detection phase is to communicate with untrustful hosts to
check the conflict detection results, and finally to make authorization decisions.

In the Pre-detection phase, the PPU collects policy information from trust-
ful PAs to generate policy templates. The policy templates are used for genera-
tion of substitution policies during the CAPI detection phase.

Regarding the selection of a policy template, the PPU defines two control
factors: a similarity value threshold, and the maximum number of selected policy
templates. A similarity value is the similarity of attributes of the policy owner
of the policy template to that of the unknown policies.
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Service similarity value = Pr1Ev1 + Pr2Ev2 + Pr3Ev3 + . . .+ PrnEvn

where Pr: priority value; Ev: distance of evaluation element
values of the policy template to untrustful PA.

A lower service similarity value (SS value) means higher similarity of policy
owners in terms of the evaluation elements. A PPU would define a similarity
value threshold and a maximum number of substitution policies for generation of
substitution policies in the CAPI detection phase. A policy template would be
selected if its similarity value is smaller than the similarity value threshold.

In the CAPI pre-detection phase, after generating policy templates, the PPU
searches for the dynamically optimal Priority values. The PPU uses policy sim-
ilarity value for the calculation. The policy similarity value (PS value)
measures the similarity of two sets of policies:

Policy similarity value = Number of matched policies
Total number of policies of target policy owner

The optimal Priority values result into the highest correlation of SS value
and PS value, i.e.: the lower the SS value is, the higher the PS value is. The
searching method may be a complete search or a genetic algorithm [7]. The
evaluation function of the searching can be the weighed PS value of a number
of policy template pairs with lowest SS values.

After receiving an authorization request which requires CAPI (i.e., some of
the involved PAs are keeping their policy information private), the PPU will
enter the Detection phase. To substitute policies for an untrustful PA, the
PPU generates substitution policies by selecting from the policy templates. The
PPU would then use the substitution policies with the policies from trustful PAs
to perform conflict detection. During conflict detection, when a conflict occurs,
the corresponding substitution policy would be added into a ”Conflict Policy
Set”. The ”Conflict Policy Set” will be used in the CAPI post-detection phase.

After generating the ”Conflict Policy Set”, the PPU will enter the Post-
detection phase. The Conflict Policy Set stores the substitution policies which
result into conflicts during the CAPI detection phase. The untrustful PA needs
to traverse the policies related to target service to see if any of them is a subset
of a policy in the Conflict Policy Set.

For a policy (Policy)untrust in the untrustful PA compared to a policy
(Policy)conflict in the Conflict Policy Set, (Policy)original and (Policy)conflict

are considered to be matched if the following three criteria are satisfied:

1. (Condition)conflict is a subset of (Condition)untrust

2. (Action)conflict is a subset of (Action)untrust

3. (Identity)conflict is a subset of (Identity)untrust

The PA sends the checking result to the PPU to state the number of ”certified
conflict policies”. The PPU finally makes an authorization decision according to
the result. The decision can be based on whether the number of matched conflict
policies is within a threshold value which depends on the Grid environment.
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3 Performance of CAPI

Since the detection results of CAPI are obtained through estimation, we would
like to look into the accuracy of CAPI regarding several different factors. We
have done simulation of CAPI based on the following environmental factors:

1. “Correlation of service similarity and policy similarity” (CoSP ):
It is a real value between 0 and 1. CoSP represents the likeliness of the
statement that ”the more similar the two services are (in terms of evaluation
element set), the more similar their policy sets are”. It is an objective factor
to the Grid environment. CoSP can be expressed in the following expression:
CoSP = d(Policy similarity)

d(Service similarity)
2. “Maximum number of substitution policies” and ”Similarity value

threshold”: They are used in the selection of substitution policies. They
are configurable by the PPU. The similarity value threshold is represented
by a percentage value to the range of service evaluation values.

3. “Occurrence rate of opposite policy”: It represents the occurrence prob-
ability of an opposite policy in the Grid environment. An opposite policy is
a policy in conflict to the target policy. This is also an objective factor to
the Grid environment.

To evaluate the accuracy of CAPI, we deploy three performance indexes: “Av-
erage PS” measures the accuracy of CAPI regarding conflict detection results.

Fig. 2. Simulation results of different maximum number of substitution policies: (a)10;
(b)20; (c)30; (d)40
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Fig. 3. Simulation results of different similarity value threshold: (a)0%; (b)1%; (c)2%;
(d)3%

“Average PM” and ”Average NM” measure the quality of generated substitu-
tion policies.

1. PS = Number of matched policies
Total number of policies of the untrustful service owner

2. PM = Number of matched policies
Total number of substitution policies

3. NM = Number of opposite policies
Total number of substitution policies

From a single diagram in Figure 2 (e.g., Figure 2b) we can see the effect of
”Correlation of service similarity and policy similarity” (CoSP ) to the accuracy.
When CoSP increases:
Average PS increases; Average positive match (PM) increases;
Average negative match (NM) decreases.

Obviously, CoSP is a significant factor to the accuracy of CAPI. The higher
the CoSP is, the higher the accuracy of CAPI is.

Figure 2 illustrates the effect of ”maximum number of substitution policies” to
the accuracy of CAPI. Number of policies for each service is 10. The ”maximum
number of substitution policies” in Figure 2 ranges from 10 to 40.
When ‘‘maximum number of substitution policies" increases:
Average PS increases; Average positive match (PM) does not
change; Average negative match (NM) does not change
significantly.

We can see that a larger “maximum number of substitution policies” can
slightly increase the accuracy of the conflict detection result.
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Fig. 4. Simulation results of different occurrence rate of opposite policy: (a)2%; (b)3%;
(c)4%; (d)5%

Figure 3 illustrates the effect of ”similarity value threshold” to the accuracy
of CAPI. The ”similarity value threshold” in Figure 3 ranges from 0% to 3%.

When ‘‘similarity value threshold" increases:
Average PS decreases; Average positive match (PM) decreases;
Average negative match (NM) increases.

We can see that the “similarity value threshold” is a significant factor to the
accuracy of CAPI. The higher the ”similarity value threshold” is, the lower the
accuracy of CAPI is.

According to Figure 4, a higher ”occurrence rate of opposite policy” results in
a higher average negative match (NM) but does not significantly affect average
PS and average positive match (PM). Therefore the ”occurrence rate of opposite
policy” affects the error rate of conflict detection result in CAPI.

A PPU can learn the values of the environment factors during the pre-
detection phase of CAPI. By knowing the environment factors, the PPU can set
the threshold value for decision making in the post-detection phase. The PPU
makes service authorization decision according to: number of ”certified conflict
policies” (CCP), negative match (NM) value, positive match (PM) value, and
number of substitution policies. Positive authorization would be made if:

Number of CCP ≤ (1 − PM) × (Number of substitution policies)
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This is because the value (1 − PM) represents the error rate of CAPI. Here
we assume that the value (1−PM) is larger than the NM value; otherwise, we
use NM to replace (1 − PM) instead.

4 Conclusions

In this paper, we present the Conflict Analysis with Partial Information (CAPI)
mechanism. In an open collaboration of VOs, some VOs may want to keep their
policy information private. The CAPI mechanism can manipulate service au-
thorization requests when the requests may involve private or unknown policies.
CAPI estimates the policies in the unknown policy set, generates substitutions
for unknown policies, finds out the ones which can cause conflict, then sends the
set of conditions to the untrustful VO for its checking. Simulation results show
that CAPI is more suitable to environments where there is a high correlation
between the similarity of policy owners’ properties and the similarity of their
policy sets. Policy decision point can learn the values of environment factors to
improve the effectiveness of CAPI.
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A Reputation-Based Grid Information Service
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Abstract. In a large-scale wide-area system such as the Grid, trust
is a prime concern. The current generation of grid information services
lack the ability to determine how trustworthy a particular grid service
provider or grid customer is likely to be. In this paper, we propose a
grid information service with reputation management facility and its
underlying algorithm for computing and managing reputation in service-
oriented grid computing. Our reputation management service is based
on the concept of dynamic trust and reputation adaptation based on
community experiences. The working model and functionality offered by
the proposed reputation management service is discussed.

1 Introduction

Grid computing aims to enable resource sharing and coordinated problem solv-
ing in dynamic, multi-institutional virtual organizations (VO) [10]. In Grids,
federation is typically motivated by a need to access resources or services that
cannot easily be replicated locally [9]. Grids are currently evolving towards a
service-oriented computing by adopting Web services-based and WSRF tech-
nologies [14] [4]. An example is the the latest Globus Toolkit (i.e., GT4) [9] [3],
which is based on the Open Grid Services Architecture (OGSA) [11]. A service
in a service-oriented computing can be computers, storage, data, networks, or
sensors.

The Grid Information Service (GIS) is one of the main services offered by
Grids. GIS maintains information about hardware, software, services and peo-
ple participating in a VO. Moreover, GIS provides fundamental mechanisms for
service advertisement and service discovery [10]. It allows service providers to
publish their offerings while grid customers can use services provided by GIS to
discover services that meet their QoS requirements. However, when integrating
services across multiple partners that form a VO, trust issues become signifi-
cant. For example, how can grid service customers choose a trustworthy service
provider without prior interaction? Similarly, service providers are commonly
concerned if the customer is legitimate and able to pay for services rendered. As
customers and service providers are increasingly demanding trustworthy paid
services in the digital economy [12], the answer to these questions are impor-
tant. However, the current generation of grid information services lack the ability
to assist service providers (users) in determining how trustworthy a specific cus-
tomer (provider) is likely to be.
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In this paper, we address this problem and propose a reputation-enabled grid
information service that maintains a dynamic reputation metric such that grid
customers can select a reliable service provider to transact with. Similarly, the
proposed approach enables the service providers to tailor payment methods to
a particular client based on credit rating of customers. The proposed reputation
management service is based on the concept of dynamic trust and reputation
adaptation based on community experiences. The feedback from the participants
is analyzed, aggregated with feedback received from other members and made
publicly available to the community in the form of service provider and cus-
tomer reputation profiles. We present the underlying algorithm for computing
and managing reputation in service-oriented grid computing environments.

The rest of the paper is organized as follows. In Section 2, we provide a
short overview of the current research efforts that form the basis of our work.
The working model and functionality offered by grid directory services and their
limitations with respect to the questions at hand are briefly discussed. In Sec-
tion 3, we propose a new framework for managing reputation in service-oriented
grid computing and discuss its underlying architecture. In Section 4, we discuss
how the reputation and credit values for service providers and consumers are
computed. We summarize future work and conclude our work in Section 5.

2 Problem Statement and Related Work

2.1 Problem Statement

Reputation is of core importance when consumers and providers engage in situa-
tions which they perceive as risky. In this paper, reputation refers to the value we
attribute to a specific entity including agents (e.g., brokers), services, and persons
in the service grid, based on the trust exhibited by it in the past. In a typical Grid
scenario users are interested in identifying possible candidate services through
grid information service in a similar manner to an online shopping site [5].

There are many information services enabling service providers to publish
their services while at the same time allow customers discover services of in-
terest from among a large pool of potentially interesting services (e.g., [1] [8]
and [14]). As far as we know, existing GIS have not yet addressed the issue of
integrating reputation into their resource discovery algorithms. Thus, GIS users
optimistically assume all trading partners are trustworthy. As a result, both ser-
vice providers and consumers are forced to assume all the risks associated with
a particular service and resources obtained through the existing GISs.

However, customers are interested in selecting a reliable service provider to
transact with. Similarly, the service providers want to tailor payment methods
to a particular client based on credit rating of customers. Reputation-enabled
information service can address these concerns. Reputations hold entities ac-
countable for their actions and deter bad behavior [12]. Entities that engage in
good behavior build a positive reputation and people will continue to interact
with it. Such a system encourages individuals to act in a trustworthy manner [7].
Since GISs provide automated resource and services discovery, we believe that
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the reputation service should be loosely integrated with the GIS such that de-
sired services are automatically discovered by GIS and then ranked based on the
reputation they obtain by the reputation services.

2.2 Related Work

Numerous information services that enabling service providers to advertise their
services as well as allow customers discover services of interest. For example, the
Universal Description, Discovery and Integration (UDDI) [1] defines a standard
for enabling businesses to publish or discover Web services. Several efforts to
extend UDDI for grid service discovery is underway (e.g., [13]). The Monitoring
and Discovery System (MDS) [8] is the information services component of the
Globus Toolkit [9] and provides information about the available resources on the
Grid and their status. The latest version of MDS includes Web Service Resource
Framework (WSRF) based implementations of the Index Service, a Trigger Ser-
vice, WebMDS (formerly known as the Web Service Data Browser) and the
underlying framework, the Aggregator Framework. A market-oriented grid di-
rectory service (GDS) for publication and discovery of grid service providers and
their services is discussed in [14].

Several examples of feedback mechanisms are already being used in a number
of well-known online communities, such as eBay [2]. A growing body of empirical
evidence seems to indicate that these systems have managed to provide remarkable
stability in otherwise very risky trading environments [12]. We envision a reputa-
tion service similar to the online shopping [2] for service-oriented grid computing.
However, reputation requirements of the grid systems differ from that of the online
shopping reputation system. For example, in eBay [2], buyers reputations matter
substantially less, since sellers can hold goods until they are paid. Moreover, even
if sellers wished to rely on buyers reputations it would do little good, since it is not
possible to exclude buyers with bad reputations from ones auction. Also, there is a
potential difficulty in aggregating and displaying feedback so that it is truly useful
in influencing future decisions about who to trust. Finally, the reputation systems
are for single context. In contrast, contexts in Grids can be numerous.

Recently, trust has been receiving increasing attention in grid computing com-
munity [5] [6]. The focus, however, is on grid security system to formulate trust
enhanced security solutions. In contrast, we are interested in reputation enhanced
grid information services. To the best of our knowledge, there is a lack of repu-
tation information about services, resources, service providers and service users
in existing grid information services. This motivated us to design a reputation
service for augmenting grid information services.

3 Reputation-Based Grid Information Service

In this section, the proposed reputation-enabled grid information service infras-
tructure is discussed. We assume that once registered, both service providers
and customers will have unforgeable identities. Unforgeable identities are usu-
ally generated by a trusted system entity and given to new users as they join. We
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Fig. 1. Reputation-based Grid Information Service

also assume that there is no way a single user can generate multiple identities to
pretend as several distinct service provider or customer or both in the network.

The overall design of the proposed reputation-based grid information service
is shown in Fig. 1. The system is composed of information service and reputa-
tion management service components. Note that upon registration, the service
providers (consumers) are informed to maintain a minimum trust level (Φmin)
at all times. By approximately automating word-of-mouth reputation for grid
market environments, the proposed reputation-enabled grid information service
infrastructure can provide a service that mitigates misbehavior while imposing
a minimal cost on the well-behaved users.

The proposed approach uses credit score and reputation score to manage cred-
itworthiness and trustworthnes of the GSC and GSP respectively. Reputation
score have proved to be a great asset for both online shoppers and sellers to es-
tablish trust. Similarly, credit scoring is an important tool used by todays finan-
cial institutions to assess the creditworthiness of prospective customers and to
monitor customer credit ratings. Credit scoring enables service providers to offer
differentiated products and benefits based on credit information from customers.

3.1 Information Service

The information service component is the same as the conventional grid infor-
mation services such as the MDS [8]. It is composed of a suite of web services
including Index service, Trigger service and Aggregator framework, which is
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used by the Index and Trigger services. The central role of information services
is to provide efficient resource registration, monitoring and resource discovery
including subscription/notification. It maintains information about the resources
available within grid computing such as hosts, clusters, switches, routers, links,
services, sensors, available software, and services. As the focus of this paper is on
the reputation management service, we will not discuss the information service
components in the rest of the paper.

3.2 Reputation Management Service

The main goal of the reputation management service (RMS) component is to as-
sist grid service providers and customers to confidently select trading partners.
It collects and processes reputation data from the service providers and con-
sumers. It also maintains a dynamic reputation metric for its community and
provides several mechanisms for manipulating the reputation data in the reposi-
tory with the objective of automating word-of-mouth reputation for grid market
environments. The functionality of the RMS is encapsulated in five components:
Reputation Processing, Reputation Query, Reputation Feedback, Reputation Re-
sponse, and Reputation Assessment.

The Reputation Feedback allows service provider and consumer to rate each
other only after they are engaged in service trading Each feedback consists of a
rating: positive, negative, or neutral. Once the raw reputation data is collected
from the service providers and consumers, the Reputation Assessment compo-
nent calculates a reputation score for the service provider and consumer taking
into account several factors including the reputation of the feedback provider
and the cost of the service. The reputation query subcomponent allows service
providers and consumers to access the reputation information after being au-
thenticated to have been registered users.

The main responsibility of a response manager is to sanction entities in the
service grid that are not behaving consistently and who break trust relations.
The action that the the response manager takes when a service provider (con-
sumer) reputation level falls below Φmin is configurable. For example, it can be
configured to send the service provider (consumer) a simple warning or imme-
diately eject it from the network for a period of time or permanently banned.
To reenter the system, the service providers (consumers) would need to acquire
a new valid identifier, which may be costly or impossible. The shaded part of
Fig. 1 shows the interaction between the RMS subcomponents as well as with
the other system components (e.g., service providers and consumers).

4 Reputation Assessment

Reputation and credit data are collected from the grid service customer (GSC)
and the grid service providers (GSP) after the completion of the service. The
data is then processed to be represented as credit score and reputation score
respectively. Reputation score provides a way of assigning quality or value to a
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service. In this work, reputation and credit of an entity is represented using a
value in the interval between -1 and 1. As this value approaches -1, the entity
becomes increasingly distrusting and conversely, as it approaches 1 the entity has
complete or blind trust. We now discuss how the reputation score is computed
for an entity Pi at time t.

Note that service contexts (i.e., c) in grid computing can be numerous, vary-
ing from executing jobs, storing information, downloading data, and using the
network. The overall cumulative reputation score, R(Pi, t, c), for context c of Pi

service provider at time t is defined as follows:

R(Pi, t, c) = min
(
(Rnew(Pi, t, c), 1.0

)
(1)

where t is the current time and Rexist(Pi, t− 1, c) ≥ 0 is the reputation score of
an entity Pi for context c at time t− 1.

The parameter Rnew(Pi, t, c) in Eq. 1 is the sum of the previous and the
current reputation score and is computed as follows:

Rnew(Pi, t, c) = Rcurrent(Pi, t, c) +Rexist(Pi, t− 1, c) (2)

where the parameter Rcurrent(Pi, t, c) is computed as follows:

Rcurrent(Pi, t, c) = Feedback(c, t) + Pricet(c) + Credibilityt(Pi, t, c) (3)

From Eq. 3, we observe that there are three factors contributing to the current
reputation score of a given service provider (consumer): (1) feedback provided
by the rater (i.e., Θf ); (2) the price of the service (i.e., Pricet(c)); and (3) the
credibility of the rater (i.e., Credibilityt(Pi, t, c)).

To determine the contribution of the Rater Feedback to the current repu-
tation score, let f ∈ {positive, negative, neutral} be Pi’s feedback at time t
(i.e., right after the completion of the latest service) for context c. Note that a
service provider, Pi, will only be allowed to supply the reputation data when
the payment method used involves credit (e.g., pay-as-you-go and pay-after-
use). If pay-before-use is used, then the consumer will be automatically given
f = positive).

Feedback(c, t) = 1 − αf (4)

Following the completion of the service, both the service provider and the
consumer rate the quality of service as positive (i.e., f = 1) or as negative (i.e.,
f = −1) or as neutral (i.e., f = 0). Based on the value of f, the contribution
of the feedback to the current reputation score is computed as in Eq. 4 where
0 ≤ αt ≤ 1.

The Pricet(c) in Eq. 3 denotes the contribution of the service cost to the
current reputation score and is given as follows:

Pricet(c) = 1 − e−λℵ
t (5)

where ℵ is the price paid for the service. Intuitively, a GSP that defects on one
$100 transaction should have a lower reputation than one who defects on two or
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three $1 transactions. It is also important that one large transaction does not
elevate the rate of an entity from nothing to complete or blind trust level. Thus,
we constrain the range λ can take as follows:

Feedback =

⎧⎨⎩
negative λ ≥ 0.01
positive λ ≥ 0.0001
nuetral λ ≥ 0.00001

(6)

This avoid one of the main problems with existing reputation systems in
which service providers build up a high positive reputation based on many small
transactions and then defraud one or more buyers on a high-priced item.

The trustworthiness of the feedback provider (i.e., Credibilityt(Pi, t, c)) con-
tribution in the calculation of the current reputation score is given as follows:

Credibilityt(Pi, t, c) =

{
0 0 ≤ T ≤ 1
N̄−( N̄

β·T ) − 1 Otherwise
(7)

where N̄ denotes the total number of negative feedbacks so far received by Pi

and T denotes the total number of feedbacks a grid service provider has so far
accumulated and β = N̄

T while T is given as follows:

T =
∑

Feedback(Pi, c,±) + µ
∑

Feedback(Pi, c,∼) (8)

where
∑
Feedback(Pi, c,±) is the sum of positive and negative feedbacks while∑

Feedback(Pi, c,∼) is the sum of neutral feedbacks received so far by Pi respec-
tively. We believe that the neutral feedbacks should only contribute a portion
to the reputation score of Pi. This is because, in real life, humans tend to take
neutral position when faced with two alternatives for which they do not want
to cast votes to. Thus, we use µ such that = 0 ≤ µ ≤ 1 to capture the real life
scenario.

5 Conclusion and Future Direction

Although there are variety of information services that could potentially enable
grid users discover services and resources, none of these middleware services
provide a direct or indirect means of discovering reputable grid services and
resources. In this paper, we have introduced a reputation management support
in grid information service. We believe that reputation serves as an important
metric to avert the usage of under provisioned and malicious resources with
the help of community feedback. As a future work, an important issue to be
addressed is that if the resource selection decisions are contingent only on the
reputation, severe load imbalance can occur in a large-scale grid computing with
some dominant resources. Therefore, a mechanism for balancing performance
against reliability will be investigated. Another future issue to be looked at
is how to elicit feedback from the participants. We are currently performing
analysis of reputation assessment algorithm. Finally, in the proposed approach,
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a service provider (consumer) can be immediately ejected it from the network
for a period of time or permanently banned. A mechanism for allowing service
providers (consumers) to reenter the system would be needed, which we are
currently working on.
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Abstract. The Multitasking Virtual Machine has been provided with
many useful features like Isolation API or Resource Consumption Man-
agement API. The latter one can be used to help in managing resources
in Java applications. However, using RM API does not guarantee sepa-
ration between the resource management activity and the business ac-
tivity. In this paper we present the concept of The Transparent Resource
Management (TRM) system. The system can be used to run Java ap-
plications with resource management policies added dynamically, as a
separate aspect. The policy for a given resource is dynamic which means
that it may change during the runtime, depending on the state of the
application, the state of the whole system, as well as the utilization of
different resources in different applications.

1 Introduction

The new Sun’s Java Multitasking Virtual Machine ([2], [5]) has been provided
with many interesting features like a resource consumption management ([3], [4],
[7]) and an isolation of Java applications ([1], [8], [6]). Although the Resource
Consumption Management API provides useful features for writing resource-
aware applications in Java, the application’s developer using RM API has to
include parts of the code responsible for managing resources directly into the
application’s code. In other words, the RM API provides features which can be
used to build the highest-level of management policies. The main difference be-
tween the original RM API and the proposed extension is the transparency of
the resource management in our solution. The RM API weakest point is the fact
that much of the source code has to be written every time a new application
is prepared or policy is changed. The transparency of the proposed architec-
ture means that the resource management activity of the application is sepa-
rated from its business activity and specified on the abstract level. The resource
consumption management is invisible for the application. The proposed archi-
tecture makes management simple, understandable and transparent both from
the application’s and developer’s point of view. Different management policies
can be saved for later use by different developers and by different applications.
The resource management functionality can be added to the target application
in different cycles of the application’s life and in different ways. When consid-
ering different cycles, we can add functionality either during the deployment
process or during the runtime. When considering different ways of adding the
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RM, such possibilities as an aspect oriented programming ([9]) or wrappers seem
to be useful. The fostered approach can be used to implement specific resource
consumption management policy, to guarantee quality of service (QoS) and to
add self-adaptability to Java applications ([11], [10]). In this article we present
the overall, high-level architecture of The Transparent Resource Management
(TRM) system. The RM API has been originally provided with Multitasking
Virtual Machine; therefore presented approach bases on features of MVM.

The remainder of this paper is organized as follows. Section 2 introduces the
the Resource Consumption Management API. Section 3 presents the architecture
of Transparent Resource Management whereas different ways of using the Aspect
Oriented Programming with the proposed architecture are discussed in Section
4. Conclusions and further research are summarized in Section 5.

2 Overview of RM API and Isolation API

The Resource Consumption Management API (RM API [7], [3], [4]) is provided
as an experimental part of MVM. It is a framework used to supplement Java
with the resource and consumption management as well as with control and
reservation features. Each resource in the RM API is described as a set of re-
source attributes. In the RM API resource policies are encapsulated in resource
domains. All isolates ([8]) that are bound to the same resource domain share the
same policy. The isolate can be bound to many domains as long as each domain
is responsible for a different resource. The policy is implemented by consume
callbacks and triggers that specify when callbacks are called. Callbacks can act
either as constraints (when called before the resource consumption is done) or
as notifications (called after a consumption). An important element of the RM
API is a dispenser, the bridge between the resource abstraction and its imple-
mentation. The dispenser monitors the amount of resource available for resource
domains as well as it decides how much of the resource can be granted when
the consumption is done. In order to stress that there is only one dispenser per
resource system we should describe it as global.

The most important concept of The Application Isolation API ([8]) is an
isolate - the abstraction of a single Java task running in a Virtual Machine. In
the Sun’s MVM various Java applications may be started in isolates using the
same virtual machine.

3 Transparent Resource Management Architecture

The goal of the proposed system is to make resource management invisible from
the application’s point of view. The system is built on top of the RM API.
What differs the TRM architecture from RM API is that in the TRM resource
management is hidden from the application, not included into the application’s
source code and applied to it during deployment. The resource management
policy is dynamic and the application’s developer may specify it as a concern of
the application. Dynamic means that the policy may change during the runtime,
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depending on the state of the application and the whole system. What is more,
in the TRM architecture various policies may be easily applied. In contrast with
the TRM architecture, the RM API can be used to build rather static policies,
which are separated from the policies of different resources while in the TRM
architecture the policies of different resources may be dependent. As a result,
the TRM can be used to build self-adaptable applications in Java.

3.1 High-Level Architecture

The high-level architecture of the Transparent RM is presented in Figure 1.
The architecture specifies different elements (rectangles) and different phases
(arrows). The more detailed description of the elements of the system is presented
below.

Fig. 1. The architecture of The Transparent Resource Management system

Policy definition is a high-level, user-readable description of the desired
application’s behavior, resource management logic and quality of service etc.
This definition may limit the CPU usage or network bandwidth whereas another
definition may stress that the number of concurrently running threads should
not increase a given threshold. A policy definition depends on a type of the
application and/or specific requirements for its current deployment. The same
application running on different hardware configurations may have completely
different policy definitions.

Policy specification is a formalized, more detailed presentation of the policy
definition. The specialized policy specification language can be used to prepare
a specification. The exemplary policy specification requires that the application
should not use more than 10% of the CPU time nor to exceed 56kB of the network
bandwidth. The limitations of different resources can be also composed to specify
more complex policies like not to exceed 56kb of the network bandwidth as long
as CPU load is less than 90%. If the CPU load increases, the higher network
bandwidth is allowed (because of the switching off the CPU consuming socket
compression module and sending raw data). The policies of different applications
can be also merged as to treat previously seperate applications as a group. The
exemplary policy can specify an upper limit of a number of threads that can
be running concurrently in all started applications. The policy specification can
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be more or less detailed as if there was a conceptual line between the formal
high-level specification and the informal low-level programming realization.

RM Unaware application is an input application which is not aware of
the resource consuming policies and resource management. The developer of
the application can focus on business logic. Moreover, isolating business logic
from the the RM logic makes reusability possible. Each time an application is
deployed/started different resource policy and different QoS can be applied.

Transformation engine is the central point of the proposed system. The
engine is responsible for transforming the RM unaware application into the aware
one. The transformation techniques are not presented here but will be discussed
later in this paper (see Section 3.3). The transformation engine has four inputs:

– RM unaware application - the input application to be transformed;
– policy specification - policy to be applied to the application (presented

above);
– RM API App elements - the elements of the Resource Consumption

Management API to be added to the application; the transformation engine
uses these elements to add (to the input application) the entity responsi-
ble for the communication with the RM API; the entity knows RM API,
understands it and can use it as to enable the desired application’s behavior;

– Monitoring API App elements - the elements of the Monitoring API to
be added to the application; the transformation engine uses these elements
to add (to the input application) the entity responsible for the communica-
tion with monitoring part of the system; the entity uses Monitoring API to
provide information about the state of the whole system, as well as feedback
on the application’s behavior; the information from the Monitoring entity
can be used by the RM entity as to modify the application’s behavior and
to guarantee the RM policy or the QoS;

RM Aware application is the only output from the transformation engine.
The application has been modified in such a way that it can use the RM API
and the Monitoring API to apply a given RM policy. More detailed description
of the application after transformation is presented in Section 3.2.

3.2 Architecture of RM Aware Application

An abstract view on the RM aware application (which is the result of the trans-
formation process) is presented in Figure 2. The RM aware application is built on
top of the input, the RM unaware application. Two entities have been added to
the original application. There exist three types of connections between elements
in the system:

– connection between entities and external environment - each entity can ex-
change information with the external parts of the system such as entities
belonging to other applications or specialized modules common for all of the
elements in the system. E.g. the monitoring entity can communicate with the
monitoring module which gathers and analyzes information about the state
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of the whole system (see Figure 3). Alternatively, the monitoring entity can
communicate directly with its opposite number in the different application.

– connection between entities and the RM unaware application - the connec-
tion that can be used to get information about resource utilization and/or
the application’s state.

– connection between different entities within the single application - this type
of a connection can be used for the effective exchange of information about
different aspects of the same application. As a result, the decisions made by
entities are more precise.

Fig. 2. The architecture of the RM aware application. The RM unaware application is
instrumented with entities to communicate or juxtapose application with RM Module
and Monitoring Module.

As for entities, there are a few ways of applying them. The Aspect Oriented
Programming can be used to make communication between entities and original
application possible.

Figure 3 illustrates four exemplary applications in the TRM system. Each
application has two entities built into. Each entity communicates with the proper
module (common for the whole system). The communication is bidirectional
which means that modules use entities to gather information and to perform
adequate actions (e.g. modify the application’s behavior, definitions of RM API
triggers and consume-actions etc.).

Entities of different applications can communicate with each other. This type
of communication may be necessary when the strict cooperation between two
applications is needed.

3.3 Transformation Engine

Transformation engine is the central point of the TRM system, responsible for
transforming the RM unaware application into the RM aware one. The RM API
is just a framework which does not imply any resource management policies.
One can use it to write its own resources and resource management strategies.
The desired result can be achieved by defining proper resources, resource do-
mains and limitations (via consume-action callbacks and triggers). The obvious
solution of the transformation process is to implement different resource poli-
cies by providing the specialized API (built on top of RM API) with a set of
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Fig. 3. Management and monitoring modules in the TRM system

Fig. 4. The process of transforming the RM unaware isolate into the RM aware one.
Resource Domain D is created by the transformation engine to meet the conditions
specified in the policy specification.

ready-to-use triggers and actions. The simplest way of connecting the RM un-
aware application to the RM API is to use the specialized manager (isolate or
program) to create and start the input application. The manager is responsible
for recognition (and optionally creation) of proper resource domains, binding
the original application to them and applying resource management policies (by
the creation of proper triggers, actions etc.). The application’s source code is
not modified. However, some of the resource management limitations may result
in improper behavior of the application. Let’s imagine the application bound to
the resource domain with limits on a number of started threads. If a maximum
number of threads is present and the application wants to start another thread,
resource exception is thrown and the application starts behaving in an incorrect
way. The conclusion is that some code modifications might need to be done. The
scheme of the transformation process is presented in Figure 4.

As it was mentioned before, the RM aware application has the resource man-
agement and monitoring entities built into. Entities can be added either by the
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use of threads ”injected” into the original application or started in separated iso-
lates. Specialized monitoring/managing modules can be used to change resource
management policies dynamically (e.g. if network policy in the application A
depends on CPU usage policy in the application B).

The presence of entities in the running application means that each applica-
tion provides a well defined interface which can be used by other applications
or by the TRM system to collect information about the application’s behavior
and resource utilization. Collected information may then be analyzed to check
whether the conditions specified by resource policies of all applications are met.
Proper activities can then be performed to guarantee that resource policy con-
straints are not violated. In particular, triggers and consume-action callbacks can
be modified. Moreover, the architecture can be also extended to make changes
of the application’s behavior possible. E.g. if the CPU load increases, the appli-
cation may change network traffic compression algorithm into the simplest one
(less CPU usage), some of the application’s features can be switched off, and
some rescue features can be enabled. It is a simple way to introduce reflection
and self-adaption to the RM aware applications.

4 RM API vs Aspect Oriented Programming

In Section 3.2 we have presented different techniques which can be used to add
the resource management and monitoring modules into the RM unaware ap-
plication. Aspect Oriented Programming methods can be used to support this
operation.

Most applications using RM API does not see dispensers directly [3]. Usually,
only JRE will create and register dispensers. In this term, the user’s application
is unaware of the resource management. However, the resource domain’s policy
has to be specified as a set of pre-consume and post-consume actions or included
into the trigger’s code. It means that the application’s developer is involved into
resource management problem and has to consider it during code development.

As it is presented before, the specialized manager can be used to start the
application’s isolate, and bind it to proper resource domains (either the exiting
or the new ones). The manager can also create and start resource managing and
monitoring entities and the code responsible for changing the currently active
state. The AOP can be used to let the RM unaware applications behave prop-
erly when resource exceptions are thrown. The AOP can also define jointpoints
between the application and entities. The AOP may also be used to enable the
self-adaptation of the running application via changing parts of the code when-
ever the application’s state is changed.

5 Conclusion and Future Work

In this paper we have presented the high-level architecture of the Transparent
Resource Management system. We have shown that the RM API can be used to
build an additional layer which helps to separate resource management logic from
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business logic. In the proposed architecture the RM unaware application is being
transformed into the RM aware one, considering a given resource policy. Different
policies can be defined and stored for later use with different applications. The
policies in the TRM system are dynamic, they use information about different
resources in different applications. We have presented the concept of the RM
and monitoring modules. The modules are used to collect the information about
the state of the whole system. The information is analyzed to check whether
the resource policies constraints are met. Specialized entities are used as the
bridge between the system and the application. We have shown that the Aspect
Oriented Programming can be used to support the process of transforming the
RM unaware application into the aware one. The next goal of our research is to
define the more detailed architecture of the system.
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Abstract. The extension of grid computing technology to ad-hoc mo-
bile environments is giving rise to the development of ad-hoc grids, which
enable wireless and mobile users to share computing resources, services,
and information. However, the adaptation of grid technology to ad-hoc
networks is not straightforward, and exhibits numerous difficulties (re-
source discovery, security, power consumption, QoS, etc.). This paper is
focussed on the problem of resource discovery in ad-hoc grids, we study
the existing resource and service discovery architectures, analyzing the
main limitations of these systems (scalability, discovery delay, adapta-
tion to changing conditions, etc.), and we propose a hybrid mechanism
that overcomes these limitations.

1 Introduction

Grid technology enables organizations to share geographically distributed com-
puting and information resources in a secure and efficient manner [1]. Shared
resources can be computers, storage devices, data, software applications, or ded-
icated devices like scientific instruments, sensors, etc. Traditional grid infrastruc-
tures are mostly based on wired network resources owned by various individuals
and/or institutions, structured in Virtual Organizations, which are subjected to
specific sharing policies. Grid middleware provides basic services for resource dis-
covery, resource management, data management, security and communication.

With the proliferation of wireless mobile devices (laptops, PDAs, mobile
phones, wireless sensors, etc.), and the development of efficient protocols for
communication, routing, and addressing in mobile ad-hoc networks (MANETs),
wireless or ad-hoc grids are emerging as a new computing paradigm [2] [3] [4] [5]
[6] [7], enabling innovative applications through the efficient sharing of informa-
tion, computing resources, and services among devices in ad-hoc networks.

However, the development of ad-hoc grids entails new challenges, compared
to traditional wired grids. Resource discovery, power consumption, QoS, security,
etc. are problems that have still to be solved [3] [4].

In this paper we study in-depth the problem of resource discovery in ad-
hoc grids. We classify the existing discovery architectures and we analyze their
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main limitations, such as scalability, discovery delays, bandwidth consumption,
adaptation to changing conditions, management complexity, etc. In view of these
limitations, we propose a new resource discovery mechanism, based on a hybrid
peer-to-peer approach and on the concept of discovery zone, which overcomes
the main shortcomings of existing approaches.

2 Classification of Service/Resource Discovery
Architectures

Existing service/resource discovery mechanisms can be classified in two main
categories:

2.1 Peer-to-Peer Architectures

Peer-to-peer (P2P) architectures use fully distributed mechanisms for resource
or service discovery, where networks entities (providers and clients) negotiate
on-to-one with each other to discover the available services and their attributes,
and to find those services that meet the user requirements. Two basics mecha-
nisms can be used to service or resource discovery in peer-to-peer systems: query
mechanisms and advertising mechanisms.

P2P Query-Based Systems (P2P-Query). In P2P-Query, also called active
or pull P2P mechanisms, clients send a discovery message to the network, by
broadcasting or multicasting, asking for services or resources that match same
specific requirements or attributes. Providers respond to the client query by
sending a description of the service or resource attributes. Examples of P2P
query-based systems are the Service Discovery Protocol (SDP) used in Bluetooth
[8], the service discovery mechanism proposal for on-demand ad-hoc networks
[9] [10], and the Konark active pull protocol [11].

P2P Advertisement-Based Systems (P2P-Adv). In P2P-Adv, also called
passive or push P2P mechanisms, providers advertise periodically, by broad-
casting or multicasting the location and attributes of resources and services, so
that clients can build a local database with all the resources available on the net-
work. Examples of P2P Advertising mechanisms are the Universal Plug and Play
(UPnP) discovery service [12] developed by Microsoft, and the Konark passive
push protocol [11].

Peer-to-peer architectures are useful for very dynamic ad-hoc environments,
were network infrastructure is unpredictable, and the presence of permanent
dedicated directories can not be guaranteed. However, these mechanisms, which
are based on broadcasting (flooding) or multicasting, suffer from huge band-
width usage and very low scalability, so they only suit well for small networks.
Advertising mechanisms use much more bandwidth and scale worst than query
mechanisms, since unsolicited information is issued periodically to the network.
However, they reduce the lookup time, since every client holds updated infor-
mation about all the resources and services that are available in the network.
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2.2 Directory-Based Architectures

Discovery architectures based on directory use a centralized or distributed repos-
itory, which aggregates and indexes the information about resources and services
offered in the network. Providers register their resources and services with this
directory, and clients query the directory to obtain information about resources
or services. There are three different general schemes of directory-based sys-
tems: centralized directory, distributed flat directory, distributed hierarchical
directory.

Central Directory Architecture (CD). CD architecture is based on a cen-
tral directory that aggregates information from every provider, and respond to
queries from every client. Central directory architecture is a simple solution, easy
to administrate, but directory can represent a bottleneck and a single point of
failure, which causes the whole system’s failure. Therefore, this solution does
not scale well and is only suitable for small networks. Some examples of dis-
covery mechanisms based on centralized architecture are the Service Location
Protocol (SLP) [13] standardized by the Internet Engineering Task Force (IETF,
RFC 2608), the Jini system [14], which is a platform-independent service dis-
covery mechanism based on Java and developed by Sun Microsystems, and the
Agent-Based Service Discovery proposal [15].

Distributed Flat Directory Architecture (DFD). In DFD architecture
several directories cooperate in a peer-to-peer fashion, to maintain a distrib-
uted repository of information about resources and services. Flat distributed
directories can work in two different ways. Directories can exchange information
with all other directories, usually by multicasting, so that each directory main-
tains a complete database about all resources and services in the network. The
Intentional Naming Service (INS) [16] and the Salutation protocol [17] are two
examples of discovery mechanisms based on this technique. It is obvious that
this solution generates high communication traffic level, and hence it is not scal-
able. The second alternative is to divide the network in clusters or domains,
so that each directory maintains a repository with information about services
and resources within the cluster or domain. Information exchange between di-
rectories in different clusters can be achieved using a peer-to-peer scheme, but
using a lower advertising frequency than within the cluster, like for example
the INS/Twine system [18], or can be achieved on-demand, like for example the
service locating system based on Virtual Backbone [19]. Although clustered solu-
tions are more scalable and suitable for large networks, they must use complex al-
gorithms to manage clusters (cluster formation, selection of directories, addition
and removal of nodes to/from the cluster, etc.), and guarantee cluster stability.

Distributed Hierarchical Directory Architecture (DHD). With DHD
architecture, the network is divided in domains with a hierarchical structure (like
DNS) and directories have parent and child relationship. This solution is fully
scalable, but it enforces a rigid hierarchical network organization, which does
not fit well in ad-hoc environments. Some examples of distributed hierarchical
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directory architectures are the Monitoring and Discovery Service (MDS) used in
Globus [20] [21] and the Secure Service Discovery Service (SDS) developed at
UC Berkeley [22].

3 A Hybrid Mechanism for Resource Discovery in
Ad-Hoc Grids

In view of the advantages and limitations of the existing discovery architectures,
summarized in table 1, we propose a hybrid discovery mechanism, which com-
bines the advantages of peer-to-peer mechanisms (high adaptability for changing
conditions, and low management complexity), and the advantage of clustered so-
lutions (high scalability).

This hybrid approach is based on the idea of zone, similar to the concept
introduced by the Zone Routing Protocol (ZRP) for ad-hoc networks [23]. A
discovery zone is defined for each grid node individually, and is composed by
all the neighbor nodes whose distance to the node in question does not exceed a
certain number of hops, R, where R is the zone radius. It is obvious that the
discovery zone of neighbor nodes can overlap.

Within the discovery zone of a given node, we can distinguish two kinds of
nodes: the interior nodes, whose distance to the central node is lower than R;
and the peripheral nodes, whose distance to the central node is exactly equal to
R. Example in Fig. 1 shows the discovery zone of node node A with R=2.

The resource discovery mechanism uses a mixed peer-to-peer approach: to
discover grid nodes within the zone it uses an advertisement mechanism, and to

Table 1. Main features of discovery mechanisms

P2P-Query P2P-Adv CD DFD DHD
Suitability for changing conditions High High Low Low Low
Scalability Low Low Low High High
Bandwidth consumption Medium High Low Low Low
Discovery delay High Low Low Low Low
Management complexity Low Low Medium High High

A
B

C
D

H

F

G

E I

J

K

L

M

Interior Nodes B,C,D,E
Peripheral Nodes F,G,H,I,J,K
Exterior Nodes L,M

Zone Radius: R=2

Fig. 1. Example of discovery zone for node A, with R=2
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discover grid nodes out of the zone it uses a query mechanism. Each grid node
periodically multicasts advertisement packets with a hop limit of R hops, so
that these packets only reach those nodes within the discovery zone. Using this
mechanism, every node constructs a database with detailed information about all
the neighbors within its zone. If no advertisement messages are received from a
given neighbor within a specific period, this node is removed from the database.
This restricted multicast technique reduces the bandwidth consumption and
provides a low delay mechanism for discovering grid nodes within the zone.

If the number of resources within the discovery zone is not enough to meet
the client application requirements, a query mechanism is initiated. In this case,
the client’s node sends a query message to the peripheral nodes, to obtain in-
formation about the grid nodes existing in the adjacent zones. This procedure
can be repeated several times by the client’s node, to obtain information about
grid nodes existing two zones away, three zones away, etc., until the number
of discovered resources is enough, or until a maximum discovery delay is ex-
ceeded. To implement this behavior, each query message includes a parame-
ter called forwarding distance, which specifies how many times the message
must be forwarded by peripheral nodes to the next adjacent peripheral nodes.
Figure 2 shows how a query message with Forwarding Distance = 1 is forwarded
to peripheral nodes of the client’s zone, and the query message with Forwarding
Distance = 2 is forwarded to peripheral nodes of adjacent zones.

Forwarding Distance = 1
(Zone Radius: R=2)

Clientnode

Client’s Zone

Forwarding Distance = 2
(Zone Radius: R=2)

Clientnode

Fig. 2. forwarding of query messages

The three main messages involved in this discovery mechanism are the Ad-
vertisement message, which is used by a grid resource to multicast its presence
and characteristics to the rest of nodes within its discovery zone. This message
can contain static and dynamic information about the resource (CPU type and
architecture, CPU count, processor load, OS, total and free memory, total and
free disk space, bandwidth network links, software, services, etc.). Advertisement
procedure is controlled by two main parameters: the Advertisement Period and
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the TTL period. The Advertisement Period specifies how often a grid node multi-
casts an Advertisement message to the discovery zone. The TTL period specifies
how long a node should keep the information advertised by a neighbor, if no
Advertisement messages are received from it. The Query Request message is
sent by the client node to the peripheral nodes to discover resources out of the
client’s discovery zone. This message must contain the Forwarding Distance pa-
rameter, and the client application requirements, i.e., a list of static or dynamic
characteristics that the remote grid nodes should meet. During the discovery
process, the client node can send different query messages with increasing val-
ues of Forwarding Distance, to discover nodes further away. Finally, the Query
Response message is used by the peripheral nodes to return to the client node
a list of resources that meet the user requirements.

The hybrid method proposed is scalable, since multicast advertisement mes-
sages are restricted to the client’s zone, and query messages do not use flood-
ing, but they are propagated only by peripheral nodes of successive neighboring
zones. Furthermore, discovering delays are much lower than pure peer-to-peer
query mechanisms, since a peripheral node can provide information about all
grid nodes within its zone. This mechanism is very suitable for changing envi-
ronments, since information in node databases is updated automatically by the
advertisement procedure, and it does not require any administration or manage-
ment effort.

4 Results

Figure 3 shows the results of number of messages (bandwidth consumption) and
discovery delay for the ad hoc network in Figure 2, using different discovery
mechanisms: P2P-Query mechanism, P2P-Adv mechanism and the proposed
hybrid mechanism with zone radius R=1 and R=2.

The number of messages includes all the messages (advertisement, query re-
quest, and query response) that the different mechanisms use to discover all the
available resources in the network. For simplicity reasons, the delay for query
request/response messages is given in generic time units, and it is computed by
assuming that the propagation delay of every link is equivalent to 1 time unit,
and the processing time of every query request message is equivalent to 2 time
units.

We can observe that the discovery delay of P2P-Adv mechanisms is zero,
since every node in the network maintains its own complete database with in-
formation about all the resources. However, because this mechanism is based on
broadcasting, the number of messages (and hence the bandwidth consumption)
is extremely high. On the other hand, the number of messages of the P2P-Query
mechanisms is very much lower, but the discovery delay increases significantly. In
the middle of these two extremes, the hybrid mechanism exhibits a good trade-
off between these two parameters, since it can reduce appreciably the discovery
delay, maintaining a low bandwidth consumption.
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Fig. 3. Bandwidth consumption and discovery delay results

5 Conclusions and Future Work

Efficient resource discovery is a major challenge in ad-hoc grids. Most of the
existing mechanisms for resource and service discovery can be classified in peer-
to-peer architectures, and directory-based architectures. While peer-to-peer ar-
chitectures do not scale well, directory-based systems are too rigid and could not
be suitable for mobile ad-hoc environments. In this paper we propose a hybrid
resource discovery mechanism that is based in the concept of discovery zone.
Although it uses peer-to-peer communication, multicasting is restricted to the
discovery zone, and queries are forwarded by peripheral nodes, avoiding flood-
ing. This mechanism is scalable, exhibits low discovery delays, is adaptable to
changing conditions, and does not require any management effort.

As future work we plan to introduce query control mechanisms, which try
to avoid that a given node could forward the same query request several times,
and to prevent query requests from being forwarded to zones already visited.
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Abstract. This paper describes extensions of the JIMS system with selected 
mechanisms of Solaris 10 resources monitoring and management. The proposed 
extensions together with JIMS functionality create a foundation for the adaptive 
layer implementation of large distributed computer systems. The proposed 
solution addresses a heterogeneous self-configuring execution environment 
typical of Grids system. The paper presents not only the innovative concept of 
the proposed extensions but their existing implementation.  

1   Introduction  

Resource monitoring and management is one of most sought-after aspects of 
functionality of large computer systems, supporting their adaptability to changing 
workload and end-user requirements. Modern operating systems, like Solaris10, 
offer very rich and complex mechanisms of resource control. Being a part of large 
heterogeneous distributed systems, i.e. Grids, the computers running Solaris10 
should expose their resource management mechanisms regarding projects and zones 
[10, 11] in a uniform way so as to be accessible from the integrated management 
platform.  

This paper describes an extension of the JIMS [1, 2] platform with the concepts of 
Solaris10 projects and zones monitoring and management. The proposed extension 
has been implemented using JMX [3, 4] and expands the rich functionality of JIMS 
from Linux and Solaris 8, 9 to the most advanced features of Solaris10. The proposed 
extensions make these features accessible to applications written in Java and open a 
wide space for adaptive policy-driven software layer implementation. These 
extensions, integrated with JIMS, create a very advanced and powerful tool, beyond 
the capabilities of comparable existing solutions.  

The structure of the paper is as follows. In Section 2 a very brief description of 
JIMS is presented. Next, in Section 3, the Solaris10 resource management 
mechanisms exploited in this work are summarized. The idea of JIMS extensions and 
exposition of requested mechanisms is specified in Section 4. The implementation of 
this extension as JIMS MBeans is presented in Section 5. The paper finishes with 
conclusions.  
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2   JIMS Overview  

JIMS – the JMX-based Infrastructure Monitoring System assumes that monitored 
resources are represented as MBeans (Managed Beans), the simple Java objects 
installed in MBean Servers, key components of JMX (Java Management Extensions). 
The main purpose of the JIMS is to provide an integrated infrastructure 
(computational nodes, memory usage, network utilization) and application (Grid 
engines, J2EE application servers) monitoring management platform. Its features, 
such as adaptation to operating systems, kernels, and IP protocols, auto-configuration 
facility (cluster level auto-configuration, Grid level auto-configuration), and dynamic 
deployment of proper monitoring sensors from one common modules repository, 
makes it well suited for Grid environments. The JIMS communication model depicted 
in Fig. 1 can be split into a four-layer architecture:  

• The Instrumentation Layer provides infrastructure and Java application monitoring 
information using specially-designed sensor modules installed in the JIMS 
Monitoring Agent (JIMS MA).  

• The Interoperability Layer provides a common point of communication with 
computational nodes (also called Worker Nodes or WNs) in clusters through 
dedicated access nodes (Access Node -AN).  

• The Integration Layer enables discovery of all accessible clusters and provides an 
overall view of the Grid. This layer consists of Global Discovery modules installed 
in chosen JIMS agents running on Access Nodes.  

• The Client Application Layer consists of applications connected to the JIMS 
system, which are consumers of the information produced by the system.  

The extensions proposed in this paper cover the instrumentation layer. The layer is 
equipped with Mbeans for Solaris 10 projects and zones monitoring and management.  

JIMS has been deployed as a monitoring infrastructure at many Grid installations, 
including the EU IST CrossGrid project [1], the Polish national project Clusterix, and 
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Fig. 1. Layered architecture of communication between JIMS modules  
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the internal installation of the N1 Sun Fire 1600 Blade System at the Department of 
Computer Science AGH/UST in Kraków. These JIMS applications show that features 
such as hierarchical information representation, fast response time (~200[ms]), 
scalable architecture, open source code (AXIS, JMX, SNMP, MX4J), WS interface 
and JSR003, 160, 255 compatibility, allow for constructing services which are easy to 
administer and maintain, and which allow easy integration with other components of 
the Grid. This is why JIMS was selected for proposed extensions regarding Solaris 10 
resource monitoring and management.  

3   Resource Monitoring and Management of Solaris 10 Resources  

Solaris 10 [7, 8, 9, 10, 11] provides control resource usage based on workloads. A 
workload is an aggregation of all processes of an application, or group of applications, 
which makes sense from a business perspective. The Solaris OS provides a facility 
called projects to identify workloads. The project serves as an administrative tag used 
for group-related work in a manner deemed useful by the system administrator.  

Once workloads are identified and labeled using projects, the next step in 
managing resource usage involves measuring workload resource consumption. 
Current consumption can be measured using the prstat command to obtain real-time 
snapshot of resource usage. This command reads data stored in /proc VFS (Virtual 
File System), where each process in the zone has its own subdirectory (in the global 
zone there are also entries for processes from local zones). The most important 
information is contained in psinfo, usage and status files. By summarizing 
information about resource usage of processes it’s possible to calculate resource usage 
of projects and zones. The capability to look at historical data is provided by the 
Extended Accounting facility which allows collection of statistics at the process level, 
task level or both. A task is a group of related processes executing in the same project.  

Resource controls are configured through the project database. The last field of the 
project entry is used to set resource controls. The resource controls can be 
administered by two commands: prctl (get or set resource controls on a running 
process, task or project) and rctladm (display or modify the global state of system 
resource controls). This state is stored in the /etc/project file whose changes can be 
monitored directly. Resource controls can define actions which should be performed 
when resource usage is crosses some predetermined upper bound. These actions can 
be observed through messages in the /var/admin/messages log file or catching sent 
signals to those processes.  

Solaris Zones provide a means to create one or more virtual environments on a 
single operating system instance, shielding applications from details of the underlying 
hardware. Applications in a single zone run in isolation from applications in other 
zones. They cannot see, monitor or affect processes running in another zone. The 
exception is the global zone which encompasses the entire system and is comparable 
to a normal Solaris OS instance. It has access to the physical hardware and can see 
and control all processes. The administrator of the global zone can control the system 
as a whole. The global zone always exists, even when no other zones are configured. 
Inside the global zone are local zones. These zones are isolated from the physical 
hardware characteristics of the machine by the virtual platform layer. This layer 
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provides zones with a virtual network interface, one or more file systems and a virtual 
console. The virtual console can be accessed from the global zone using the zlogin 
command.  

Zone administration tasks can be divided into two parts, global zone administration 
tasks such as creating a zone, and local zone administration tasks such as performing 
configuration within a zone. The four primary global zone administration tasks are: 
configuration, installation, virtual platform management, zone login. The 
configuration task defines zone resource controls which are enabled when the zone is 
booted.  

Regular resource management facilities such as resource controls, projects, and 
more are available inside zones. Because projects are also virtualized inside a zone, 
each zone has its own project database. This allows a local zone administrator to 
configure projects and resource controls local to that zone. Furthermore, the Extended 
Accounting framework has been extended for zones. Each zone has its own extended 
accounting files for task-and process-based accounting that contain accounting 
records exclusively for that zone.  

4   JIMS Extension Concept  

The presented advanced resource management techniques provided by the Solaris 10 
introduce a number of logical elements that must be effectively managed and 
configured. Such a system must be able to collect and publish various kinds of 
information about configured elements on many hardware virtualized nodes. The 
main assignments to be performed by the proposed JIMS extensions are:  

• Collecting and publishing monitoring information about zones, projects and tasks; 
the system must be able to expose real-time information about the current resource 
usage e.g. CPU, memory, resource controls. Because Solaris 10 also introduces 
Extended Accounting facilities, such information might be stored in a database 
installed on the JIMS Access Node responsible for the management of Grid 
Computational Nodes. This will enable e.g. billing the customers for consumed 
resources or even calculating long-time resource usage trends. Since the system 
administrator may perform some operations using native system tools, the 
Monitoring Agent must also reflect these changes.  

• Management of zones; adding or removing a given zone, lifecycle-related 
operations (shutdown, halt, boot, ready), modifying zone values (devices, file 
systems, attributes, resource controls).  

• Management of projects; adding or removing projects, also modifying existing 
projects’ attributes (name, comment, assigned users and groups, resource controls).  

Non-functional requirements include ease of use and security. The first 
requirement implies that running various system components should be relatively 
simple (minimal need for human interaction) and also installation and configuration  
of JIMS on many Computing Nodes should be automatic. This may be performed by 
using N1 Service Provisioning Systems (N1 SPS) [5] which can install JIMS on many 
nodes. Automatic installation of modules containing MBeans for monitoring and 
management is performed by JIMS using the JMX Mlet-Service.  
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The security aspect must take into account many things related to a broad variety of 
managed resources which means that some operations such as creating zones, 
modifying the projects database etc. may be allowed only for restricted groups of 
users. The privileged position of operations performed in the global zone should be 
very carefully analyzed. It is necessary to take into account situations when a security 
domain consists only of local zones distributed over different global zones (physical 
computers). An example of such a case is represented by Cluster B in Fig. 2.  
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JIMS MA 
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JIMS MA 

JIMS MA 

JIMS MA 

Zone 1

JIMS MA 

JIMS MA 
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Fig. 2. Intersected clusters which consist of zones installed on different Solaris 10 instances 

This is why two deployment scenarios: Global Access and Restricted Access, have to 
be considered. Clients in the Global Access scenario (see Fig. 3a) connect only to 
JIMS MA installed in the global zone which has permission to perform operations on 
all local zones in the current Solaris 10 OS instance. In the Restricted Access scenario 
(see Fig. 3b) MAs are installed in Global and local zones. The MA installed in a local 
zone is able to perform only operations on the given zone depending on the assigned 
privileges. The JIMS client – e.g. Client2 in Fig. 3b -has to connect to specific JIMS 
MAs to perform monitoring and management activities.  
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The functionality for the monitoring and management of Solaris 10 resources will be 
exposed via an appropriate API which may be used by some external components. Because 
JIMS is based on JMX architecture, the MBeans which implement the required functionality 
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suit this end perfectly.  

5   JIMS Extension JMX-Based Implementation  

The JIMS extension is a set of MBeans that expose an interface for Solaris 10 
resource monitoring and management. These MBeans are divided into three groups: 
monitoring, management and accounting. Inside each group there are MBeans for 
zones and projects.  

Resource monitoring (Fig. 4) MBeans contain read-only attributes with basic 
information about zones or projects and their resource usage (CPU, memory, threads 
etc.) This information is periodically retrieved from /proc VFS with the help of a 
native library accessed through JNI (files in /proc VFS have platform-dependent 
binary format and can’t be read directly from the Java application).  

  

Fig. 4. Solaris 10 resource monitoring MBeans presented in JConsole  

Solaris 10 management (Fig. 5) MBeans enable reading and changing properties of 
zones and projects (i.e. resource controls, member users etc.) and also operations that 
change zone state. They also allow creating or removing zones and projects. MBean 
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interfaces depend on the zone in which the JIMS MA is running (different for global 
and local zones), i.e. local zone management MBeans expose the boot operation only 
in the global zone. Management MBeans use various methods to interact with the OS: 
to collect information about zones and projects, MBeans read configuration files or 
use JNI. Changes in configuration are applied by executing shell scripts and system 
commands (with Runtime.exec() invocation). MBeans are able also to emit 
JMX notifications to inform interested parties about changes in the system (i.e. 
concerning added projects or changed resource usage).  

 

Fig. 5. Solaris 10 management MBeans accessible via JConsole  

The accounting group of MBeans exposes long-time historical resource usage 
information. This information is collected periodically from extended accounting log 
files and stored in a database. We have decided to use a Java-based DBMS and 
integrate it within our application (to limit performance overhead). Log files are 
switched periodically to avoid unnecessary duplicate processing of the same 
information. Logs can be read only with the use of the libexacct API, available only 
for C and Perl (not Java), therefore MBeans access it through a native library and JNI.  

6   Conclusions  

The proposed extension of the JIMS monitoring system with selected Solaris 10 
resource monitoring and management mechanisms creates a very coherent and easy to 
use environment. The provided functionality can be automatically discovered by the 
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JIMS self-configuration protocol, following which it may be accessed via a standard 
web browser using http adapter support, by Web Services (with the JIMS SOAP 
gateway implementation) or directly by any application written in Java using the 
standard RMI protocol. The diversity of potential access channels makes the proposed 
extensions easy to integrate with adaptation layers implemented in any technology.  

The proposed concept of JMX-based OS mechanism exposition is rather general 
and can be applied to any operating system. Therefore the proposed solution can be 
used for adaptable reflective middleware construction, requiring access to underlying 
OS functionality. It is also useful for any resource-aware applications or services.  

An important feature of the proposed extension is the ability to use various 
mechanisms for collecting operational data from the operating system. The 
constructed MBeans exploit polling as well as notification mechanisms, which can 
reduce operational overhead. The proposed solution can be also easily customized or 
modified, even at runtime, due to dynamic MBean technology usage.  
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Abstract. A Grid information system should rely upon two basic features: the 
replication and dissemination of information about Grid resources, and an intel-
ligent logical distribution of such information among Grid hosts. This paper ex-
amines an approach based on multi agent systems to build an information sys-
tems in which metadata related to Grid resources is disseminated and logically 
organized according to a semantic classification of resources. Agents collect re-
sources belonging to the same class in a restricted region of the Grid, so de-
creasing the system entropy. A semi-informed resource discovery protocol ex-
ploits the agents’ work: query messages issued by clients are driven towards 
“representative peers” which maintain information about a large number of re-
sources having the required characteristics. Simulation analysis proves that the 
combined use of the resource mapping protocol (ARMAP) and the resource 
discovery protocol (ARDIP) allows users to find many useful results in a small 
amount of time. 

1   Introduction 

A Grid information system provides resource discovery and browsing services which 
are invoked by Grid clients when they need to use hardware or software resources 
belonging to a given class, i.e. matching given criteria and characteristics.  

An agent-based protocol (i.e. ARMAP, Ant-based Replication and MApping Pro-
tocol) was proposed in [5] to spatially sort (or “map”) resources according to their 
semantic classification [7]. ARMAP exploits the features of (i) epidemic mechanisms 
tailored to the dissemination of information in distributed systems [8] and (ii) self 
adaptive systems in which “swarm intelligence” emerges from the behavior of a high 
number of agents which interact with the environment [1]. By mapping metadata 
documents on Grid hosts, a logical reorganization of resources is achieved.  

In this paper, a semi-informed discovery protocol (namely ARDIP, Ant-based Re-
source DIscovery Protocol) is proposed to exploit the logical resource organization 
achieved by ARMAP. The rationale is the following: if a large number of resources of 
a specific class are accumulated in a restricted region of the Grid, it is convenient to 
drive search requests (issued by hosts to search for resources of that class) towards 
that region, in order to maximize the number of discovered resources and minimize 
the response time. An ARDIP discovery operation is performed in two phases. In the 
first phase a blind mechanism, specifically the random walks technique [6], is 
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adopted: a number of query messages are issued by the requesting host and travel the 
Grid through the peer-to-peer (P2P) interconnections among Grid hosts. In the second 
phase, whenever a query gets close enough to a Grid region which is collecting the 
needed class of resources, the search becomes informed: the query is driven towards 
this Grid region and will easily discover a large number of useful resources. Simula-
tion analysis shows that the ARMAP and the ARDIP protocol, if used together, allow 
for achieving a very high effectiveness in discovery operations.  

The semi-informed ARDIP protocol aims to combine the benefits of both blind and 
informed resource discovery approaches which are currently used in P2P networks 
[11]. In fact, a pure blind approach (e.g. using flooding or random walks techniques) 
is very simple and scalable but has limited performance and can cause an excessive 
network load, whereas a pure informed approach (e.g. based on routing indices [2] or 
adaptive probabilistic search [10]) generally requires a very structured resource or-
ganization which is impractical in a large, heterogeneous and dynamic Grid. 

The remainder of the paper is organized as follows. Section 2 summarizes the key 
points of the ARMAP protocol and describes the ARDIP protocol. Section 3 analyzes 
the performance of the ARDIP protocol. Section 4 concludes the paper. 

2   A Multi-agent Protocol for Resource Discovery on Grids 

This Section is organized as follows. In Section 2.1, the key points of the ARMAP 
protocol are briefly summarized (more details can be found in [5]). In Section 2.2, the 
new ARDIP protocol is introduced. 

2.1   ARMAP Basics 

The aim of the ARMAP protocol is to achieve a logical organization of Grid re-
sources by spatially sorting them on the Grid according to their semantic classifica-
tion. It is assumed that the resources have been previously classified into a number of 
classes Nc, according to their semantics and functionalities (see [7]). In the following, 
an information document describing a Grid resource will be referred to as a logical 
resource, or simply resource. When distinction is important, the actual resources will 
be named physical resources. ARMAP exploits the random movements and opera-
tions of a number of mobile agents that travel the Grid using P2P interconnections. 
This approach is inspired by ant systems [1, 3], in which swarm intelligence emerges 
from the collective behavior of very simple mobile agents (ants).  

Once an agent gets to a Grid host (or peer), for each resource class Ci, it must de-
cide whether or not to pick the resources of class Ci that are managed by that host, 
unless the agent already carries some resources of that class. In order to achieve the 
replication and mapping of resources, a pick random function Ppick is defined with 
the intention that the probability of picking the resources of a given class decreases as 
the local region of the Grid accumulates such resources. The ARMAP protocol can 
work in either the copy modality or the move modality; with the copy modality, an 
agent that picks some (logical) resources of class Ci will leave a copy of them in the 
current host; with the move modality, such resources are removed from the current 
host. A self-organization approach based on ants’ pheromone [4] enables each agent 
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to perform the modality switch (from the copy to the move modality) only on the 
basis of local information. Analogously, whenever an agent gets to a new Grid host, it 
must decide whether or not to drop the resources of class Ci, if it is carrying any of 
them. As opposed to the pick probability, the dropping probability is directly propor-
tional to the relative accumulation of resources of class Ci in the local region. A spa-
tial entropy function was defined in [5] to evaluate the effectiveness of the ARMAP 
protocol in the spatial ordering of resources. Figure 1 gives a graphical description of 
the mapping process performed by ARMAP. The values of system parameters are set 
as specified in Section 3, except for the number of resource classes which is set to 3 in 
order to facilitate the graphical illustration of the process. 

 
T = 0 sec 

 
T = 25,000 sec 

 
T = 50,000 sec 

Fig. 1. Gradual mapping of logical resources in a Grid with 3 resource classes. Each peer con-
tains a symbol (circle, square or cross) that corresponds to the most numerous class of resources 
contained in the peer. The symbol thickness is proportional to the number of resources belong-
ing to the dominant class. 

2.2   The ARDIP Protocol 

The ARDIP (Ant-based Resource DIscovery Protocol) protocol is used by clients to 
discover Grid resources belonging to a given class. The objective of ARDIP is to 
drive a query message towards a region of the Grid in which the needed class of re-
sources is being accumulating. Because ARDIP fully exploits the replication and 
spatial sorting of resources achieved by ARMAP, the two protocols should be used 
together: as ARMAP agents perform the logical reorganization of resources and build 
the Grid information system, it is more and more likely that ARDIP queries can find a 
remarkable number of useful resources in a small amount of time.  

The ARDIP protocol is based upon three modules: (a) a module for the identifica-
tion of representative peers which work as attractors for query messages; (b) a module 
which defines the semi-informed search algorithm; (c) a stigmergy mechanism that 
allow query messages to take advantage of the positive outcome of previous search 
requests. These modules are described in the following. 

Identification of Representative Peers. As a class of resources Ci is accumulated in 
a Grid region, the peer that, within this region, collects the maximum number of re-
sources belonging to the class Ci is elected as a representative peer for this class. The 
objective of a search operation is to let a query message get to a representative peer, 
since such a peer, as well as its neighbors, certainly manages a large number of useful 
resources. The ARDIP protocol assumes that a peer p is a representative peer of class 
Ci if at least one of the two following conditions are verified: (a) the peer p maintains 
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a number of logical resources of class Ci that exceeds f1 times the mean number of 
physical resources belonging to class Ci which are offered by a generic peer; (b) the 
peer p maintains a number of logical resources of class Ci that exceeds f2 times 
(with f2<f1) the number of logical resources of the same class maintained by its 
neighbors. 

Condition (a) is satisfied by a peer that holds a very high number of logical re-
sources; in general it can be satisfied only when the clustering process of ARMAP is 
already in an advanced stage. Conversely, condition (b) can be satisfied when cluster-
ing is still in progress. Moreover, to limit the number of representative peers in the 
same region, each representative peer periodically checks if other representative peers 
are present in its neighborhood, within the comparison radius Rc: two neighbor repre-
sentative peers must compare the number of resources they maintain, and the “looser” 
will be downgraded to a simple peer. 

Semi-informed Search. When a user needs to discover resources belonging to a 
given class Ci, a number of query messages are issued by ARDIP. The semi-informed 
search algorithm includes a blind search phase and an informed search phase. For the 
blind search phase, the random walks paradigm is used: the query messages travel the 
Grid through the P2P interconnections by following a random path. The network load 
is limited with the use of a TTL parameter, which is equivalent to the maximum num-
ber of hops that can be performed by a query message before being discarded. 

The blind search procedure is switched to an informed one as soon as one of the is-
sued query messages approaches a representative peer of class Ci, i.e. when such a 
message is delivered to a peer which knows the existence of a representative peer and 
knows a route to it (see the description of the stigmergy module below). During the 
informed search phase, the query is driven towards the representative peer, and the 
TTL parameter is ignored so that the query cannot be discarded until it actually 
reaches the representative peer. Therefore, the semi-informed walk of a query mes-
sage ends in one of two cases: (i) when the TTL is decremented to 0 during the blind 
phase; (ii) when the query reaches a representative peer. In both cases a queryHit 
message is created, and all the resources of class Ci, which are found in the current 
peer, are put in this message. The queryHit follows the same path back to the request-
ing peer and, along the way, collects all the resources of class Ci that are managed by 
the peers through which it passes. 

Stigmergy Mechanism. The stigmergy mechanism is a mechanism, often observed in 
biological systems, through which elementary entities exploit the environment to 
communicate with each other. For example, in ant colonies, an ant that finds a food 
source leaves a pheromone along its way back to the nest, and such a pheromone will 
signal to other ants the presence of the food source. The ARDIP protocol exploits a 
similar mechanism: when a query accidentally gets to a representative peer for the 
first time, the returning queryHit will deposit an amount of pheromone in the peers 
that it encounters as it retreats from the representative peer. In this paper, it is as-
sumed the pheromone is deposited only in the first two peers of the queryHit path.  

When a query gets to a peer along its blind search, it checks the amount of phero-
mone which has been deposited there; if the pheromone exceeds a threshold Tf, it 
means that a representative peer is close, so the search becomes informed. An evapo-
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ration mechanism assures that the pheromone deposited on a peer does not drive que-
ryHits to ex-representative peers. The pheromone level at each peer is computed 
every time interval of 5 minutes. The amount of pheromone Φi, computed after the i-
th time interval, is given by formula (1). 

  E (1) i1ii ϕ+Φ⋅=Φ −  

The evaporation rate E is set to 0.9; ϕi is equal to 1 if a pheromone deposit has 
been made in the last time interval by at least one agent, otherwise it is equal to 0. The 
threshold Tf is set to 2. 

3   Simulation Analysis 

In this section, we discuss some relevant simulation results which demonstrate the 
effectiveness of the ARDIP resource discovery protocol in a Grid environment, if it is 
used in conjunction with the ARMAP resource mapping protocol. In particular, the 
present section introduces the main system and protocol parameters, while Section 3.1 
focuses on the performance of the ARDIP protocol. 

A wide set of simulation runs were performed by exploiting the libraries and visual 
facilities offered by Swarm [9], a software package for multi-agent simulation of 
complex systems developed at the Santa Fe Institute. Table 1 reports the network, 
ARMAP and ARDIP parameters used in the simulation analysis. 

Table 1. Environment and protocol parameters 

Parameter Value 

Grid size (number of peer), Np 2500 

Maximum number of neighbor peers of a Grid peer 8 

Mean number of resources published by a peer 15 

Number of resource classes, Nc 5 

Number of ARMAP agents, Na Np/2 

Mean amount of time between two successive movements of an ARMAP agent  60 s 

Maximum number of hops for each ARMAP agent’s movement, Hmax 3  

Number of query messages issued by the requesting peer 4 

Time to live, TTL 3-7 

Factor f1, for the identification of representative peers 5 

Factor f2, for the identification of representative peers 2.5 

Comparison radius, Rc 2 

Mean generation frequency with which a Grid peer issues query messages 1/300 (1/s) 

Mean message elaboration time at a Grid peer 100 ms 

3.1   Performance of the ARDIP Protocol 

The performance of the ARDIP protocol was analyzed by evaluating the performance 
indices defined and explained in Table 2. Figure 2(1) depicts the value of the Nrep 
index evaluated at different times while the ARMAP mapping process proceeds. This 
figure confirms that representative peers are selected almost exclusively with 
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condition (a) in the first phase, but thereafter the weight of condition (b) becomes 
predominant, as discussed in Section 2.2. 

The index Fsq is essential to evaluate how many search requests are actually de-
livered to a representative peer. Figure 2(2) proves the valuable effect caused by the 
combined use of ARMAP and ARDIP protocols. In fact, after a very small amount of 
time, the logical reorganization of resources produces a significant increase in Fsq. 
Moreover, as the TTL value increases, Fsq increases as well, since a search request 
extends the blind search phase and has more chances to get to a representative peer. 

Table 2. Performance indices 

Performance Index Definition 

Number of representative peers, Nrep Mean number of representative peers of all classes that are selected by 
ARDIP to attract query messages (see Section 2.2) 

Fraction of striking queries, Fsq Fraction of queries that are actually driven towards a representative peer 

Mean number of results, Nres, 
Nres(rep), Nres(norep) 

Mean number of resources that a node discovers after its query (computed 
for all the requests, for the requests that are actually delivered to a repre-
sentative peer, for the requests that are not delivered to a representative 
peer) 

Response times, Tr,  
Tr(rep), Tr(norep) 

Mean amount of time (s) that elapses between the generation of a query 
and the reception of a corresponding queryHit (computed for all the 
requests, for the requests that are actually delivered to a representative 
peer, for the requests that are not delivered to a representative peer) 

The most important performance measure is Nres, the mean number of results that 
are discovered after a query request. Indeed, it is generally argued that the satisfaction 
of the query depends on the number of discovered resources returned to the user that 
issued the query [12]. The trend of Nres is depicted in Figure 3(1), which shows that 
the mean number of results is larger and larger as resources are being organized by 
ARMAP. Furthermore, even when the probability of reaching a representative peer 
begins to become stable (Figure 2(2)), the number of results continues to increase, 
meaning that representative peers are able to collect more and more resources of the 
class in which they are specialized. It is also noted that the queries which successfully 
get to a representative peer can discover considerably more results than the rest of the 
queries, and such a difference increases with the value of the TTL parameter. 

The semi-informed discovery protocol not only increases the number of results, but 
also allows users to discover them in a shorter amount of time. Figure 3(2) shows that 
the response time decreases as the ARMAP work proceeds, and also that the response 
time is notably smaller if the query reaches a representative peer; in this case, in fact, 
the discovery operation is stopped even if the TTL value is still greater than 0, and a 
queryHit is immediately issued (see Section 2.2). However, this performance im-
provement is achieved only when the TTL value is sufficiently high. 

Finally, performance results not reported in this paper show that the logical reor-
ganization of resources, and the use of the ARDIP protocol, allows for decreasing the 
traffic load experienced by a single peer. Indeed, when a query messages is driven 
towards a representative peers, on average it has to make a lower number of hops with 
respect to a completely blind search. 
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 (1)  (2) 

 

Fig. 2. Selection and actual use of representative peers as the mapping process proceeds.  
(1): number of representative peers selected with condition a, with condition b, and overall 
number of them. (2): fraction of search requests that are successfully driven to a representative 
peer, for different values of TTL. 

 (1)  (2) 

 

Fig. 3. Performance of search requests as the mapping process proceeds. (1): mean number of 
results. (2): response time. Values of performance indices, calculated for different values of 
TTL, are reported for queries that reach a representative peers, for queries that do not reach a 
representative peers, and for all the queries. 

4   Conclusions and Future Work 

This paper introduces an approach based on multi agent systems for building an effi-
cient information system in Grids. A number of self-organizing agents travel the net-
work by exploiting P2P interconnections; agents replicate and gather information 
related to resources having similar characteristics in restricted regions of the Grid. 
Such a logical reorganization of resources is exploited by a semi-informed resource 
discovery protocol, namely the ARDIP protocol, which is tailored to route a query 
message towards a “representative peer” that collects a large number of resources 
having the desired characteristics. Simulation analysis shows that, as the reorganiza-
tion of resources proceeds, ARDIP allows users to discover more and more resources 
in a shorter amount of time, without increasing the traffic load experienced by Grid 
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hosts. Current work focuses on an enhancement of the ARDIP protocol which fully 
exploits the features of the small world paradigm and on the implementation of 
ARDIP based on WSRF-compliant Web services. 
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Abstract. Metadata management is one of the key techniques in data grid. It is 
required to achieve two goals: high efficiency and availability. This paper pre-
sents a Replication Based Metadata Management System (RBMMS) as meta-
data server implemented in Global Distributed Storage System (GDSS). To ad-
dress the above two goals RBMMS maintains a spares strongly connected graph 
to describe replica structure and relations among the replicas. The graph is used 
to propagate updating information and replica discovery in the process of rep-
lica addition and removal. Cache module is also implemented in RBMMS to 
further improve the performance of metadata access. The evaluation demon-
strates that RBMMS attains high availability and efficiency of metadata man-
agement system. 

1   Introduction 

Metadata is the descriptive data and all the metadata in data grid [1, 2] compose the 
metadata catalog [3], which adopts some common structures to express metadata. All 
the metadata catalogs must satisfy the following requirements: 1) it should be a distrib-
uted and hierarchical structure system, such as LDAP [4]; 2) it should not breach current 
method of metadata expression. This paper does not discuss the expression of metadata, 
but focuses on the first requirement and presents a metadata management system 
RBMMS (Replica based Distributed Metadata Management System). Utilizing the 
solution of data replication [5-8] and web cache [9], RBMMS presents the concept of 
metadata replication and metadata cache, which uses LDAP directory server to store 
metadata and their replicas, also a cache module is added into metadata catalog. 
RBMMS achieves the following goals: 1) it provides multiple metadata replicas to sup-
port high availability; and 2) replica can be added or deleted dynamically. In order to 
achieve the above goals, RBMMS uses sparse strongly connected graph to express the 
metadata replica structure and the relationship among the metadata replicas. 

                                                           
* This paper is supported by National Science Foundation of China under grant 60125208 and 
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1056 H. Jin et al.  

 

Metadata management servers must work cooperatively to adapt to the dynamic en-
vironment in order to improve system performance in grid environment. Metadata cata-
logs should be organized hierarchically and symmetrically. Replica can be read and 
written anytime, and updating operation is to be propagated in the order of the graph. 
The replicating strategy always selects a nearest metadata server to the client to serve 
the access request and achieve high performance. The replica sparse strongly connected 
graph not only provides the sequence of replica updating, but also discovers the state of 
replica when inserting or deleting replica. When probing some replicas unavailable, 
system deletes it from the graph and reorganizes the graph. The above mechanism can 
improve the system availability and avoiding system disordered when several replicas 
out of work. In addition, metadata cache further improves the system performance. We 
have implemented RBMMS in Global Distributed Storage System (GDSS) [14], which 
is a storage middleware integrating distributed heterogeneous storage resources and 
providing global unified data view for users in gird environment. 

This paper is organized as follows. Section 2 introduces related work. Section 3 
discusses the RBMMS architecture design. Section 4 introduces the work mechanism 
of replica and cache in RBMMS. Section 5 analyzes the performance and the paper 
concludes in section 6. 

2   Related Works 

High performance and reliable metadata service becomes the goal of many projects. 
The Storage Resource Broker (SRB) [10] from the San Diego Supercomputing Center 
and its associated Metadata Catalog [11] provide metadata and data management 
services. SRB supports a logical name space that is independent of physical name 
space. 

The Replica Metadata (RepMec) [13] catalog developed by the European Data 
Grid’s Reptor project is built upon the Spitfire database service. The RepMec catalog 
stores logical and physical metadata. Among other functions, this catalog is used 
within the EDG project to map user-provided logical names of data items to unique 
identifiers called GUIDs. RepMec is used in the Reptor system in cooperation with a 
replica location service. 

The Legion project provides an object-oriented middleware infrastructure for dis-
tributed computing environments [12]. The Legion File System (LegionFS) provides a 
Basic File Object with object methods that resemble UNIX read, write and seek sys-
tem calls. Replication provided by LegionFS by classes maps object identifiers to 
multiple physical object addresses. 

3   RBMMS Architecture Design 

To achieve high availability and efficiency of metadata service, this paper presents 
RBMMS that is based on a special replica structure. Each domain has several local 
metadata servers that replicate metadata information for each other. System creates 
cache for metadata to improve the access performance. There exists a global metadata 
server which provides metadata index to support metadata operations across domains. 
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The granularity of metadata replication in RBMMS is partition, which is a subtree 
in LDAP directory server. Figure 1 describes a tree in LDAP directory server divided 
into 4 partitions, that is P-A, P-B, P-C, and P-D. When creating metadata replica, 
RBMMS replicates one or more partitions. 

 

Fig. 1. Relationship between complete directory tree and partitions. A directory tree is divided 
into several partitions which is the smallest unit in replicating. 

The relationship among the replicas in RBMMS is described as a sparse strongly 
connected graph. The verge of the graph means that the two replicas are connected 
and the updating order is according to the direction of the verge. The partition replicas 
build up a strongly connected graph described in Figure 2 in which each node pre-
sents a partition replica. There are two types of replicas: one is master replica which is 
shadowed in Fig. 2 (P-A), and the others are slave replicas. All the replicas can be 
read or written anytime and can be operated as the same propagating protocol for 
replica updating. However the master replica is the starting point of replica discovery. 
In RBMMS the initial partition is its master replica. The number of master replica for 
each partition is one and is fixed in RBMMS. 

 

Fig. 2. Replica sparse strongly connected graph for Partition A. The shadowed node P-A is the 
master replica. 

RBMMS maintains replica strongly connected graph to manage distributed replicas, 
which is composed by the following components. GMS (Global Metadata Server) 
maintains the index information for local metadata servers in all the domains. LMS 
(Local Metadata Server) stores master metadata replica that contains the whole meta-
data directory tree. There is only one LMS in a domain. RMS (Replica Metadata 
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Server) maintains the slave metadata replicas and the number of RMS can be one or 
more. MC (Metadata Cache) caches hot metadata to improve the read/write efficiency. 

4   Metadata Replica Management in RBMMS 

Initially metadata is created in LMS and is appointed as the master replica. Through 
replica creation algorithm RBMMS creates slave metadata replicas in RMS. Replica 
can be deleted when the capacity of RMS is not enough to contain more replicas. 

4.1   Metadata Replica Creation Strategy 

Replica creation strategy considers when to replicate, which metadata to replicate, and 
to which storage resource the replica stores. We consider partition as the smallest unit 
when creating metadata replica, using PQ algorithm [15] to determine when to run the 
replicating engine and finally RBMMS puts the replica to the place nearest to users. 

RBMMS divides the whole directory tree into several partitions dynamically and 
records partition index table in LMS, including root node of the partition, partition 
size, partition response time, access number and slave replica root node. Partition 
response time (Tresp) is the sum of partition service time (Ts), waiting time (Tw), and 
communication cost (Tc), that is Tresp= Ts+ Tw+ Tc. A threshold Tthreshold is set for 
partition response time. When Tresp > Tthreshold, the RBMMS creates slave replica for 
this partition. 

RBMMS is free to select two parameters, P and Q (Q>P). Time is divided into two 
parts: P and Q alternatively. The concrete algorithm description is as follows: (i)if 
Tresp <Tthreshold, abort replica creation, else go to (ii); (ii) ∀εt∈P, if Tresp >Tthreshold and 
dTresp/dt > 0, go to (iv), else go to (iii); (iii) ∀εt∈Q, if Tresp>Tthreshold, then go to (iv), 
else abort replica creation; (iv) Create slave replica. 

When the time creating slave replica is determined, according to the use’s access 
mode LMS chooses an RMS which does not contain replica of this metadata. The 
access mode is limited in three modes: centralized mode, uniform mode, and random 
mode. With different access mode, we compare the two strategies: fastspread [16] and 
cascading [16]. The strategy of fastspread creates slave replica at all nodes that are in 
metadata access path. For cascading it creates slave replica in the upper level of meta-
data access path and extends to hierarchical structure. For consistency issue, the new 
replica must be added into replica connected graph. 

4.2   Metadata Replica Deletion Strategy 

This subsection introduces how to delete slave replica. In RBMMS the master replica 
will never be deleted except that user deletes the related data. The reason of replica 
deletion includes no enough disk capacity and expensive cost of maintaining replicas. 
RBMMS randomly selects 10 slave replicas periodically and checks the access num-
ber of them. The slave replica with the least access number will be deleted and the 
three with the least access number will be considered as the replicas that will be de-
leted in the next operation. The deletion operation performs until system gets enough 
disk capacity. 
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The neighbors of the deleted replica are notified to find a new replica as their 
neighbor from the slave replica and create new verges, so that the strong connectivity 
is ensured. 

4.3   Management of Metadata Cache 

Metadata Cache utilizing access locality is stored in MC, containing the hot metadata 
to improve the metadata read/write efficiency. Different from metadata replica, meta-
data cache may contain incomplete information. When receiving the read/write re-
quest from user, RBMMS first checks whether the required metadata is in cache. If 
does, it directly reads cache; if not, it reads from a LMS or RMS and also caches the 
metadata. In order to confirm the metadata consistency, all the write operation is per-
formed in MC and later updated to metadata server, which can reduce the cost of 
network communication. 

5   Experiments 

This section evaluates the performance and availability of RBMMS. We first consider 
the performance of RBMMS in structure of a fixed single domain; and then evaluate 
the cost of dynamic reorganization of replica strongly connected graph when some of 
the replicas are unavailable. The experiment result includes disk capacity consump-
tion for replica storing, response time of metadata service, time of replica creation and 
updating under the two strategies of replica creation with different access modes. 
Through the experiment results, RBMMS can choose the best strategy to manage 
metadata. 

There is no cache in the following experiments. When the access mode is central-
ized mode, which means all the access in RMS3, the replica distribution under the 
two strategies are described in Fig. 3(i). The result is in Table 1, in which the response 
time of fastspread is 18% faster than that of cascading and also the capacity consump-
tion of fastspread is 2 times larger than that of cascading. The distribution of metadata 
replica in Fig. 3(ii) describes the access mode in uniform mode in which access to 
Partition A is performed in RMS3 and RMS4. Under this access mode, the response 
time of fastspread is 21% faster than cascading and the capacity consumption of 
fastspread is 3 times larger than that of cascading, shown in Table 1. The distribution 
of metadata replica in Fig. 3(iii) describes the access mode in random mode where 
access to Partition A is performed randomly. Under this access mode, the response 
time of fastspread is 8% faster than cascading and the capacity consumption of 
fastspread is 2 times larger than that of cascading, shown in Table 1. 

From the above three results we can see that the response time of fastspread is 
faster than cascading in all cases, but also costs more disk capacity. Therefore, we 
decide that RBMMS utilizes fastspread under centralized access mode and uses cas-
cading under uniform or random access mode. According to this decision, we com-
pare the performance of RBMMS with and without MC, respectively. We conclude 
that adding cache into RBMMS, performance improves about 20%, shown in Fig. 4. 
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Table 1. Performance comparison for two strategies with centralized, uniform and random 
access mode 

Strategy 
Capacity con-

sumption (MB) 
Response Time (ms) 

Replica creation 
Time (min) 

Replica updating Time 
(min) 

 
Cen
tral 

Uni
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Ran
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m 

Cen-
tral 

Uni-
form 

Ran-
dom 

Cen-
tral 

Uni-
for
m 

Ra
ndo
m 

Cen-
tral 

Uni-
form 

Ran-
dom 

Fast-spread 4.4 6.5 8.7 10.4 10.8 10.4 6 6 6 40.4 60.7 80.9 
Cacading 2.2 2.2 4.4 12.6 13.7 11.3 6 6 6 40.4 20.2 40.5 

 

Fig. 3. The performance comparison of two strategies under the centralized, uniform and ran-
dom access modes 
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Fig. 4. Performance comparison of RBMMS with cache and without cache 

When a RMS is unavailable for a long time (for example 0.5 weeks), replica stored 
in it is shipped to other RMS to substitute the unavailable replica and reorganize rep-
lica strongly connected graph. Because of the size of metadata is much less than those 
of data, the performance of reorganization can achieve high efficiency. In the follow-
ing experiment, we still configure RBMMS with a single domain structure and cache 
works. The initial system is shown in Fig. 5(i), in which P-A is the master replica in 
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LMS1 and P-A1~P-A4 are the slave replicas stored in RMS1~RMS4 respectively. If 
RMS1 is unavailable, RMS3 and RMS4 get information about RMS2 from LMS1 
because RMS2 is nearest to them. RMS3 and RMS4 update their information of RMS 
and set RMS2 as their father node. LMS1 is notified about all the update information. 
LMS1 notifies RMS2 that sets RMS3 and RMS4 as its son nodes. The new reorgan-
ized graph is shown in Fig. 5(ii). In our experiment, the size of metadata in RMS1 is 
about 6MB (with metadata number 33900), and it takes about 7 minutes to complete 
the whole process. 

 

Fig. 5. (i) Initial structure of RBMMS system, (ii) Structure of RBMMS after reorganization 
when RMS1 is out-of-work 

6   Conclusion and Future Work 

In this paper, we present a replica based solution to implement metadata management 
in grid environment. We use a spares strongly connected graph to construct and main-
tain the relationship among replicas. Through that, the RBMMS system achieves a 
good result of availability and efficiency. In addition, we implement cache component 
that can farther improve the performance of RBMMS. 

It is a challenge to test RBMMS in dynamic wide area network. In the future work 
we will present solutions to make RBMMS satisfied in such environment. How to 
utilize sparse strongly connected graph to maintain the consistency of replica is an-
other issue in the system, which will also be resolved in the future. 

References 

1. I. Foster, “The Grid: A New Infrastructure for 21st Century Science”, Physics Today, 
2002, 55(2): 42. 

2. B. Allcock, J. Bester, J. Bresnahn, A. Chervenak, I. Foster, and C. Kesselman, “Data Man-
agement and Transfer in High Performance computational Grid Environments”, Parallel 
Computing, 2002, 28(5): 749-771. 

3. I. Foster and C. Kesselman, “Computational Grids”, The Gird – Blueprint for a new Com-
puting Infrastructure, San Francisco: Morgan Kaufmann Publisher, 1999, pp.15-51. 

4. G. von Laszewski and I. Foster, “Usage of LDAP in Globus”, ftp://ftp.globus.org/pub/ 
globus/papers/ldap_in_globus.pdf 



1062 H. Jin et al.  

 

5. C. Ferdean and M. Makpangou, “A Scalable Replica Selection Strategy based on Flexible 
Contracts”, Proceedings of Third IEEE Workshop on Internet Applications, San Jose, Cali-
fornia, 2003. 

6. H. Lamehamedi and B. Szymanski, “Data replication strategies in grid environments”, 
Proceedings of Fifth International Conference on Algorithms and Architectures for Paral-
lel Processing, Beijing, 2002. 

7. K. Ranganathan and I. Foster, “Design and Evaluation of Replication Strategies for a High 
Performance Data Grid”, Proceedings of International Conference on Computing in High 
Energy and Nuclear Physics, Beijing, 2001. 

8. M. Karlsson and C. Karamanolis, “Choosing Replica Placement Heuristics for Wide-Area 
Systems”, Proceedings of 24th International Conference on Distributed Computing Sys-
tems, Hachioji, Tokyo, Japan, 2004. 

9. S. Iyer, A. Rowstron, and P. Druschel, “Squirrel: A decentralized peer-to-peer web cache”, 
Proceedings of 21th ACM Symposium on Principles of Distributed Computing, Monterey, 
California, 2002. 

10. C. Baru, R. Moore, A. Rajasekar, and M. Wan, “The SDSC Storage Resource Broker”, 
Proceedings of CASCON’98 Conference, 1998. 

11. MCAT, MCAT – A Meta Information Catalog (Version 3.0). 
12. B. White, M. Walker, M. Humphrey, and A. Grimshaw, “LegionFS: A Secure and Scal-

able File System Supporting Cross-Domain High-Performance Application”, Proceedings 
of SC’2001, November 2001. 

13. L. Guy, P. Kunszt, E. Laure, H. Stockinger, and K. Stockinger, “Replica Management in 
Data Grids”, Global Grid Forum 5, 2002. 

14. H. Jin, L. Ran, Z. Wang, C. Huang, Y. Chen, R. Zhou, and Y. Jia, “Architecture Design of 
Global Distributed Storage System for Data Grid”, High Technology Letters, Vol.9, No.4, 
December 2003, pp.1-4. 

15. B.-D. Lee and J. B. Weissman, “An Adaptive Service Grid Architecture Using Dynamic 
Replica Management”, Proceedings of 2nd International Workshop on Grid Computing, 
Denver, Colorado, 2001. 

16. K. Ranganathan and I. Foster, “Identifying Dynamic Replication Strategies for a High-
Performance Data Grid”, Proceedings of the International Workshop on Grid Computing, 
Springer-Verlag, 2001. 



Data Replication Techniques for Data-Intensive
Applications

Jaechun No1, Chang Won Park2, and Sung Soon Park3

1 Dept. of Computer Software,
College of Electronics and Information Engineering,

Sejong University, Seoul, Korea
2 Intelligent IT System Research Center,
Korea Electronics Technology Institute,

Bundang-gu, Seongnam-si, Korea
3 Dept. of Computer Science & Engineering,

College of Science and Engineering,
Anyang University, Anyang, Korea

Abstract. Several data replication techniques have been developed to
support high-performance data accesses to the remotely produced scien-
tific data. Most of those techniques, however, do not provide the replica
consistency because the data replica is just periodically updated through
the remote clients. We have developed two kinds of data replication tech-
niques, called owner-initiated replication and client-initiated replication.
Our replication techniques do not need to use file system-level locking
functions so that they can easily be ported to any of file systems. In this
paper we describe the design and implementation of our two replication
techniques and present performance results on Linux clusters.

1 Introduction

Many large-scale scientific experiments and simulations generate very large
amounts of data [1, 2, 3](on the order of several hundred gigabytes to terabytes)
in the geographically distributed storages. These data are shared between the
researchers and colleagues for data analysis, data visualization, and so forth.

In order to reduce the communication and I/O cost, the remotely located
users replicate the data sets needed for their research in the local storage. The
usual way of replicating data sets is to periodically update the remotely located
data replicas, like implemented in Globus toolkit [4, 5]. This method, however,
does not provide the replica consistency in such a case that a data replica stored
in more than one remote site is modified by a remote client and accessed by
another client located at the other remote site before the modification to the
replica is applied to the remote locations.

In order to provide the data replica consistency, we have developed two
kinds of data replication techniques, called owner-initiated replication and client-
initiated replication. We integrated those replication techniques to GEDAS (Grid
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Environment-based Data Management System ) [6, 7] that is a grid toolkit pro-
viding a high-level, user-friendly interface to share the remotely produced data
among the grid communities.

In the owner-initiated replication, the data owner who owns the application
data sets starts the data replication to share the data sets with remote clients. In
the client-initiated replication, the client who needs the data sets starts the data
replication. Moreover, our replication techniques do not need to use file system-
level locking functions so that they can easily be ported to any of file systems.

The rest of this paper is organized as follows. In Section 2, we discuss an
overview of GEDAS architecture to integrate our replication techniques with
GEDAS. In Section 3, we present the design and implementation of our two
kinds of replication techniques. Performance results on the Linux cluster located
at Sejong University are presented in Section 4. We conclude in Section 5.

2 GEDAS Architecture

2.1 Overview of GEDAS

In GEDAS, users on the data owner run large-scale, data-intensive applications
while writing large amounts of data to the local storage. The remote clients who
want to share the application data sets with the data owner for the purpose
of data visualization or data analysis are grouped into several client groups,
according to the data sets replicated on the local storage. In other words, the
remote clients sharing the same replicas belong to the same client group.

Figure 1 shows an overview of GEDAS. The six metadata database tables and
the application data sets generated by users are located at the data owner and n

Fig. 1. An Overview of GEDAS
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remote client groups are created based on the data replicas shared among them.
Each client in a group is identified with groupID and clientID, such as (g0, c0)
for the first client and (g0, c1) for the second client in Group g0.

The reason for making the client groups is that if a client modifies the data
replicas stored in its local storage, GEDAS can easily detect the other clients
who share the same data replicas and can let them take the new copy of the
modified data, without affecting other clients.

3 Data Replication

3.1 Owner-Initiated Data Replication

In order to maintain the replica consistency among the remote clients, we devel-
oped two replication approaches, called owner-initiated replication and client-
initiated replication.

In the owner-initiated replication, when user generates data sets on the data
owner, GEDAS replicates them to the remote clients who registered to GEDAS
to share the data sets with the data owner. When a remote client changes the
data replicas stored in its local storage, it broadcasts the modifications to the
members in the same group where it belongs to and to the data owner for replica
consistency. Figure 2 shows the steps taken in the owner-initiated replication.

Suppose that a client belonging to Group g0 modifies the data replicas at time
ti. The client first sends the request for the IP address of other clients in g0 to the
data owner. After the client receives the IP address, it sends the modified data to
the other clients in g0 and to the data owner and waits for the acknowledgement.

When the data owner receives the modified data, it updates them to the local
storage and sets the status field of the replication registry table to ”holding”

Fig. 2. Owner-Initiated Replication
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to prevent another client from accessing the data sets while being updated.
When the data owner receives the signal from the client who initiated the data
modification, it sets the status field to ”done”, allowing another client to use the
data replica.

The owner-initiated replication approach allows remote clients to share the
data replicas safely, provided that they find out the corresponding status field
is set to ”done”. Moreover, a remote client crash doesn’t affect to the data
consistency because as soon as the data replicas are modified the change is
immediately reflected to the data owner and the other clients in the same group.
However, if the data modification to the data replicas frequently happens, the
heavy communication bottleneck then incurs even if no one else would use the
data sets modified.

3.2 Client-Initiated Data Replication

Figure 3 shows the client-initiated replication where only when the modified data
replicas are needed by users are those data replicas sent to the requesting client
and to the data owner. Unlike in the owner-initiated replication, there is no data
communication when users on the data owner produce the application data sets.
If a client needs to access the remote data sets stored in the data owner, he will
then get the data replica while registering to GEDAS.

Suppose that client A belonging to Group g0 modifies a data replica at time
ti. He just sends a signal to the data owner to update the corresponding status
field of the data set to the IP address of client A.

At time tj , let client B access the data replica stored in its local storage but
not been updated by client A’s data modification. In order to check the replica

Fig. 3. Client-Initiated Replication
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consistency, client B first requests the status information of the data replica to
the data owner. The data owner finds out that the data set has been modified
by client A and requests the data to client A. Client A sends the modified data
to the data owner and to the client B, and then waits for the acknowledgement
from both. After the data owner updates the modified data set and sets the
status field to ”done”, it sends back an acknowledgement to the client A.

In the client-initiated replication approach, the data replicas are sent to the
remote clients only when the data sets are actually needed by them. Therefore,
unlike in the owner-initiated replication approach, the client-initiated replication
does not incur unnecessary data communication. However, if a client who keeps
the modification of the data replica is crashed before the data modification is
updated to the data owner and to the other members of the same group, a
significant data loss will be happened.

4 Performance Evaluation

In order to measure the performance, we used two Linux clusters located at
Sejong university. Each cluster consists of eight nodes having Pentium3 866MHz
CPU, 256 MB of RAM, and 100Mbps of Fast Ethernet each. The operating
system installed on those machines was RedHat 9.0 with Linux kernel 2.4.20-8.

The performance results were obtained using the template implemented based
on the three-dimensional astrophysics application, developed at the University
of Chicago. The total data size generated was about 520MB and among them,
400MB of data were generated for data analysis and data restart, and then the
remaining 120MB of data were generated for data visualization. The data sets
produced for visualization are used by the remote clients, thus requiring the data
replication to minimize the data access time.

In order to evaluate two replication approaches, a randomly chosen remote
client modified 30MB of replicas at time steps 5, 10, and 15 and spread those
replicas to the data owner and to the clients, according to the owner-initiated
replication and to the client-initiated replication. A maximum execution time
for the data replication measured among the remote clients was selected as a
performance result. This time includes the cost for metadata access on the data
owner, real data communication, and I/O operations.

In Figure 4, we made two client groups, while each group consisting of two
nodes. At each time step, a client accesses either 30MB of replicas stored in the
local storage, or 30MB of remote data sets stored on the data owner in such a
case that the data sets required are not replicated.

In the owner-initiated replication, as soon as an application produces data
sets at time step 0, all the remote clients receive the necessary visualization data
sets to replicate them to the local storage. These replicas are used until the
modification to the replicas happens at time steps 5, 10, and 15, respectively.

When the replicas stored in the local storage are used, the execution time
for accessing visualization data sets drops to almost about 3 seconds needed for
communicating the corresponding status information with the data owner.
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Fig. 4. Execution time for replicating visualization data on the remote clients as a
function of time steps for accessing remote data sets. Two client groups were made,
while each group consisting of two nodes.

If the modification to the replicas happens, like occurred at time steps 5, 10,
and 15, respectively, the modified replicas are then broadcast to the data owner
and to the clients in the sample group, thereby increasing the execution time for
accessing remote data sets.

In the client-initiated replication, since there is no replica stored in the client
side until time step 4, each remote client should communicate with the data
owner to receive the data sets needed. Because each client can use the data
replicas stored in its local storage from time step 5, the execution time for
accessing data sets dramatically drops to almost 3 seconds.

When the replicas are modified at time steps 5, 10, and 15, the client-initiated
approach just sends the IP address of the client modifying the replicas, and thus

Fig. 5. Execution time for replicating visualization data on the remote clients as a
function of time steps for accessing remote data sets. Two client groups were made,
while each group consisting of eight nodes.
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it takes no more than 3 seconds. However, we can see that in Figure 4, at time
steps 6, 12, and 14, another client tries to access the modified replicas, thus
occurring the data communication and I/O cost to update the replicas to the
requesting client and to the data owner.

Without data replication, the data communication for accessing the remote
data sets consistently happens on the clients, affecting the performance.

In Figure 5, we increased the number of nodes in each group to eight. With this
configuration, when the replicas are modified at a remote client, the execution
time for accessing data sets in the owner-initiated replication is significantly
increased, compared to Figure 4, because of the increment in the communication
cost to broadcast the replicas to the data owner and to the other clients.

On the other hand, as can be seen in Figure 5, the client-initiated replica-
tion shows not much difference in the execution time to receive the modified
data sets because less number of nodes than in the own-initiated replication
is involved in the communication. However, we believe that more performance
evaluations should be conducted to present some valuable conclusions with these
two replication approaches.

5 Conclusion

We have developed two data replication approaches to maintain the replica con-
sistency in case of replica modifications or updates. In the owner-initiated repli-
cation, the replication occurs when applications generate the data sets in the
data owner location. Whenever a remote client modifies or updates its replica,
in order to maintain the data consistency, it broadcasts the replica to the other
members of the same group, as well as to the data owner retaining the entire
application data sets. In the client-initiated replication, only when the data sets
are needed by a remote client are the necessary data sets replicated on the re-
questing client. If a client modifies its replica, it just sends the signal to the data
owner in order for the other client to recognize the recently modified replica.
Due to the data broadcast, the owner-approach shows the increased communi-
cation overhead when the number of nodes in a group becomes large. On the
other hand, the client-initiated replication shows the constant communication
cost even with the increased number of nodes in a group. In the future, we plan
to use our replication techniques with more applications and evaluate both the
usability and performance.
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Abstract. Data is one of the domains in grid research that deals with the 
storage, replication, and management of large data sets in a distributed 
environment. The all-data-to-all sites replication scheme such as read-one 
write-all and tree grid structure (TGS) are the popular techniques being used for 
replication and management of data in this domain. However, these techniques 
have its weaknesses in terms of data storage capacity and also data access times 
due to some number of sites must ‘agree’ in common to execute certain 
transactions. In this paper, we propose the all-data-to-some-sites scheme called 
the neighbor replication on triangular grid (NRTG) technique by considering 
only neighbors have the replicated data, and thus, minimizes the storage 
capacity as well as high update availability. Also, the technique tolerates 
failures such as server failures, site failure or even network partitioning using 
remote procedure call (RPC).  

1   Introduction 

With the proliferation of computer networks, PCs and workstations, new models for 
workplaces are emerging [1]. In particular, organizations need to provide current data 
to users who may be geographically remote and to handle a volume of requests of 
data distributed around multiple sites in distributed database environment. Therefore, 
the storage, availability, accessibility and consistency are important issues to be 
addressed in order to allow distributed users efficiently and safely access data from 
many different sites. One way to provide access to such data is through replication. In 
particular, there is a need for minimal replication in order to provide an efficient way 
to manage the data and minimize the storage capacity.  

One of the solutions is based on synchronous replication [2,3]. It is based on quorum 
to execute the operations with high degree of consistency [4] and also to ensure 
serializability. Synchronous replication can be categorized into several schemes, i.e., all 
data to all sites (full replication), all data to some sites and some data to all sites.  
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However, full replication causes high update propagation and also needs high 
storage capacity [4,5,6].   Several studies model partial replication in a way that each 
data object is replicated to some of the sites. However, it is still undefined which 
copies are placed on which site, such that different degrees of quality of a replication 
scheme can be modeled.  A few studies have been done on partial replication 
techniques based on some data items to all sites using tree structure technique [7,8].  
This technique will cause high update propagation overhead.  Thus, some-data-items-
to-all-sites scheme is not realistic.  The European DataGrid Project [9,10] 
implemented this model to manage the file-based replica. It is based on the sites that 
have previously been registered for replication. This will cause the inconsistence 
number of replication occurs in the model. Also, the data availability has very high 
overhead as all registered replicas must be updated simultaneously. Thus, an optimum 
number of sites to replicate the data are required with non-tolerated availability of the 
system. 

The focus of this paper is on modeling a technique based on synchronous solution 
to minimize the storage and optimize the system availability of the replicated data in a 
data grid. We describe the neighbor replication on triangular grid (NRTG) technique 
by considering only neighbors have the replicated data. This assignment provides a 
higher availability of executing write operations in replicated database due to the 
minimum number of quorum size required. 

 This paper is organized as follows: In Section 2 the model and the technique of the 
NRTG is presented. In Section 3, the replica management is discussed. In Section 4, 
the performance of the proposed technique is analyzed in terms of availability, and a 
comparison with tree grid structure  technique is given. 

2   Neighbor Replication on Triangular Grid  (NRTG) Technique 

2.1   Model 

Briefly, a site i initiates a NRTG transaction to update its data object. For all 
accessible data objects, a NRTG transaction attempts to access a NRTG quorum. If a 
NRTG transaction gets a NRTG write quorum without non-empty intersection, it is 
accepted for execution and completion, otherwise it is rejected. We assume for the 
read quorum, if two transactions attempt to read a common data object, read 
operations do not change the values of the data object. Since read and write quorums 
must intersect and any two NRTG quorums must also intersect, then all transaction 
executions are one-copy serializable. 

2.2   The NRTG Technique 

In NRTG, all sites are logically organized in the form of triangular grid structure. It is 
inherited from binary-tree structure with the inner leaves of the tree linked together as 
shown in Fig. 1.  

Each site has a master data file. In the remainder of this paper, we assume that 
replica copies are data files.  A site is either operational or failed and the state 
(operational or failed) of each site is statistically independent to the others. When a 
site is operational, the copy at the site is available; otherwise it is unavailable. 
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Fig. 1. Triangular-neighbor organization of n sites 

For example, from Fig. 1, data from site 1 will replicate to site 2 and site 3 which 
are  neighbors to it. Site 5 has four neighbors, which are sites 2, 3, 8, and 9. As such, 
site 5 has five replicas. From this property, it is clear that each site required with the 
maximum number of replications is 5, thus, minimizing the storage capacity as 
compared with full replication scheme. 

3   Managing Replication Under NRTG 

The quorum for an operation is defined as a set of sites (called replicas) whose 
number is sufficient to execute that operation. In other words, it is modeled as a set of 
replicas: C = {C1,C2,…,Cn}, where i=1,2,…,n,  are called  the sequence numbers of 
these replicas. Each replica, Ci manage a set of data: Di= {d1

i,d2
i ,…,dm

i }. The 
consistency constraint requires that Di≡Dj, for i,j = 1,2,…,n. The replication 
management of NRTG is analogous with the one that proposed in [11]. 

Each replica in the system provides a number of  remote procedures that can be 
called by users for processing the data managed by the replica.   

3.1   The Coordinating Algorithm for the Primary Replica 

When a primary replica receives an NRTG-Procedure-Call from a transaction 
manager, it uses the coordinating algorithm to maintain the consistency of all replicas 
in terms of NRTG-Procedure-Call. This section describes the coordinating algorithm. 

In the coordinating algorithm, the primary replica uses the 2PC protocol to ensure 
the replication consistency. In the first phase, the primary replica asks the NRTG 
quorum whether it can be formed or not. If the NRTG quorum can be formed 
(replicas  under NRTG quorum return a Successful (1) for such execution), the 
primary replica returns a SUC to the transaction manager. If the transaction manager 
requests a commit, then in the second phase the primary replica asks all replicas to 
commit the NRTG-Procedure-Call execution. If NRTG quorum cannot be formed, 
then the primary replica returns a (0) to the transaction manager and asks all replicas 
to abort the operation in the second phase. If operation returns a Partial-Commit (-1) 
(the primary replica returns a PC and other non-primary replicas may return a -1), the 
primary replica returns a -1 to the transaction manager. The primary replica also 
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records the number of replicas that return a -1. This number will be used in conflict 
resolution during the recovery process.  

3.2   The Cooperating Algorithm for NRTG Replicas  

When a NRTG replica receives a request from a primary replica, it checks whether 
the request can proceed or not and acts accordingly. 

• If the request can be performed, the NRTG replica locks the required data and 
returns 1. Later if the primary replica asks to commit the operation, the neighbor 
performs the operation and releases the lock. If the neighbor asks to abort the 
operation, it will release the lock. 

• If the neighbor finds that the operation cannot be executed (the required data is 
not free), it then returns an 0. 

• If the NRTG replica finds that the data is in a partially committed state, then it 
returns a PC to the primary replica. The primary replica will then partially 
commits the operation and record the event when the primary replica asks to 
partially commit  the operation. If the primary replica asks to abort the 
operation, then the non-primary replica aborts the operation. 

The 2PC protocol used by NRTG-Procedure-Call transaction manager guarantees that 
the replicas will be in a consistent state if a transaction returns a 1 or 0. However, to 
guarantee all replicas do the same thing to the transactions with -1 pending, a majority 
consensus should be reached among all replicas.  

The order of each partially committed NRTG-Procedure-Call over a data is also 
important when a re-join of network partitions carries out of these NRTG-Procedure-
Calls.  

If the network is partitioned into two disconnecting parts, they will eventually be 
re-united again. In this case, replicas in both partitions have partially committed 
updates. The conflict resolution algorithms during recovery process are responsible to 
make replicas in these two parts consistent. When recovering from a network 
partition, replicas of each part of the partition have to send a ‘re-uniting’ message to 
replicas of the other part. 

The NRTG-RPC returns -1 only when the network is partitioned. If the network is 
partitioned into two disconnecting parts, the two parts will eventually be re-united 
again. In this case, replicas in both partitions may have some partially committed 
updates. The conflict resolution algorithm is responsible to make replicas in these two 
parts consistent.  

4   Performance Analysis and Comparisons 

4.1   Availability Analysis 

In estimating the availability, all copies are assumed to have the same availability p. 
CX,Y denotes the communication cost with X technique for Y operation, which is 
R(read) or W(write). 
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4.1.1   TGS Technique 
Let  h denotes the height of the tree, D is the degree of the copies in the tree, and M = 
(D+1)/2  is the majority of the degree of copies. The availability of the read and 

write operations in the TGS can be estimated by using recurrence equations based on 
the tree height h. Let ARh+1 and AWh+1 be the availability of the read and the write 
operations with a tree of height h respectively. Then the availability of a read 
operation for a tree of height h+1 can be represented as: 

and the availability of a write operation for a tree of height h+1 is given as: 

where p is the probability that a copy is available, and AR0 = AW0 = p. 
Thus system availability for TGS is 

                 Av(TGS,r,w) = f AR h+1 + (1-f)AW h+1                             …(2) 

where  f and (1-f) are the probability that an arriving operation of  read and write for 
data file x, respectively. 

4.1.2   NRTG Technique 
Let pi denote the availability  of site i. Read operations on the replicated data are 
executed by acquiring a read quorum and write operations are executed by acquiring a 
write quorum. For simplicity, we choose the read quorum equals to the write quorum. 
Thus, the quorum size  for  read  and  write  operations  equals to LBx/2 , that is, 

ANRTG,R = ANRTG,W = LBx/2 . For example, if the primary site has four neighbors, 
each of which has vote one,  then CNRTG,R = CNRTG,W == 5/2  = 3.  

For any assignment B and quorum q for the data file x, define ϕ(Bx,q) to be the 
probability that at least q sites in S(Bx) are available, then 

ϕ( Bx,q)  = Pr{at least q sites in S(Bx) are available  }     

= ∏ ∏
∈ ∈ −∈

−
)q,B(QG Gj G)B(Sj

j
x x

)1( Pp j
                              … (3) 

Thus, the availability of  read and write operations for the data file x, are ϕ(Bx,r) and 
ϕ(Bx,w), respectively. Let Av(Bx,r,w) denote the system availability corresponding to 
the assignment Bx, read quorum r and write quorum w. If the probability that an 
arriving operation of  read and write for data file x are f and (1-f), respectively, then  

Av(Bx,r,w) = f ϕ(Bx,r) + (1-f) ϕ(Bx,w). 

Since in this paper, we consider the read and write operations are equal, then the 
system availability,  

           Av(Bx,r,w) = ϕ(Bx,r) = ϕ(Bx,w).                                … (4) 
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4.2   Performance Comparisons 

4.2.1   Comparisons of Write Availabilities 
In this section, we will compare the performance on the write availability and system 
availability of the TGS technique based on equations (1) and (2), and our NRTG 
technique based on equations (3) and (4) for the case of n=13, 40 and 121. In 
estimating the availability of operations, all copies are assumed to have the same 
availability. 

Fig. 2 and Table 1, show that the NRTG technique outperform the TGS technique. 
When an individual copy has availability 88%, write availability in the NRTG is 
approximately 99% whereas write availability in the TGS is approximately 82% for 
n=13. Moreover, write availability in the TGS decreases as n increases. For example, 
when an individual copy has availability 86%, write availability is approximately 
78% for n=13 whereas write availability is approximately 73% for n = 121. 

Table 1. Comparison of the write availability between  TGS  and NRTG under the different set 
of  copies p=0.8,…,0.98 

                  Write Availability Techniques 
0.82 0.84 0.86 0.88 0.9 0.92 0.94 0.96 0.98 

NRTG(R/W) .956 .968 .978 .986 .991 .996 .998     .999  1.00 

TGS(W),n=13 .692  .738 .782 .823 .861  .896 .927  .955  .979 

TGS(W),n=40  .634 .697 .755 .807 .853 .892 .926 .954 .979 

TGS(W),n=121 .571 .656 .731 .794 .847 .890 .925 .954 .979 
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Fig. 2. Comparison of the write availability between TGS and NRTG 

5   Conclusions 

In this paper, a new technique, called neighbor replication on grid (NRTG) structure 
has been proposed to manage the data in distributed database environment. It showed 
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that, the NRTG technique provides a convenient approach to minimize the storage, 
high availability for update-frequent operations by imposing a neighbor binary vote 
assignment to the logical grid structure on data copies, and also data access time. This 
is due to the minimum number of replication sites required. The fault-tolerant 
programs developed in the environment are able to tolerate failures such as server 
failure, a site failure or even a network partitioning.  In comparison to the TGS 
structure, NRTG provides higher system availability, which is preferred for large 
systems. 

References 

1. O. Wolfson, S. Jajodia, and Y. Huang,"An  Adaptive Data  Replication Algorithm,"ACM 
Transactions on Database Systems, vol. 22, no 2 (1997), pp. 255-314. 

2. J. Holliday, R. Steinke, D. Agrawal, and A. El-Abbadi,”Apidemic Algorithms for 
Replicated Databases”, IEEE Trans. On Know. and Data Engineering, vol.15, No.3 
(2003), pp.1-21. 

3. H. Stockinger,”Distributed Database Management Systems and The Data Grid”,IEEE-
NASA Symposium, April 2001, pp. 1-12. 

4. Budiarto, S. Noshio, M. Tsukamoto,”Data Management Issues in Mobile and Peer-to-Peer 
Environment”, Data and Knowledge Engineering, Elsevier, 41 (2002), pp. 183-204. 

5. L.Gao, M. Dahlin, A. Nayate, J. Zheng, and A. Lyengar,“Improving Availability and 
Performance with Application-Specific Data Replication”, IEEE Trans. On Knowledge 
and Data Engineering, vol.17, no. 1, (2005), pp 106-120. 

6. M.Mat Deris, J.H. Abawajy, H.M. Suzuri,”An Efficient Replicated Data Access Approach 
for Large Scale Distributed Systems”, IEEE/ACM Conf. On Cluster Computing and Grid 
(CCGRID2004), April 2004, Chicago, USA. 

7. M. Nicola and M. Jarke,” Performance Modeling of Distributed and Replicated 
Databases”, IEEE Trans. On Knowledge and Data Engineering, vol.12, no. 4, (2000), pp 
645-671. 

8. J.Huang, Qingfeng Fan, Qiongli Wu, and YangXiang He,”Improved Grid Information 
Service Using The Idea of File-Parted Replication”, Lecture Notes in Computer Science 
Springer, vol. 3584 (2005), pp. 704-711. 

9. P. Kunszt, Erwin Laure, Heinz Stockinger, Kurt Stockinger,”File-based Replica 
Management”, International Journal of Future Generation of Computer Systems, Elsevier, 
21 (2005), pp. 115-123. 

10. H. Stockinger, F Donno, E. Laure, S. Muzaffar, P. Kunszt, “Grid Data Management in 
Action: Experience in Running and Supporting Data Management Services in the EU Data 
Grid Project”, Int’l. Conf. On Computing in High Energy and Nuclear Physics, March 
2003, La Jolla, California. http://gridpp.ac.uk/papers/chap3-TUAT007.pdf 

11. W. Zhou and A. Goscinski,”Managing Replicated Remote Procedure Call Transactions”, 
The Computer Journal, Vol. 42, No. 7, pp 592-608, 1999. 



Author Index

Aalto, Samuli IV-420
Abawajy, J.H. IV-1015, IV-1071
Abbas, Ghulam I-802
Abbaspour, Amin III-578
Abbod, M.F. I-993
Abed, E.H. III-448
Abramson, David I-720
Absil, P.-A. I-210
Agarwal, Pankaj K. III-409
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Crăciun, Marian Viorel I-172
Cuadrado, J.J. IV-789
Cui, Pingyuan II-478
Culebras, R. I-395
Curley, Martin I-4



1082 Author Index

Cycon, Hans L. II-1050
Czarnul, Pawel III-944
Czekierda, �Lukasz III-940

Dagdeviren, Orhan I-571
da Silva, Fabŕıcio A.B. I-1005, III-297
Dai, Wenchao I-1047
Dai, Yafei IV-412, IV-428
Dailyudenko, Victor F. I-846
Dal Negro, Marco III-264
Danelutto, M. II-937
Danilecki, Arkadiusz I-753
Darema, Frederica III-375
Darlington, John III-964
Das, Abhimanyu III-514
Das, A.K. III-161
Dauvergne, Benjamin IV-566
Davila, Jaime II-822
Dazzi, P. II-937
Degond, Pierre II-1
Deiterding, Ralf II-122
De la Cruz, H. I-132
de la Encina, Alberto II-207
Delaplace, Franck III-1056
Della Vedova, Gianluca II-622
Del Vecchio, David I-681
De Paoli, Serge IV-999
Demkowicz, L. III-530
Deng, Hui IV-17
Deussen, Oliver IV-196
Deville, Michel II-58
Dhamdhere, Kedar II-799
Dhariwal, Amit III-514
Dı́az, Manuel II-912
Dickens, L.W. III-956
Dieci, Luca IV-677
Dieter, Bill I-226
Dietz, Hank I-226
Dikshit, Anupam II-830
Diller, K.R. III-530
Dimov, Ivan III-632, III-640
Ding, Koubao I-482
Ding, Shifei I-777
Ding, Wei IV-112, IV-120, IV-144
Dobnikar, Andrej III-345
Dogan, Kaan II-996
Dokken, Tor IV-204
Dondi, Riccardo II-622
Donetti, Luca III-1075
Dong, Hongbin III-216

Dong, Jin-xiang IV-839
Dong, Yabo IV-57
Dornaika, Fadi I-563
Dou, Wen-hua I-1030
Douglas, Craig C. III-393, III-522
Draganescu, Andrei III-481
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Gopalan, B. II-871
Gopinath, K. III-679
Gore, Jay III-433
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Măndoiu, I.I. II-758
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Nenortaitė, Jovita I-1034
Neves, José III-240
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Škvor, Jǐŕı I-806
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Żabińska, Ma�lgorzata III-735
Zechman, Emily III-401
Zelikovsky, Alex II-750
Zelikovsky, Alexander II-767
Zeng, Lingfang I-1063, III-671, IV-396
Zeng, Yurong I-728
Zenger, Ch. I-673
Zhang, Aidong II-670, II-734
Zhang, Bin III-514
Zhang, Chengwen IV-104
Zhang, Shunda IV-396
Zhang, Gendu I-896
Zhang, Guang-Yan III-663
Zhang, Guiling I-419
Zhang, Hao IV-380
Zhang, Jian J. II-231
Zhang, Jianting III-912
Zhang, Jinlong I-728
Zhang, Liguo II-478
Zhang, Qianli IV-176
Zhang, Qin I-1051, IV-380
Zhang, Shensheng III-948
Zhang, Shijia I-411
Zhang, Shunda IV-396
Zhang, Wanjun III-17
Zhang, Weide I-681

Zhang, Wenju I-818, III-1004
Zhang, Wenyi III-17
Zhang, Wu I-1047, IV-669
Zhang, Y. III-530
Zhang, Yanqing II-678
Zhang, Yingzhou IV-748
Zhang, Yiying II-830
Zhao, Bo I-657
Zhao, Chen I-204
Zhao, Guiping I-851
Zhao, Guoxing II-775, IV-781
Zhao, Jun III-593
Zhao, Liqiang IV-9
Zhao, Mingxi II-358
Zhao, Peng III-1008
Zhao, Wenyun IV-805
Zheng, Bo IV-41
Zheng, Chunfang II-791
Zheng, Gaolin II-694, II-702
Zheng, Lei I-292, I-876, III-1
Zheng, Nenggan IV-938
Zheng, Weimin III-656, III-687
Zhestkov, Yuri II-846
Zhong, Shaobo I-292, I-876, III-1, III-9
Zhong, Wei II-710
Zhou, Deyu II-718
Zhou, Mingzhong IV-112
Zhou, Ruhong II-846
Zhou, Xingwei I-427, I-822
Zhou, Yanmiao IV-938
Zhou, Yi I-1055
Zhou, Yu II-367
Zhou, Zhongmei IV-468
Zhou, Zong-fang IV-452
Zhu, Haibin III-216
Zhu, Qiuping I-340
Zhu, Wei-yong I-826
Zhuang, Yueting I-204
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