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Preface

This volume constitutes the proceedings of the 4th International Conference on
Trust Management, held in Pisa, Italy during 16-19 May 2006. The conference
followed successful International Conferences in Crete in 2003, Oxford in 2004
and Paris in 2005. The first three conferences were organized by iTrust, which
was a working group funded as a thematic network by the Future and Emerging
Technologies (FET) unit of the Information Society Technologies (IST) program
of the European Union.

The purpose of the iTrust working group was to provide a forum for cross-
disciplinary investigation of the applications of trust as a means of increasing
security, building confidence and facilitating collaboration in dynamic open sys-
tems.

The aim of the iTrust conference series is to provide a common forum,
bringing together researchers from different academic branches, such as the
technology-oriented disciplines, law, social sciences and philosophy, in order to
develop a deeper and more fundamental understanding of the issues and chal-
lenges in the area of trust management in dynamic open systems.

The response to this conference was excellent; from the 88 papers submitted
to the conference, we selected 30 full papers for presentation. The program also
included one keynote address, given by Cristiano Castelfranchi; an industrial
panel; 7 technology demonstrations; and a full day of tutorials.

The running of an international conference requires an immense effort from all
parties involved. We would like to thank the people who served on the Program
Committee and the Organizing Committee for their hard work. In particular, we
would like to thank the people at the Institute for Informatics and Telematics at
the Italian National Research Council (IIT-CNR) for handling the logistics for
the conference. We wish to thank also the IIT-CNR, University of Trento and
ERCIM STM WG for the financial support for iTrust 2006.

May 2006 Ketil Stglen
William H. Winsborough

Fabio Martinelli

Fabio Massacci
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Why We Need a Non-reductionist Approach to Trust

Cristiano Castelfranchi

Institute of Cognitive Sciences and Technologies, National Research Council,
via San Martino della Battaglia 44, 00185 - Roma Italy,
69042 Heidelberg, Germany

cristiano.castelfranchi@istc.cnr.it

Abstract. I will underline the real complexity of trust (not for mere theoretical
purposes but for advanced applications), and I will criticize some of those re-
ductionist view of Trust. I will illustrate: how trust can be a disposition, but also
is an ‘evaluation’, and also a ‘prediction’ or better an ‘expectation’; and how it
is a ‘decision’ and an ‘action’, and ‘counting on’ (relying) and ‘depending on’
somebody; and which is the link with uncertainty and risk taking (fear and
hope); how it creates social relationships; how it is a dynamic phenomenon with
loop-effects; how it derives from several sources.

1 Introduction

Trust is a major problem in IT:

e in HCI and especially in computer-mediated interaction on the web (for in
searching for reliable information, in e-commerce, e-communities, virtual or-
ganizations, e-democracys,...);

¢ in human-autonomous-agents interaction, both with software agents (personal
assistants, mediating agents,..) and with robots;

e in Agent-Agent interaction and in MAS, in particular in partner selection and in
negotiation and commitment.

There are natural tendencies to reduce the theory and the implementation of trust to
the specific practical aspects needed in each application, without a real perception of
the complexity of the phenomenon. On the contrary:

e Trust is a very complex construct, with many interdependent dimensions; and
¢ too simplified approaches will not be really adequate for building and managing
trust in virtual social reality and with artificial intelligences.

I will underline the real complexity of trust (not for mere theoretical purposes but for
advanced applications), and I will criticize some of those reductionist view of Trust.

I will illustrate: how trust can be a disposition, but also is an ‘evaluation’, and also
a ‘prediction’ or better an ‘expectation’; and how it is a ‘decision’ and an ‘action’, and
‘counting on’ (relying) and ‘depending on’ somebody; and which is the link with
uncertainty and risk taking (fear and hope); how it creates social relationships; how it
is a dynamic phenomenon with loop-effects; how it derives from several sources.

K. Stglen et al. (Eds.): iTrust 2006, LNCS 3986, pp. 1 -2, 2006.
© Springer-Verlag Berlin Heidelberg 2006
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Then I will argue:

why trust built on a theory of Dependence and of Autonomy, and which is the
relationship between (bilaterally adjustable) autonomy and the degrees of trust;
why trust cannot be reduced to the frequency of a given behavior and requires
‘causal attribution’ and a model of the ‘kripta’ (hidden, mental) feature deter-
mining the certainty and the quality of the expected behavior;

why trust cannot be just reduced to subjective probability; and why a simple
‘number’ is not enough for managing trust;

why trust cannot just be based on ‘norms’ and and their respect;

why it is not true that where there are contracts and laws there is no longer trust;
why trust has not (only) to do with cooperation (as economists assume);

why we need a non simplistic theory of Trust ‘transmission’ beyond its pseudo-
transitivity;

why failure and disappointment do not necessarily decrease trust;

why trust has to do with knowledge sharing and management;

why we have to build trust on various sources not only on direct experience and
reputation;

why we cannot reduce trust to safety and security, since on the one side what
matters is first of all the ‘perceived’ safety, and, on the other side, building a
trust environment and atmosphere and trustworthy agents is one basis for safety.



Dynamic Trust Federation in Grids

Mehran Ahsant!, Mike Surridge?, Thomas Leonard?,
Ananth Krishna?, and Olle Mulmo'

1 Center for Parallel Computers, Royal Institute of Technology, Stockholm, Sweden
{mehrana, mulmo}@pdc.kth.se
2 IT-Innovation Center, University of Southampton, Southampton, UK
{ms, tal, ak}@it-innovation.soton.ac.uk

Abstract. Grids are becoming economically viable and productive
tools. They provide a way of utilizing a vast array of linked resources
such as computing systems, databases and services online within Vir-
tual Organizations (VO). However, today’s Grid architectures are not
capable of supporting dynamic, agile federation across multiple adminis-
trative domains and the main barrier, which hinders dynamic federation
over short time scales is security. Federating security and trust is one of
the most significant architectural issues in Grids. Existing relevant stan-
dards and specifications can be used to federate security services, but do
not directly address the dynamic extension of business trust relationships
into the digital domain. In this paper we describe an experiment which
highlights those challenging architectural issues and forms the basis of an
approach that combines a dynamic trust federation and a dynamic au-
thorization mechanism for addressing dynamic security trust federation
in Grids. The experiment made with the prototype described in this pa-
per is used in the NextGRID® project to define the requirements of next
generation Grid architectures adapted to business application needs.

1 Introduction

A Grid is a form of distributed computing infrastructure that involves coordi-
nating and sharing resources across Virtual Organizations that may be dynamic
and geographically distributed[20]. The long-term future of the Grid will be to
provide dynamic aggregations of resources, provided as services between busi-
nesses, which can be exploited by end-users and application developers to solve
complex, multi-faceted problems across virtual organizations and business com-
munities. To fulfill this vision, we need architectures and detailed mechanisms
for bringing together arbitrary Grid-based resources, along with other resources
such as conventional web-services, web-based information sources and people, in
a highly dynamic yet manageable way. At present, this is not possible: it takes a
lot of time and effort to implement such a collaboration using current technology.

! The work presented in this paper has been supported by NextGRID project, a project

funded by the European Commission’s IST programme of the 6th Framework Pro-
gramme (contract number 511563).

K. Stglen et al. (Eds.): iTrust 2006, LNCS 3986, pp. 3-18, 2006.
© Springer-Verlag Berlin Heidelberg 2006



4 M. Ahsant et al.

The NextGRID project [2] aims to define the architecture for next generation
Grids, and addressing this need for highly dynamic federation is one of its main
design goals.

Federating security and trust is one of the most significant architectural issues
in Grids. Basic Grid security is based on well-developed mechanisms drawing
from a wealth of off-the-shelf technology and standards, and work is now under-
way to address Grid scalability issues and support policy-based access control.
However, trust (i.e. dependency) relationships may be expressed in different ways
by each service, and the infrastructure may itself impose additional dependencies
(e.g. through certificate proxy mechanisms).

In this paper, we focus on the architectural needs of Grid security to sup-
port dynamic federation of trust between Grid services running under different
Grid (or non-Grid) infrastructure according to different binding models and
policies. We examine relevant off-the-shelf components, standards and speci-
fications including WS-Trust and WS-Federation to federate security services
in a usage scenario in the Grid. We describe an experiment to test their use
to federate trust between heterogeneous security mechanisms in a business re-
lationship. We analyse this experiment to show that available standards can-
not directly address the dynamic extension of business trust relationships into
the digital domain. We show that it is possible by combining a trust feder-
ation mechanism and dynamic authorization to enable dynamic federation of
resources based on a short-term, rapidly formed business relationship. We ulti-
mately provide an experimental prototype to evaluate our approach by using a
real example scenario based on rapid outsourcing of computation to a service
provider in order to meet a deadline, based only on commonplace business-
to-business trust mechanisms. This paper is structured as follows: in section 2
we describe the shortcomings of supporting dynamic Federation in Grids and
we will mention why security and trust are the main barriers in this regard.
In section 3, we give a Grid usage scenario that allows us to focus on dynamic
aspects of Federation in Grids for our experiment. Section 4 introduces off-the-
shelf components: GRIA and STS that we use as the starting point for our ex-
periment. Based on these components, an experimental design will be provided
in section 5. In section 6, we give an overview of WS-trust and WS-Federation
as the current existing relevant specifications and in section 7, we analyse the
architectural and standardisation challenges for addressing dynamic trust fed-
eration. Section 8 describes our approach to tackling architectural issues. Con-
clusion and future work are described in section 9.

2 Dynamic Trust Federation and Grids

Today’s Grid architectures are not capable of supporting dynamic, agile federa-
tion across multiple administrative domains. Federation is possible if all parties
use the same software, but to set it up is expensive and time consuming, and thus
it is only occasionally cost-beneficial. It is reasonable to ask the question: why
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has the Grid so far failed to deliver the ability to federate resources in a cost-
effective fashion dynamically? We believe there are two main reasons for this:

— Dynamic federation is a holistic property of Grids, but Grid architectures
have been formulated in a fragmented way by specialized working groups
(e.g. those of the Global Grid Forum [19]).

— Previous Grid visions such as those from the Globus team [20], although en
compassing dynamic federation are too high level or too specific to scientific
collaboration scenarios, with insufficient attention to business trust.

It is not possible today for different organizations running different Grid in-
frastructure to support even static federations. For example the GRIP project
showed that some level of interoperability is possible between Globus and UNI-
CORE, but that there were fundamental incompatibilities in the security archi-
tecture and resource descriptions [21] used by each system. Moreover, it is hard
for domains to interact and federate resources even if they run the same Grid
infrastructure. The complex negotiations needed to establish certification across
multiple sites, establish access rights, open firewalls and then maintain software
compatibility are well known and documented [22, 23].

Establishing trust relationships, and using them to facilitate resource sharing
is one of the most challenging issues in Grids. Dynamic trust establishment and
interoperability across multiple and heterogeneous organizational boundaries in-
troduce nontrivial security architectural requirements. The main challenge is to
ensure that:

— Trust formation across organizational boundaries is subject to due diligence,
usually carried out by humans in their business frame of reference.

— Trust exploitation (enabling resource sharing on commercial or non-
commercial terms) is then automated, so the benefits of a decision to trust
can be realized very rapidly.

Current Grids do not support automation, so the number of human decisions
needed is large, and federation takes a long time. Current Grids also do not
support convenient trust scoping mechanisms, so a decision to trust an actor
may involve placing complete trust in them, so the due diligence process is often
arduous and time-consuming.

The OGSA vl document [1] describes a range of security components to
support access control and identity mapping for VOs. However, all are based
on the existence of services established by the VO to support the necessary
interactions (e.g. credential translation and centralized access control policy ad-
ministration and implementation). These mechanisms assume that a VO is well-
established, already fully-trusted by all participants, and has its own (trusted)
resources to support the required services. We cannot make pre-assumptions
about VO lifecycle or trust relationships between a VO and participating do-
mains. Instead, we must support dynamic evolution of both VO and the trust
relationships they are built upon, in a much more flexible way than before, in
minutes rather than months, and with minimal (ideally zero) overheads and
shared infrastructure [8].
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3 A Grid Usage Scenario

To provide a focus for our work we have chosen a scenario for which the required
application technology is already available from the GRIA project [6]. This al-
lowed us to focus on the dynamic trust federation and access control issues for
our experiment.

KINO is a leading producer of high-quality video content based in Athens. In
the course of their business, KINO has a need to perform high-definition 3D dig-
ital video rendering calculations, taking “virtual” 3D scenes and characters and
generating high-quality video sequences from them. However, this facility is only
needed for a small subset of their work, so KINO cannot justify buying a large
computational cluster to run such computationally intensive calculations. We
assume that an animator is working on a high-definition video rendering job for
a customer. On the day before the deadline, he realizes that there is not enough
time to complete the rendering computations needed using the in-house systems
available to him. However, he learns of the existence of some GRIA services for
rendering high-definition video, operated by GRIA service providers, and capa-
ble of providing the level of computational power required on a commercial basis.
(We do not concern ourselves here with how the animator finds out about these
services, but focus on the trust federation challenges of using them). The anima-
tor tells his supervisor, and they agree that they should outsource the rendering
jobs to meet their deadline. To do this, the supervisor must set up an account
with one or more service providers, so the animator can submit rendering jobs
to them. To meet the deadline, everything must be set up and the jobs submit-
ted by the end of the day, so the animator can collect the output and assemble
the final video in the morning. The problem is that the GRIA services require
that account holders and users be authenticated via X.509 certificates. However,
KINO operates a Kerberos (e.g. Active Directory) domain, and does not have a
relationship with a third party certification authority. To get certificates from a
trusted third party such as Verisign will take far too long — the only solution is
to establish a dynamic VO between itself and at least one service provider.

4 Background

4.1 GRIA

GRIA [6] is a Web Service grid middleware created by the University of
Southampton and NTUA in the GRIA project, based on components developed
by them in GRIA, in the EC GEMSS [17] and UK e-Science Comb-e-Chem
[7] projects. The GRIA middleware was tested using two industrial applications,
one of which was KINO’s high-definition video rendering application. GRIA uses
secure off the shelf web services technology and it is designed for business users
by supporting B2B functions and easy-to-use APIs. It can easily support legacy
applications.

Unlike more “traditional” Grids, GRIA was designed from the outset to sup-
port commercial service provision between businesses [7], by supporting
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conventional B2B procurement processes. The security infrastructure of GRIA is
designed to support and enforce these processes, so that nobody can use GRIA
services without first agreeing to pay the service provider. The procedure for
using GRIA services is summarized in Figure 1:

Chend Ormandration B
Customer
I - A \
g coumd
""-.._‘_‘_
FoUTCE

\“H“"-#[ Joh Service ]—’[Dahﬁu\'im ]

rsfer
Service Poovider D

Fig. 1. GRIA usage procedure

Each GRIA service provider has an account service and a resource allocation
service, as well as services to store and transfer data files and execute jobs to
process these data files. The procedure for using GRIA services is as follows:

1. Account Establishment: First, the supervisor must open an account with the
service provider, providing evidence of creditworthiness (e.g. a credit card
number) to their account service. If the details are accepted, the service
provider will assign an account with a credit limit, to which the supervisor
can control access.

2. Resource Allocation: The animator must then allocate resources using the
service provider’s resource allocation service. This is only possible if the
animator has access to an account (the one controlled by their supervisor),
to which the resource allocation will be billed.

3. Data Transfer: To transfer data, the animator has to set up a data store
using the data service. The animator can only do this if he/she has a resource
allocation from which to assign the necessary resources (maximum storage
and data transfer volume).

4. Data Processing: To process data, the animator has to set up a job using
the job service. This also requires a resource allocation from which to assign
the necessary resources (processing time and power). Once the job has been
set up, the animator can specify which data stores the job should use for
input and output, and subsequently start the job.
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5. Data Retrieval: Once the job has finished, the animator can retrieve results
from the specified output data store(s), or enable access so their customer
can do so.

As indicated in Figure 1, it is not necessary for the same person to carry out
all these steps. Each service provides methods that allow the primary user to en-
able access to a (fixed) subset of methods to a specified colleague or collaborator.
Thus, the supervisor in Figure 1 can enable their animator to initiate resource
allocations charged to the account, and the animator can in turn enable their
customer to have read access to the computational output. This feature is imple-
mented using dynamically updatable access control lists, linked to management
operations of the GRIA services through which the corresponding resources are
accessed. The GRIA middleware was a convenient starting point for these exper-
iments because (a) it already has a dynamic authorization mechanism, and (b)
applications needed for KINO’s scenario are already available as GRIA services
from the original GRIA project.

5 Security Token Service

A Security Token Service (STS) is a Web Service that issues security tokens as
defined by the WS-Trust specification [11]. This service can be used when a secu-
rity token is not in a format or syntax understandable by the recipient. The STS
can exchange the token for another that is comprehensible in recipient domain.
For example, if the user holds a Kerberos ticket asserting his identity, but the
target service needs an X.509 certificate, the Kerberos ticket can be presented to
an STS, which will issue the holder with an equivalent X.509 certificate asserting
the same identity.

The STS developed for this experiment was specifically focused on Kerberos-
PKI interoperability, converting identity tokens only, but is architecturally open
and able to handle attributes other than identity and other token formats such
as SAML[13] . Our STS implementation is based on a Kerberised Certification
Authority (KCA), which issues short-lived user certificates based on the user’s
Kerberos identity. The KCA has its own certificate signing key, and a long-lived,
self-signed CA certificate, which is not widely known. A relying party must trust
the KCA’s own certificate in order to verify user certificates issued by it. Thus,
the KCA does not directly address the problem of establishing trust between
domains. It does however provide a good starting point for experiments involving
identity mapping and trust federation between domains including a translation
between different authentication mechanisms.

6 Experimental Design

In the KINO application scenario described earlier, we assume that the KINO
end users are authenticated via Kerberos, while the GRIA service provider re-
quires X.509 authentication. Other, more complex scenarios involving peer-to-
peer interactions between Kerberos domains are also possible, but these are not
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explored in this paper. We used an STS that can be used to convert identity
credentials between Kerberos and X.509 representations, and GRIA dynamic au-
thorization to support dynamic extension of trust between the two users and the
service provider through dynamic policy updates reflecting the new trust rela-
tionship. The two KINO users will use these capabilities to perform the following
tasks:

1. The supervisor will open an account with a GRIA service provider, using a
credit card to establish KINQO’s creditworthiness. To do this, the supervisor
must present an X.509 certificate, which they get from the STS.

2. The supervisor will enable access to the account for the animator, allowing
him to charge work to the account. To do this, the supervisor must specify
the identity of the animator granted access to the account.

3. The animator will then allocate resources and submit their rendering jobs.
To do this, the animator must present an X.509 certificate, which they get
from the STS.

4. The following day the animator will retrieve the rendered video and compose
it with other sequences to create the finished commercial.

5. Later the supervisor will receive a statement of jobs and charges to their
credit card, giving the details of the user(s) who ran these jobs.

For simplicity, we consider only a single service provider even though it is
obviously possible to use the same approach with multiple service providers, at
least in a B2B service grid like GRIA. We assume that the credit card used by
the supervisor is acceptable to the service provider (up to some credit limit),
and that the supervisor is willing to trust the animator to decide how much
rendering computation is needed (within that limit) and to submit the jobs.
Thus, the three parties (supervisor, animator and service provider) are willing
to trust each other sufficiently for the above scenario to be implemented. Our
goals are therefore to conduct experiments to answer the following questions:

1. How can the service provider translate business trust (in the creditworthiness
of the KINO supervisor) into a trusted digital authentication mechanism
based on KINO’s “self-signed” certification mechanism?

2. How can the supervisor dynamically authorize the animator to use this trust
relationship and access the service provider’s rendering service?

3. How can the service provider be sure the animator is the person who the
supervisor intends should have access to his account?

4. When the supervisor gets their statement, how can they recognize that the
correct person has been running jobs on their account?

Finally, in answering these questions, we also want to establish how these
things can be achieved using current and proposed standards, and where (if at
all) those standards cannot meet our needs.
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7 Review of Standards and Specifications

7.1 WS-Trust

WS-Trust [11] defines a protocol by which web services in different trust domains
can exchange security tokens for use in the WS-Security header of SOAP messages
[10]. Clients use the WS-Trust protocols to obtain security tokens from Security
Token Services. WS-Trust is highly relevant to the question of how to obtain an
X.509 certificate for accessing a web service based on a Kerberos-authenticated
identity indeed this is a scenario commonly used to illustrate how WS-Trust works.

Kerherss ticket granting X509 security inken
aecmt}'m seTvice

1 (ret taclet | Get signed

to Z0F TS X309 certificates
[ Chiend T WWeb Service l

Fig. 2. WS-Trust example using Kerberos and X509

In this example, a client presents a Kerberos ticket granting ticket (obtained
when the user logged in to the Kerberos domain) to a ticket granting service,
and gets back a Kerberos ticket for an X.509 security token signing service,
from which it can obtain a signed X.509 certificate for presentation (e.g. in the
WS-Security header) to the target service. WS-Trust defines how the tokens are
exchanged (steps 1 and 2 above). However, WS-Trust does not actually provide
any mechanisms to manage trust between domains, and only describes token
exchange between entities that already trust each other.

7.2 WS-Federation

WS-Federation [12] describes how to use WS-Trust, WS-Security and WS-Policy
together to provide federation between security domains. It gives a number of
scenarios, starting with a simple example involving two domains, as shown in
Figure 3.

In this scenario, a client from domain A authenticates itself to its own organ-
isation’s Identity Provider (a type of security token service). To use the service
in domain B, it needs a different token that will be trusted by that organization.
WS-Federation describes the pattern of WS-Trust exchanges needed for this and
many other scenarios. However, WS-Federation does not define any standard way
to establish this trust relationship dynamically.

According to the specification:

“The following topics are outside the scope of this document:
1: Definition of message security or trust establishment/verification
protocols...”
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Fig. 3. Usage of WS-Federation between two security domains

Thus, trust relationships must already exist between the WS-Trust token

services in a WS-Federation exchange, as indicated in Figure 3. Although these
two specifications describe the message exchanges needed, they do not solve the
problem of dynamic trust and security federation.

8

Architectural and Standardization Challenges

The standards and specifications described above cover many aspects of building
a secure grid spanning multiple security domains over a public network. How-
ever, they leave four major questions unanswered from a Grid architecture and
standards perspective.

Our experiments were designed to answer these questions, as indicated in

Figure 4:

1.

How can the security token service guarantee the identity or other attributes
of users (the authentication problem)?

. How does the security token service know what tokens to issue to a user with

a given set of home domain attributes (the mapping problem)?

. How can the web service validate tokens issued by the security token service

(the trust problem)?

. How does the web service know how to interpret the security token issued

tokens (the policy problem)?
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¥ 3
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translat
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Fig. 4. Key architectural challenges
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Some of these questions are unanswered because it is not clear how best to
apply the available specifications, and some because the specifications explicitly
avoid addressing the question.

9 Approach

In practice, the four questions highlighted above are clearly related. For example,
the access control policy used by the target web service specifies the attributes
(tokens) required by a user in order to gain access to the service. This policy
in effect defines how the web service will interpret tokens presented to it. The
mapping used by the security token service to issue tokens to authenticated users
must therefore be consistent with the access policy of the target web service.

Thus the web service can only trust the security token service if the mapping
used IS consistent with its access policy, AND it has a way to digitally verify
that tokens claimed to have been issued by the security token service are gen-
uine, AND the security token service has accurate information about users when
applying its mapping to decide what tokens it can issue.

For example, suppose the web service policy is such that a user identified as
goodguy@kino.gr can access the service. This implies that security token service
will only issue a certificate in this name to a KINO user if they are supposed to
be able to access the service. The mapping might be done as in the following:

— supervisor — goodguy@kino.gr.
— animator — goodguy@kino.gr.
— cameraman — badboy@kino.gr.

This would be fine if the intention is that the supervisor and animator can
access the service but the cameraman cannot. If we now want the cameraman
to have access, we can:

— change the internal identity authentication mechanism so the cameraman
can authenticate themselves to the security token service as “animator”.

— change the security token service mapping so that a user authenticated as
“cameraman” can get a certificate in the name of goodguy@kino.gr.

— ask the web service provide to change their access policy so badboy@kino.gr
can also have access to the service.

This is why we decided to combine dynamic access control and trust (at-
tribute) federation and mapping mechanisms and investigate them together. In
dynamic security these aspects must remain consistent, so treating them sep-
arately will neglect some possible scenarios, and may even be dangerous. Con-
versely, using them together gives us more options to solve the trust and security
federation problems.

Clearly, relationships (1) and (3) in Figure 4 represent critical points in our
investigation, since they are the points where one has to validate some action by
a remote user. The obvious solution is to co-locate two of the services so that
one of these relationships operates within a single trust domain. The normal
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approach is to co-locate the security token service and the target web service,
suggested by Figure 3. This makes it easy to define the meaning of tokens (in
terms of the access rights associated with them), and to digitally verify them
at the target service. However, when users from a new domain wish to use the
service, one must dynamically update the mapping used by the security token
service (taking account of the attributes that might be presented by the new
users), and create a new digital authentication path (1) between the new user
domain and the security token service. Our approach was therefore to place the
security token service in the same domain as the client, co-locating the security
token service and the user authentication service. This makes it easy to establish
the authentication relationship (1) from Figure 5 and it means the mapping used
by the security token service only needs to handle user attributes from one do-
main. (It also makes it easy to implement the security token service in a Kerberos
domain). Then instead of updating the mapping in the security token service, we
can use the dynamic authorization mechanism from GRIA to allow trusted users
on the client side to amend the access control policy (restricted to the resource
they control) in terms of the X.509 security tokens issued by the STS.

Idendity Provider ]4— - 'DlPu]J]:u: loo}kup service I---._r Mappmg foon beal
l fey 1demtities to X509 DI

r L. A

1. User 2. 1D refermnoe *
athentication translation +

. . Update policies HAceess cortol List (maps
[ Cheni ]S__p[ Weh Service I' X509 D5 to resomrees)

Fig. 5. Dynamic authorization in GRIA

There are still some practical problems to be solved, one of which is shown in
Figure 5 to tell the web service (step 3) that a new user is to be authorized, we
need to know what (mapped) token that user would have got from the security
token service. We therefore need a second service for translating user attributes
based on the same mapping. Since the STS is a kinds of CA that issues X.509
identity certificates, the translation service must provide a way to look up the
X.509 certificate that would be issued to a specified user. Note that this second
service does not sign a public key presented by the requester, as the requester
would then be able to claim the attributes specified in the returned token. The
token simply allows the requesters to refer to another user’s identity in a way
that can be recognized later by the target service.

9.1 Dynamic Authorization

Dynamic authorization is only needed at the service provider, following the pat-
tern of Figure 5 . In our experiment, we relied on the existing GRIA process-
based access control (PBAC) dynamic authorization system, but we did consider
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how this might be used in combination with more generic trust mapping facili-
ties in future. One interesting point is that the dynamic authorization functions
are provided by methods of the target service (e.g. enableAccess, disableAccess
on the account service, enableRead, enable Write on the data service, etc). This
makes sense, because:

— The access policy should refer to capabilities of the service, so dynamic
update options available must also be related to capabilities of the service;
and

— Access to the dynamic update options should also be regulated by the same
dynamic policy, so the full trust lifecycle can be supported in a single archi-
tectural mechanism.

It would be possible to provide a generic “dynamic authorization” WSDL
port type, using a standard method for requesting more access policy amend-
ments. However, any user who was allowed to access this method would be able
to request any policy amendment (not just enabling badboy@~kino.gr to access
their account). One would then need a further, more complex authorization pol-
icy regulating what kinds of dynamic policy amendments could be requested by
each user. This “meta-policy” would be quite difficult to generate, since the “tar-
get” would be a constraint on some other (potentially arbitrary) policy update
request. A more sensible arrangement is to retain the approach used in GRIA,
as shown in Figure 6.
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Store 5. Update
i
12 Ferity Chedk TN
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FRequest Awthentication Authorization Policy [mrke Service

Tolen
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Fig. 6. Dynamic authorization infrastructure

In this approach, the interfaces to the dynamic policy store (3) and (5) should
only be accessible to the service provider, so it is not essential that they be stan-
dardised, though it would be advantageous for service implementation portabil-
ity. There are several candidate specifications for checking policy (3) including
XACML [25], and IETF Generic AAA [14], but these do not explicitly address
dynamic policy updating mechanisms. Obviously, when performing operations
like enableAccess, the client must specify the scope of the policy change. In
GRIA, this is done by sending a context identifier specifying what is to be made
accessible (e.g. an account code), as well as a reference token relating to the
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colleague or collaborator who should be added to the access control list for that
context. This approach can also be applied to WSRF resources, and use SAML
tokens or X.509 attribute certificates to indicating more general role-based policy
updates, of course.

10 Implementation and Technical Validation

A proof-of-concept implementation of this prototype has been provided for both:
the client (Kerberos) side and server (X.509) side. The components that client
side contains are: a GRIA client application and middleware, able to send au-
thenticated requests to use GRIA services, A STS, that can supply signed X.509
identity tokens in response to GRIA client and a Public Key Certificate service
that can supply X.509 certificates (but not the private keys) for any user in the
Kerberos domain.

Having located all the trust (attribute) mapping technology on the client
side (inside the client Kerberos domain), the only components we need on the
server side would be a set of GRIA services for managing accounts and resource
allocations, and for transferring and processing data. To validate the modified
GRIA implementation, we ran tests between a prospective client in a Kerberos
domain (at KTH) and a GRIA service provider established at IT-Innovation.
A GRIA client application for rendering was released to KTH, and used to run
rendering calculations at I'T Innovation.

The system worked exactly as expected. A user at KTH was unable to access
the GRIA services initially, but he was able to apply for an account. When the
service administrator at I'T Innovation approved the account, the service became
capable of authenticating credentials issued by the STS inside the KTH domain.
The user at KTH was then able to use the account and delegate to colleagues
authenticated in the same way, so they could allocate resources and run jobs.
The main lessons learned in conducting these tests were as follows:

Previously untrusted users can open accounts, and become trusted if the ser-
vice provider’s checks show that the business risks are acceptable. However, the
service provider will then accept connections from other users that have X.509
credentials from the same source as the new user. For example, if a school teacher
opened an account using the school’s corporate credit card, their students would
then be able to make connections to the GRIA service as well. Only the original
account holder would be added to the authorization policy of the service, so
requests from the students would be rejected unless explicitly authorized by the
teacher. However, in principle it would be better to impose some authorization
checks at the transport layer as well as the service layer to reduce risks of attack
by “malicious colleagues”.

Trusted users cannot delegate access rights to users from a currently untrusted
Kerberos domain. It is clear that this could be supported by allowing a trusted
user to specify a new token source as well as the attributes of their intended
delegate. The problem is that it would then be a remote (though trusted) user,
rather than a service provider, who approved a decision to trust a new token
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source. The new user’s rights would be tightly specified, but again there could
be a risk of “malicious colleague” attack, so service providers may prefer not to
delegate such decisions to customers.

Adding the client’s STS certificate to the service provider’s trust store once
business trust is established provides for an efficient implementation. One could
use a call-back token authentication mechanism (as in Shibboleth [24]), but that
adds an overhead to each subsequent call to the service by the newly trusted user.
Note that in a conventional X.509 configuration, a call-back would be needed
to check the Certificate Revocation List for the remote user. However, the STS
issues short-lived tokens, so the risks associated with infrequent updates of the
CRL are much lower than in a conventional PKI. The remote server has to be
certified by a “well known” CA that the client already trusts, or else the client
cannot risk passing any sensitive information to it. In our test scenario, the
supervisor passes a credit card number (or other evidence of creditworthiness)
to the GRIA service, so he must be able to authenticate it even if the service
cannot at that stage authenticate him except through the validity of the card
number. Thus, it is necessary to hold a set of “well known” CA certificates in
a trust store, while simultaneously updating the client’s key pair and associated
certificate. It is not normally appropriate to attempt to use simultaneous bi-
directional trust propagation at least not using the mechanisms tried here.

11 Conclusion and Future Work

Dynamic resource federation is an obvious requirement of next generation Grid
architecture, to address the need for short-term virtualization of business rela-
tionships to address transient opportunities and deliver short-term goals. Our
studies have been based on a practical (if small scale) scenario from KINO,
which is driven by a transient, short-term business need. The main barrier to dy-
namic federation over short time scales in such scenarios is security. We have ex-
amined relevant standards and specifications including WS-Security, WS-Trust,
WS-Federation and other WS specifications. These can be used to federate se-
curity services, but do not directly address the dynamic extension of business
trust relationships into the digital domain.

Our analysis of specifications shows that dynamic trust federation and dy-
namic authorization (access control) are intimately coupled aspects of dynamic
security federation on the Grid. The mechanisms used to federate trust (i.e.
authenticate attributes and tokens) are quite different from those needed to en-
force access control policies. However, both aspects must be consistent, and
in a dynamic federation scenario, this means they need to be changed through
some concerted procedure. On the other hand, the fact that dynamic federation
can be achieved through a combination of the two mechanisms offers a wider
range of options for implementing federation mechanisms. Our analysis suggests
that trust (e.g. identity) mapping should normally be performed by the do-
main in which the identity (or other) attributes are assigned to users, while the
consequences are defined in the target domain by using dynamic authorisation
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mechanisms to update the policy for the target service. This is not the pattern
traditionally seen in WS-Federation, but uses the same specifications.

We developed an experimental Grid prototype based on trust mapping tech-
nology used by KTH (STS) and a Business-to-Business Grid middleware (GRIA)
that includes dynamic authorization support. The experimental prototype shows
that by combining trust federation and dynamic authorization, one can enable
dynamic federation of resources based on a short-term, rapidly formed business
relationship.

The next step will be to formalize the architectural concepts used to achieve
this as part of the NextGRID next generation Grid architecture. A more general
reference implementation of these concepts is now being produced within the
NextGRID project, and will be made available to the community and incorpo-
rated in a future release of the GRIA middleware, and possibly other NextGRID
compatible Grid middleware in future.
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Abstract. Trust can be viewed as an instrument both for an agent selecting the
right partners in order to achieve its own goals (the point of view of the trustier),
and for an agent of being selected from other potential partners (the point of view
of the trustee) in order to establish with them a cooperation/ collaboration and to
take advantage from the accumulated trust. In our previous works we focused our
main attention on the first point of view. In this paper we will analyze trust as the
agents’ relational capital. Starting from the classical dependence network (in
which needs, goals, abilities and resources are distributed among the agents) with
potential partners, we introduce the analysis of what it means for an agent to be
trusted and how this condition could be strategically used from it for achieving its
own goals, that is, why it represents a form of power. Although there is a big
interest in literature about ‘social capital’ and its powerful effects on the wellbeing
of both societies and individuals, often it is not clear enough what is it the object
under analysis. Individual trust capital (relational capital) and collective trust
capital not only should be disentangled, but their relations are quite complicated
and even conflicting. To overcome this gap, we propose a study that first attempts
to understand what trust is as capital of individuals. In which sense “trust” is a
capital. How this capital is built, managed and saved. In particular, how this
capital is the result of the others’ beliefs and goals. Then we aim to analytically
study the cognitive dynamics of this object.

1 Introduction

In multi-agent systems trust is a growing field of analysis and research and ways to
calculate it have already been introduced to enhance studies on commercial
partnership, strategic choice, and on coalition formation. In particular, in almost all
the present approaches the focus is on the trustier and on the ways for evaluating the
trustworthiness of other possible trustees. In fact, there are no so many studies and
analyses about the model of being trusted. Also our socio-cognitive model of trust
(1, 2) was about the cognitive ingredients for trusting something or somebody, and
how trust affects decision, which are the sources and the basis for trusting, and so on;
we never modeled what does it means to be trusted (with the exception of the work on

* This paper has been founded by the European Project MindRACES (from Reactive to
Anticipatory Cognitive Embodied Systems): Contract Number: FP6-511931.

K. Stglen et al. (Eds.): iTrust 2006, LNCS 3986, pp. 19—-32, 2006.
© Springer-Verlag Berlin Heidelberg 2006
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trust dynamics (3) in which the focus was on the reciprocation and potential
influences on the trustworthiness) and why it is important.

In this paper we address this point, analyzing what it means that trust represents a
strategic resource for agents that are trusted, proposing a model of ‘trust as a capital’
for individuals and suggesting the implication for strategic action that can be
performed. Our thesis is that to be trusted:

i) increases the chance to be requested or accepted as a partner for exchange or
cooperation;

.. . . - 1

ii) improves the ‘price’, the contract that the agent can obtain .

The need of this new point of view derives directly from the fact that in multi-
agent systems it is strategically important not only to know who is trusted by who and
how much, but also to understand how being trusted can be used by the trustee.

It has been already shown that using different levels of trust represents an advantage
in performing some tasks such as task allocation or partners’ choice. Therefore, having
“trust” as a cognitive parameter in agents’ decision making can lead to better (more
efficient, faster etc.) solutions than proceeding driven by other kind of calculation such
as probabilistic or statistical ones. This study already represented an innovation since
usually trust has been studied as an effect rather than a factor that causes the developing
of social network and their maintenance or structural changing.

In order to improve this approach and to better understand dynamics of social
networks, now we propose a study of what happens on the other side of the two-way
trust relationship, focusing on the trustee, in particular on a cognitive trustee. Our aim
is an analytical study of what it means to be trusted. The idea of taking the other point
of view is particularly important if we consider the amount of studies in social science
that connect trust with social capital related issues. Our claims are:

- to be trusted usually is an advantage for the trustee (agent Ag;); more precisely
received trust is a capital that can be invested, and that requires decisions and
costs to be cumulated;

- it is possible fo measure this capital, which is relational, that is depends on a
position in a network of relationships;

- trust has different sources: personal experience that the other agents have with
Ag;; circulating reputation of Ag; Ag; belongingness to certain groups or
categories; the signs and the impressions that Ag; is able to produce;

- the value of this capital is context dependent (for example, market dependent)
and dynamic;

- received trust strongly affects the ‘negotiation power’ of Ag; that cannot simply
be derived from the “dependence bilateral relationships”.

Although there is a big interest in literature about ‘social capital’ and its powerful
effects on the wellbeing of both societies and individuals, often it is not clear enough

! This point in particular, does not necessary imply and does not mean that a deceiving trustee
would have surely an individual advantage. This misinterpretation is a typical point of view
coming from domains like commerce and exchange in which trust is considered just as an
instrument for solving questions like Prisoner Dilemma problems. In fact, we are interested to
model trust in more general domains and contexts: for example, in strict cooperation in which
a deceiving trustee jeopardizes its own interests and goals.
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what is it the object under analysis. To overcome this lack, we propose a study that
first attempts to understand trust as capital of individuals. How is it possible to say
that “trust” is a capital? How is this capital built, managed and saved? Then we aim to
analytically study the cognitive dynamics of this object, with a particular focus on
how they depend on beliefs and goals.

2 Trust and Relational Capital

Social Capital (4, 5, 6, 7) can be seen as a multidimensional concept and can be
studied in its relation both with social norms and shared values and with networks of
interpersonal relations. While in the former case studies about conventions and
collective attribution of meanings can be useful to understand how social capital can
be a capital for the society, in the latter, one of the basic issues that need to be studied
is how it can happen that networks of relations can be built, which ways they develop,
and how they can both influence individual behaviours and be considered as an
individual capital (22).

We also would like to underline that social capital is an ambiguous concept. By
social a lot of scholars mean in fact ‘collective’, some richness, advantage of any for
the collective; something that favors cooperation, and so on. On the contrary, we
assume here (as a first step) an individualistic perspective, considering the advantages
of the trusted agent, not the advantages for the community, and distinguishing
between ‘relational capital’ (8) and the more ambiguous and extended notion of
‘social capital’. The individual (or organization) Ag; could use its capital of trust, for
anti-social purposes. Although the idea of a clear distinction of the two levels is not
completely new in literature, usually relational capital is addressed in relation with
meta-cognitive aspects of human capital (23) rather than being studied through an
analysis of its own cognitive mechanisms.

In particular, we would like underline that there is no advantage to use social
capital at individual level because the two interpretation of it (social and relational)
are not only ambiguous but also contradictory. Social capital at individual level
(relational capital) could be in conflict with the collective capital: for example, for an
individual is better to monopolize trust, while for the community it is better to
distribute it among the several individuals.

In economic literature the term “capital” refers to a commodity itself used in the
production of other goods and services: it is, then, seen as a human-made input
created to permit increased production in the future. The adjective “social” is instead
used to claim that a particular capital not only exists in social relationships but also
consists in some kind of relationships between economical subjects. It is clear that for
the capital goods metaphor to be useful, the transformative ability of social
relationships to become a capital must be taken seriously. This means that we need to
find out what is the competitive advantage not simply of being part of a network, but
more precisely of being trusted in that network.

The additional value of trusting has been shown as a crucial argument in decision
making and in particular in choice of relying on somebody else for achieving specific
goals included in the plans of the agents. In these studies trust has been analysed as
valuation of the other and expectations on it, and it has been shown how these
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characteristics and mechanisms, being part of the decision process at the cognitive level,
represent an advantage both for the society in terms of realizing cooperation among its
actors and for the trustier in terms of efficiency of choices of delegation and reliance (9).

Changing the point of view, we now want to focus on the trusted agent (the
trustee). What does imply to be trusted for the trustee? As we said, the intuitive
answer could be that:

i) the probability to be chosen for exchange or for partnership will grow;
ii) the negotiation power of that agent will increase.

However, to account for this it is necessary to rethink the whole theory of
negotiation power based on dependence (10,11,12,13).

Try to build a theory of dependence including trust does not mean to base the theory
of social capital on dependence, but to admit that the existent theory of dependence
network and the consequent theory of social power is not enough without the
consideration of trust. What we need, then, is a comprehensive theory of trust from the
point of view of the trusted agent, in order to find out the elements that, once added to
the theory of dependence, can explain the individual social power in a network, on one
hand, and, the social capital meant as a capital for the society, in a second phase.

Once a quantitative notion of the value of a given agent is formulated calculating on
how much the agent is valued by other agents in a given market for a given task, we can
say that this trust-dependent value is a real capital. It consists of all the relationships that
are possible for the agent in a given market and, together with the possible relationships
in other markets, it is the so-called relational capital of that agent. It differs from simple
relationships in given networks, which are a bigger set, since it only consists of those
relationships the agent has with those who not only need it but have a good attitude
toward it and, therefore, who are willing to have it as a partner.

How much the agent is appreciated and requested? How many potential partners
depends on Ag; and would search for Ag; as partner? How many partners would be at
disposal for Ag;’s proposals of partnership, and what “negotiation power” would Ag;
have with them?

These relationships form a capital because (as any other capital) it is the result of
investments and it is costly caumulated in order to be invested and utilized. In a certain
sense it represents a strategic tool to be competitive, and, as it happens with other
capitals such as the financial one, it is sometimes even more important than the good
which is sold (being it either a service or a material good). For example when Ag;
decides of not keeping a promise to Ag;, it knows that Ag;’s trust in Ag; will decrease:
is this convenient for future relationships with Ag;? Will Ag; need counting on Ag; in
future? Or, is this move convenient for reputation and other relationships?

For all these raising questions it is very important to study how it is possible for the
agent to cumulate this capital without deteriorating or waste it: since the relational
capital can make the agent win the competition even when the good it offers is not the
best compared with substitutive goods offered in the market, it should be shown
quantitatively what this means and what kind of dynamical relationships exist
between quality of offered good and relational capital. This is in fact the same
problem present in the Iterated Prisoner Dilemma, where the agents have to consider
the future potential exchanges with other agents (before cheating for their own
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benefits). In other, and more general, terms the relational and reputational capital of
an agent is more valued than its immediate reward.

3 Cognitive Model of Being Trusted

3.1 Objective and Subjective Dependence

Before considering trust from this new perspective, let us underline a very important
point, which will be useful for this work.

The theory of trust and the theory of dependence are not independent from each
other. Not only because — as we modelled (1, 2), before deciding to actively trust
somebody, to rely on it (Ag;), one (Ag;) has to be dependent on Ag;: Ag; needs an
action or a resource of Ag; (at least Ag; has to believe so). But also because objective
dependence relationships (10) that are the basis of adaptive social interactions, are not
enough for predicting them. Subjective dependence is needed (that is, the dependence
relationships that the agents know or at least believe), but is not sufficient; then, it is
necessary to consider two beliefs: (i) the belief of being dependent, of needing the
other, (ii) the belief of the trustworthiness of the other, of the possibility of counting
upon it. If I wouldn’t not feel dependent on, I couldn’t rely on the other.

The theory of dependence includes in fact two types of dependences:

(1) the objective dependence, which says who needs whom for what in a given
society (although perhaps ignoring this). This dependence has already the
power of establishing certain asymmetric relationships in a potential market,
and it determines the actual success or failure of the reliance and transaction;

(2) the subjective (believed) dependence, which says who is believed to be needed
by who. This dependence is what determines relationships in a real market
and settles on the negotiation power; but it might be illusory and wrong, and
one might rely upon unable agents, while even being autonomously able to do
as needed.

More Formally, let Agt={Ag,..,Ag, } a set of agents; we can associate to each agent

- aset of goals G,-={g,-,,..,g,-q};

- aset of actions Az;={ &;,,.., ¢; }; these are the elementary actions that Ag; is able
to perform; )

- aset of plans /7 ={p;,..,p; J; the Ag/’s plan library: the set of rules/prescriptions

for aggregating the actions; and
- aset of resources Ri={r;,..,r; }.

The achievement/maintenance of each goal needs actions/plans/resources. Then,
we can define the dependence relationship between two agents (Ag; and Ag;) with
respect a goal gi, as: Obj-Dependence (Ag;, Ag;, gi) and say that:

An agent Ag; has an Objective Dependence Relationship with agent Ag; with
respect to a goal gj if for achieving gy are necessary actions, plans and/or resources
that are owned by Ag; and not owned by Ag;.
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More in general, Ag; has an Objective Dependence Relationship with Ag; if for
achieving at least one of its goals gieG, are necessary actions, plans and/or
resources that are owned by Ag; and not owned by Ag;.

As in (12) we can introduce the wunilateral, reciprocal, mutual and indirect
dependence (see Figure 1). In very short and simplified terms, we can say that the
difference between reciprocal and mutual is that the former is on different goals while
the latter is on the same goal.

Ag; Ag;
unilateral
—»
reciprocal
A
8k mutual
Fig. 1

If the world knowledge would be perfect for all the agents, the above described
objective dependence would be a common belief about the real state of the world. In
fact, the important relationship is the network of dependence believed by each agent. In
other words, we cannot only associate to each agent a set of goals, actions, plans and
resources, but we have to evaluate these sets as believed by each agent (the subjective
point of view), also considering that they would be partial, different from each of others,
sometime wrong, and so on. In more practical terms, each agent will have a different
(subjective) representation of the dependence network as exemplified in Figure 1. So,
we introduce the Bel,G, that means the Goal set of Ag, believed by Ag;. The same for
BeliAz,, Bel 1T, and Bel R,. That is to say that the dependence relationships should be
re-modulated on the basis of the agent subjective interpretation.

We introduce the Subj-Dependence(Ag;, Ag; gu) that represents the Ag;’s point of
view with respect to its dependence relationships.

In a first approximation each agent should correctly believe the sets it has, while it
could mismatch the sets of other agents.

We define Dependence-Network(Agt,t) the set of dependence relationships (both
subjective and objective) among the agents included in Agr set at the time 7. Each
agent Ag;e Agt must have at least one dependence relation with another agent in Agt.

3.2 Dependence and Negotiation Power

Given a Dependence-Network(Agt,t), we define Objective Potential for Negotiation of
AgjeAgt about a goal of own gy -and call it OPN(Ag;, gi)- the following function.

OPN(Ag;, gjk)=f(i: 1)
o L+ Py
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Where: fis in general a function that preserves monotonicity (we will omit this
kind of functions in the next formulas); n represents the number of agents in Agt set
that have a dependence relation with Ag; with respect to gj (this dependence relation
should be either reciprocal or mutual: in other words, there should also be an action,
plan, or resource owned by Ag; that is necessary for some goal of Ag,); py is the
number of agents in Agt that are competitors with the Ag; on the same actions/plans/
resources owened by Ag; (useful for g;) in a not compatible way (Ag; is not able to
satisfy at the same time all the agents).

Fig. 2

In Figure 2 we show the objective dependence of Ag;: A represents the set of
agents who depend from Ag; for something (actions, plans, resources), B represents
the set of agents from which Ag; depends for achieving an own specific goal gy. The
intersection between A and B (part C) is the set of agents with whom Ag; could
potentially negotiate for achieving support for g;. The greater the overlap the greater
the negotiation power of Ag; in that context. In other and more simple words, the
more the agents being at the same time depending and depended upon Agj, the greater
the negotiation power of Ag;.

However, the negotiation power of Ag; also depends on the possible alternatives
that its potential partners have: the few alternatives to Ag; they have, the greater its
negotiation power (see below).

We can define the Subjective Potential for Negotiation of Ag;eAgt about an its
own goal g -and call it SPN(Ag;, gi)- the following function:

o 1+ Py

Where we have the same meanings as for the previous formula but now we make
reference to the believed (by Ag;) dependence relations (not necessarily true in the
world): in particular both n (the number of direct dependences) and p (the indirect,
competitive dependences) are believed.

Analogously, we can interpret Figure 2 as the set of believed relationships (by Ag;))
among the agents. In this case we have the subjective point of view.

It is also possible to introduce a modulation factor (m) that takes into account the
special kind of dependence: reciprocal (x=r), mutual (x=mu):

SPN(Ag;, &jr) =s_m, with O<m,<1I
o L+ py

Usually, we can say that m,,>m,.
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More in general, we can say that the Subjective Potential for Negotiation of Ag;eAgt
about the whole set of its own goals (G)) in the Dependence-Network(Agt,t) is:

SPN(Agj, Gj) =12 SN
SO a1 Py

Where s is the number of goals of Ag;, and ns is the number of other agents in the
set Agt, that have a dependence relation with Ag; with respect to the goal gj. py; is the
number of agents in Agt that are competitors with the Ag; on the same actions/plans/
resources owened by Ag; (useful for gi) in a not compatible way. In words, the global
subjective potential for negotiation of an agent in a dependence network with respect
of all its own goals is the sum of the believed terms above showed®.

3.3 The Trust Role in Dependence Network

Before taking into account the trustee’s point of view we would like to introduce into
the dependence network also the trust relationships. In fact, although it is important to
consider dependence relationship between agents in a society, there will be not
exchange in the market if there is not trust to enforce these connections. Considering
the analogy with the Figure 2, we will have now a representation as given in Figure 3
(where D includes the set of agents that Ag; considers trustworthy for achieving g).

Fig. 4

? An interesting problem is that an agent could be a competitor towards itself for achieving its
own goals; for example:

1) Ag;needs action ¢, both for g, and g, and there is only an agent in Agt that has @, but is
unable to provide two times the action ¢

2) Ag; needs action ¢, for g, and ¢ for g, and for both the actions ¢, and ¢ it depends
only from Ag; that can provide only an action.
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We have now a new subset (showed outlined in Figure 4) containing the potential
agents for negotiation. The analysis of the part E, F and G will result in: part E
includes agents who depend form Ag;, who are trusted but on different tasks; part F
includes agents not depending from Ag; and trusted on different tasks; part G includes
agents trusted for the achievement of the goal gj but not depending from Ag;.

Not only the decision to trust presupposes a belief of being dependent, but notice
that a dependence belief (BelDep) implies on the other side a piece of Trust (as
modelled in (1,2)). In fact to believe to be dependent means:

- (BelDep-1) to believe not to be able to perform action « and to achieve goal g;
and

- (BelDep-2) to believe that Ag; is able and in condition to achieve g, to perform ¢.

Notice that (BelDep-2) is precisely one component of Trust in our analysis: the
positive evaluation of Ag; as competent, able, skilled, and so on. However, the other
fundamental component of trust as evaluation is lacking: reliability, trustworthiness:
Ag; really intends to do, is persistent, is loyal, is benevolent, etc. Thus he will really
do what Ag; needs.

Given the basic role played by “believed networks of dependence”, established by
a believed relationship of dependence based on a belief of dependence, and given that
this latter is one of the basic ingredient of trust as a mental object, we can claim that
this overlap between theories is the crucial issue and our aim is namely to study it
deeply.

So introducing also in the Subjective Potential for Negotiation (of Ag;cAgt about
an its own goal g;) the basic beliefs about trust (1,2) we have:

SPN(Agj, gi1)= Z Do(Bel (A))* Do(Bel (W,))
i=1 1+ p,

Where: m,,,=m,=1; Do(Bel(A;)) is the degree of (believed by Ag;) ability (with
respect of the goal g,) of the agent Ag;; Do(Bel(W;)) is the degree of (believed by Ag;)
willingness (with respect the goal g;) of the agent Ag;. We do not consider here the
possible relations between the values of Do(Beli(A;)) and Do(Bel(W;)) with the py;
variable. 1> Do(Bel(A;)), Do(Bel(W;)) >0.

Let us, now, explicitly recall what are the cognitive ingredients of trust and
reformulate them from the point of view of the trusted agent. In order to do this, it is
necessary to limit the set of trusted entities. It has in fact been argued that trust is a
mental attitude, a decision and a behavior that only a cognitive agent endowed with
both goals and beliefs can have, make and perform. But it has been also underlined,
that the entity that is trusted is not necessarily a cognitive agent. When a cognitive
agent trusts another cognitive agent, we talk about social trust.

We consider that the set of actions, plans and resources owned/available by an
agent can be useful for achieving a set of tasks (7, ..., 7,).

We take now the point of view of the trustee agent in the dependence network:
therefore we present a cognitive theory of trust as a capital, which is, in our view, a
good starting point to include this concept in the issue of negotiation power. That is to
say that if somebody is potentially strongly needed by other agents, but it is not
trusted, its negotiation power does not improve.
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We call the Subjective Trust Capital of Ag;cAgt about a specific task 7, the
function:

STC(ASH %) =3 po(Ber (4,))* DotBel, W, )

Where n is the number of agents need the task 7. Ag;, Ag; €Agt.

Do(Bel;; (Ay)) means the A;’s degree of belief (believed by A;) with respect the A;’s
ability about the task 1.

Do(Bel;; (Wy)) means the A;’s degree of belief (believed by A;) with respect the A;’s
willingness about the task 1.

In words, the cumulated trust capital of an agent Ag; with respect of a specific task
7, is the sum (on all the agents needing that specific task in the network dependence)
of the corresponding abilities and willingness believed by each dependent agent. The
subjectivity consists in the fact that both the network dependence and the believed
abilities and willingness are believed by (are the point of view of) the agent Ag;.

We call Degree of Trust of the Agent Ag; on the agent Ag; about the task 7
(DoT(Ag; Ag:i 7))

DoT(Ag; Ag:i %) = Do(Bel,(A,)* Do(Bel,(W,,))

Analogously, we can also call the self-trust of the agent Ag; about the task 7 we
can write:

ST(Agi, T) = Do(Bel(A,))* Do(Bel,(W,))

From the comparison between STC(Ag;, %), DoT(Ag; Ag: %) and ST(Ag;, %) a set of
interesting actions and decision are taken from the agents (we will see in the next
paragraph).

Starting from the Trust Capital we would like evaluate the usable part of this trust
capital. In this sense, we introduce the Subjective Usable Trust Capital of Ag,eAgt
about an its own task 7, as:

SUTC(Ag;, 5) = iDo(Belj,(Aw))* Do(Bel ,(W,))
T 1+ py

where py; is (following the Ag;’s belief about the beliefs of Ag;) the number of other
agents in the dependence network that can achieve the same task with a trust value
comparable with the one of Ag;, We have two comparable trust values when the
difference between them is in a range under a given threshold that could be
considered meaningless with respect to the achievement of the task.

4 Dynamics of Relational Capital

What has not been considered enough in organization theory is the fact that the
relational capital is peculiar in its being crucially based on beliefs: again, what makes
relationships become a capital is not simply the structure of the networks (who “sees”
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whom and how clearly) but the levels of trust which characterizes the links in the
networks (who trusts whom and how much). Since trust is based on beliefs —
including, as we said, also the believed dependence (who needs whom) — it should be
clear that relational capital is a form of capital, which can be manipulated by
manipulating beliefs.

Thanks to a structural theory of what kind of beliefs are involved it is possible not
only to answer some very important questions about agents’ power in network but
also to understand the dynamical aspects of relational capital. In addition, it is
possible to study what a difference between trustee’s beliefs and others’ expectations
on her implies in terms of both reactive and strategic actions performed by the trustee.

4.1 Increasing, Decreasing, and Transferring

For what concerns the dynamic aspects of this kind of capital, it is possible to make
hypotheses on how it can increase or how it can be wasted, depending on how each of
the basic beliefs involved in trust are manipulated.

First, let us consider what kind of strategies can be performed to enforce the

other’s dependence beliefs and in particular his beliefs about agent’s competence.

i)  Ag; can make the other agent dependent on him by making the other lacking
some resource or skill (or at least inducing the other to believe so0).

i) Ag,;can make the other agent dependent on him by activating or inducing in it a
given goal (need, desire) on which the other is not autonomous (14) (or it
believes so).

iii) Since dependence beliefs are strictly related with the possibility of the others to
see the agent in the network and to know her ability in performing useful tasks,
the goal of the agent who wants to improve her own relational capital will be to
signaling her presence and her skills (15,16,17). While to show her presence she
might have to shift her position (either physically or figuratively like, for
instance, changing her field), to communicate her skills she might have to hold
and show something that can be used as a signal (such as certificate, social
status etc.). This implies, in her plan of actions, several and necessary sub-goals
to make a signal. This sub-goals are costly to be reached and the cost the agent
has to pay to reach them can be taken as the evidence for the signals to be
credible (of course without considering cheating in building signals). It is
important to underline that using these signals often implies the participation of
a third subject in 