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Abstract. In this paper we will focus on the structure freeness test
problem of finite sets of sequences. The result is an extension of An-
dronescu’s algorithm which can be applied to the sequence design of
various DNA computing experiments. We will first give a general algo-
rithm for this problem which runs in O(n5) time. Then, we will give
an evaluation method for sequence design system, which requires O(n5)
time for precomputation, and O(n4) time and O(n5) space for each eval-
uation of sequence sets. The authors believe that this result will give an
important progress of efficient sequence design systems.

1 Introduction

Since Adleman’s novel biological experiment for solving directed Hamiltonian
path problem by DNA molecules was reported([1]), DNA computing paradigm
has emerged and progressed while communicating with related fields, such as
DNA nanotechnology([19], [15], [7]), biotechnology([5]), etc. One of the most im-
portant problems in DNA computing experiments include the design of structure
free biomolecular sequences which can avoid unwanted secondary structure([6],
[8]). In order to develop a sequence design system, we need to devise an efficient
algorithm to test the structure freeness of a given set of biomolecular sequences.

Concerning sequence design for DNA computing, there have been many inter-
esting and important works which propose some variants of Hamming distance
over biomolecular sequences. And these metrics are used for the evaluation of the
sequences([3], [12], [10], etc.). Comparing those Hamming distance approaches,
Condon, et al. mathematically formulated a structure freeness test problem of
biomolecular sequences at the secondary structure level([8], [2]). This problem is
closely related to the prediction problem of RNA secondary structures([9], [11],
[16], [20]), and is important in that its efficient algorithms can be applied to the
evaluation of sequence sets in sequence design systems.

Andronescu, et al., proposed an O(m2n3) time algorithm for testing the struc-
ture freeness of a sequence set S1 · · ·Sk, where each Si is a finite set of sequences
of length li, n =

∑k
i=1 li, and m = max{|Si| | i = 1, ..., k}([2]). Kobayashi,

et al., gave an O(m6n6) time algorithm for testing the structure freeness of a
sequence set S+, where S is a finite set of sequences of length n and m = |S|

A. Carbone and N.A. Pierce (Eds.): DNA11, LNCS 3892, pp. 171–180, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



172 A. Kijima and S. Kobayashi

([14]). Furthermore, Kobayashi devised an O(n8) time algorithm for testing the
structure freeness of a regular set of sequences, where n is the number of vertices
of graphs for representing the set([13]). (Note that Condon proposed to use a
graph for representing a regular set of sequences.)

In spite of this progress in evaluation methods, we still need more efficient
algorithms in order to develop an efficient sequence design system. In this paper,
we will focus on the structure freeness test problem of finite sets of sequences.
The obtained result is an extension of Andronescu’s algorithm and can be applied
to the sequence design of various DNA computing experiments. We will first give
a general algorithm for this problem which runs in O(n5) time. Then, we will
give an evaluation method for sequence design system, which requires O(n5)
time for precomputation, and O(n4) time and O(n5) space for each evaluation
of sequence sets. The authors believe that this result will give an important
progress of efficient sequence design systems.

2 Preliminaries

Σ is an alphabet {A, C, G, T} or {A, C, G, U}. A symbol in Σ is called a base. A
string over Σ represents a DNA or RNA strand with 5′ → 3′ direction. Consider
a string α over Σ. By |α| we denote the length of α. For a finite set X , by |X |
we denote the number of elements of X . For an integer i such that 1 ≤ i ≤ |α|,
by α[i] we denote the ith base of α.

2.1 Secondary Structure

We will partly follow the terminologies and notations used in ([17]). We intro-
duce a relation θ ⊆ Σ × Σ defined by θ = {(A, T), . . ., (T, G)} for representing
Watson-Crick and non-Watson-Crick base pairs of a DNA strand. For the case
of an RNA strand, the symbol T is replaced by U. By (i, j) we denote a hy-
drogen bond between the ith base and the jth base of a string α. A hydrogen
bond is also called a base pair. A base pair (i, j) of a string α can be formed
only if (α[i], α[j]) ∈ θ holds. Without loss of generality, we may assume that
i < j for a base pair (i, j). A finite set of base pairs of string α is called a
secondary structure of α. A string α with its secondary structure T is called a
structured string and denoted by α(T ). For representing the ith base in α(T ),
we often use the integer i.

In this paper, we consider secondary structures T such that there exist no
base pairs (i, j), (k, l) ∈ T satisfying i < k < j < l. In the sequel, we assume
that every secondary structure is pseudo-knot free.

For a base pair (i, j) ∈ α(T ) and a base r in α(T ), we say that (i, j) surrounds
r if i < r < j holds. For a base pair (p, q) ∈ T , we say that (i, j) surrounds (p, q)
if i < p < q < j holds. A base pair (p, q) or an unpaired base r is said to be
accessible from (i, j), if it is surrounded by (i, j) and is not surrounded by any
base pair (k, l) such that (k, l) is surrounded by (i, j). If (p, q) is accessible from
(i, j), we write (p, q) < (i, j).
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For each base pair bp = (i, j) ∈ T , we define a cycle c(bp) as a substructure
consisting of the base pair (i, j) together with any base pairs (p1, q1), (p2, q2), . . . ,
(pk−1, qk−1) ∈ T accessible from (i, j) and any unpaired bases accessible from
(i, j). If a cycle c(bp) contains k base pairs including the base pair (i, j), it is
said to be k-cycle. In case k = 1, we often call it a hairpin. In case k = 2, it is
called internal loop. In case k > 2, it is called multiple loop. In these definitions,
the base pair (i, j) is called a closing base pair of the cycle. (See Fig. 1).
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Fig. 1. Secondary Structure

In case of (1, |α|) �∈ T , the substructure of α(T ) consisting of the base pair
(i, j) such that (i, j) is not surrounded by any (p, q) ∈ T ((i, j) �= (p, q)) and
the unpaired bases such that they are not surrounded by (i, j) is called a free
end structure of α(T ). We do not consider a free end structure because of space
constraint.

The loop length of a 1-cycle c with a base pair (i, j) is defined as j − i+1. For
a 2-cycle c with base pairs (i, j), (p, q) ((p, q) < (i, j)), we define loop length of c
as p − i + j − q + 2 and define loop length mismatch of c as |(p − i) − (j − q)|.

By ↑ α ↓ we denote a 1-cycle consisting of a string α with a base pair between
α[1] and α[|α|]. By ↑ α β ↓ we denote 2-cycle consisting of strings α and β with
two base pairs between α[1] and β[|β|] and between α[|α|] and β[1].

3 Free Energy of Secondary Structure

In this paper, we use following simplified functions to assign free energy values
to each substructures. We use these simplifications only for the clarity of the
algorithm. Experimental evidence is used to determine such free energy values.

1. The free energy E(c) of a 1-cycle c with a base pair (i, j) is dependent on
the base pair (i, j) and its loop length l:

E(c) = f1(α[i], α[j]) + g1(l) . (1)

2. The free energy E(c) of a 2-cycle c with two base pair (i, j), (p, q)((p, q) <
(i, j)) is dependent on the base pairs (i, j), (p, q), its loop length l and its
loop length mismatch d:

E(c) = f2(α[i], α[j], α[p], α[q]) + g2(l) + g3(d) . (2)



174 A. Kijima and S. Kobayashi

3. The free energy E(c) of a k-cycle c (k > 2) with a closing base pair (i, j)
and the base pairs (p1, q1), (p2, q2), . . . , (pk−1, qk−1) accessible from (i, j) is
dependent on the base pairs (i, j), (pl, ql) (l = 1, . . . , k − 1), the number nb

(= k) of base pairs in c and the number nu of unpaired bases in c:

E(c) = m1(α[i], α[j])+
k∑

l=1

(m1(α[ql], α[pl]))+Mb ∗nb +Mu ∗nu +CM . (3)

In these definitions, the functions f1, g1, f2, g2, g3, m1 and the constants Mb,
Mu,CM are experimentally obtained. We assume that Mb, Mu, CM are non-
negative. For each function gi (i = 1, 2, 3), we assume that gi is weakly mono-
tonically increasing1.

We assume that all the above functions are computable in constant time.
Let c1, . . . , ck be the cycles contained in α(T ). Then, the free energy E(α(T ))

of α(T ) is given by following:

E(α(T )) =
k∑

i=1

E(ci) . (4)

4 Structure Freeness of Finite Regular Set

We will consider the problem of testing whether a given finite regular set of
strings is structure free or not. The problem is formally defined in the following
way:

Let R be a regular language over Σ. Then, we say that R is structure free
with threshold D if for any structured string α(T ) such that α ∈ R and T is
pseudo-knot free, it holds that E(α(T )) ≥ D. We have interests in deciding for
given R, whether or not R is structure free with threshold D. In Sect. 6, we will
give a polynomial time algorithm for solving this problem in the case that R is
finite.

For specifying a regular language R, we use a labeled directed graph with
initial and final vertices. Let M = (V, E, σ, I, F ), where V is a finite set of
vertices, E is a subset of V ×V , σ is a label function from V to Σ, and I, F ∈ V .
For p, q ∈ V and x ∈ Σ∗, we write p

x→ q if there is a path with labels x from
p to q in M . Note that x contains the labels σ(p) and σ(q). We write p → q if
p

x→ q for some x ∈ Σ∗. A string α is accepted by M if p
α→ q for some p ∈ I and

q ∈ F . This graph representation could be regarded as a Moore type machine
with no edge labels. Thus, a set of strings is regular iff it is accepted by a graph
M . A graph M is said to be trimmed if every vertex is reachable from an initial
vertex and has a path to a final vertex.

In this paper, we have interests in testing structure freeness of a finite regular
set. Note that a set of strings is finite iff it is accepted by a trimmed and acyclic
graph.
1 This assumption can be extended so that gi(l) is weakly monotonically increasing

within the range l > Li for some constant Li. Because of space constraint, we use
the simplified assumption.



Efficient Algorithm for Testing Structure Freeness of Finite Set 175

5 Minimum Free Energy of Substructure

Let R be a finite regular language over Σ and M = (V, E, σ, I, F ) be a trimmed
and acyclic graph accepting R.

We can topologically sort vertices in V in O(|V | + |E|) time. By an integer
i, we denote the ith vertex in the topological order. Let α(T ) be a structured
string such that α ∈ R and T is pseudo-knot free.

Definition 1. For i, j, p, q ∈ V , we define:

(1) minH(i, j) = min
{
E(↑ x ↓) | i

x→ j
}

,

(2) minI(i, j, p, q) = min
{
E(↑ x y ↓ | i

x→ p, q
y→ j, p → q

}
.

For each i, j, p, q ∈ V such that there is no ↑ x ↓ or ↑ x y ↓ , the value of
minH(i, j) or minI(i, j, p, q) is defined as +∞.

For each pair of vertices i, j, we define Len(i)(j) as a set of the length |x| such
that i

x→ j. For a given graph M , we compute the array Len by the algorithm
shown in Fig. 2, where every vertices are sorted in the topological order.

Make-Len(M)
begin

for i, j ∈ V do Len(i)(j) := φ; end
for (i, j) ∈ E do Len(i)(j) := {2}; end
for d = 2 to |V | − 1 do

for i = 1 to |V | − d do
j := i + d;
Len(i)(j) := Len(i)(j) ∪

�
i<k<j
(k,j)∈E

{x + 1 | x ∈ Len(i)(k)};

end
end

end

Fig. 2. The algorithm Make-Len

Since a given graph M is acyclic, for any i, j ∈ V , |Len(i)(j)| ≤ |V | holds.
So, we can compute an array Len in O(|V |2|E|) time.

By Definition 1 and by using the array Len, we get the following Proposition 1.

Proposition 1. For i, j, p, q ∈ V , we define:

(1) minH(i, j) = min
{
f1

(
σ(i), σ(j)

)
+ g1(l) | l ∈ Len(i)(j)

}

(2) minI(i, j, p, q) = min { f2(σ(i), σ(j), σ(p), σ(q))+
g2(l1 + l2) + g3(|l1 − l2|) | l1 ∈ Len(i)(p), l2 ∈ Len(q)(j)} .

In case of Len(i, j) = φ for some i, j ∈ V , we define minH(i, j) = +∞. In
case of Len(i, j) = φ or Len(p, q) = φ for some i, j, p, q ∈ V , we also define
minI(i, j, p, q) = +∞.

Note that the number of elements of a set {(x+y, |x−y|) | x ∈ Len(i)(p), y ∈
Len(q)(j)} is O(|V |2) for i, j, p, q ∈ V .
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5.1 Minimum Free Energy of Internal Loop

By Proposition 1, it takes O(|V |6) time to compute minI(i, j, p, q) for all i, j, p, q
∈ V . We can compute minI(i, j, p, q) more efficiently by computing an array
SX,Y , SX,Y defined as follows:

Definition 2. Let X and Y be finite sets of positive integers. We define SX,Y

as follows:

SX,Y =
{
(x, min{y ∈ Y | x ≤ y}) | x ∈ X

}
.

Note that we can compute SX,Y in O(|X | + |Y |) time by using the algorithm
shown in Fig. 3, and the number of elements of SX,Y is O(|X | + |Y |).

In order to apply SX,Y to computing minimum free energy of strings, we
define SX,Y as follows:

SX,Y =
{
(x, y) | (x, y) ∈ SX,Y

}
∪

{
(x, y) | (y, x) ∈ SY,X

}
. (5)

Theorem 1. For i, j, p, q ∈ V , we can compute minI(i, j, p, q) in the following
way:
minI(i, j, p, q) = min { f2(σ(i), σ(j), σ(p), σ(q)) + g2(x + y) + g3(|x − y|) |

(x, y) ∈ SLen(i)(p),Len(q)(j), Len(p)(q) �= φ
}

.

Proof. Let X = Len(i)(q) and Y = Len(q)(j). It suffices to show that for any
(x, y) ∈ X × Y , there exists (x′, y′) ∈ SX,Y such that g2(x + y) + g3(|x − y|) ≥
g2(x′ + y′) + g3(|x′ − y′|).

Make-S(X, Y )
begin

SX,Y := φ
i := |X|;
j := |Y |;
y0 = −∞;
while i ≥ 1 and j ≥ 1 do

if xi ≤ yj then
while xi ≤ yj and yj−1 < xi and i ≥ 1 do

SX,Y := SX,Y ∪ (xi, yj);
i := i − 1;

end
j := j − 1;

else
i := i − 1;

end
end
return SX,Y ;

end

Fig. 3. The algorithm Make-S
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We consider two cases:

(1) In case of x ≤ y, let x′ = x and y′ = min{y′′ ∈ Y | x ≤ y′′}. Note that
(x′, y′) ∈ SX,Y . We have x = x′ ≤ y′ ≤ y. Then, we have x′ + y′ ≤ x + y
and 0 ≤ y′ − x′ ≤ y − x. Since functions g2 and g3 are weakly monotonically
increasing, we have g2(x′+y′) ≤ g2(x+y) and g3(y′−x′) ≤ g3(y−x). Therefore,
we can compute minimum free energy minI(i, j, p, q) by using SX,Y .
(2) In case of x > y, let x′ = min{x′′ ∈ X | y ≤ x′′} and y′ = y. Note that
(y′, x′) ∈ SY,X . In the same way above, we can also say that we can compute
minI(i, j, p, q) by using SY,X .

We can compute minI by using SX,Y or SY,X in both cases (1) and (2).
Therefore, we can compute minI by using SX,Y . 
�

Theorem 2. For each i, j, p, q ∈ V , minI(i, j, p, q) can be computed in O(|V |)
time.

Proof. Since for any i, j ∈ |V |, the number of elements of Len(i)(j) is less than or
equal to |V |, the number of elements in SLen(i)(p),Len(q)(j) and SLen(q)(j),Len(i)(p)

are O(|V |). Therefore, the number of elements of SLen(i)(p),Len(q)(j) is O(|V |).

�

In real applications of RNA secondary structure prediction([11], [20]), the loop
length of internal loops is assumed to be bounded by some constant in order to
make the prediction algorithms more efficient. This assumption also enables us
to compute minI(i, j, p, q) in constant time for each i, j, p, q ∈ V .

6 Algorithm for Testing Structure Freeness

We will give the algorithm SFT-FS for testing the structure freeness of a given
finite set of strings represented by a graph M = (V, E, σ, I, F ). Let an integer i
represent the ith element of V in topological order. The algorithm is shown in
Fig. 4, where a(i, j) = m1(σ(i), σ(j)) is the energy contribution of a base pair in
a multiple loop.

Our algorithm is based on the dynamic programming approach used in various
RNA secondary structure prediction algorithms([11], [20], [17], etc.). While a
base adjacent to another base can be determined uniquely for a strand, it does
not hold for a set of strands. We consider all possible bases adjacent to a base.
Correctness of the algorithm is informally understood as follows:

Let R be a finite set of strings and M be a graph accepting R. Let α ∈ R
be a structured strand α(T ) with the minimum free energy E(α(T )) such that

i
α→ j for some i ∈ I, j ∈ F . For some p, q ∈ V such that p

β→ q, if β is a
substring of α, β has the minimum free energy E(β(T̂ )) among all substrands

in R such that p
β→ q, where T̂ ⊆ T . Otherwise there exist p

β′

→ q such that
E(β′(T ′)) < E(β(T̂ )) and T ′ ⊆ T . Then, we can replace β in α to β′ and
have E(α′(T ′′)) < E(α(T )), which contradicts the minimality of the free energy
E(α(T )). The algorithm computes such minimum free energy from smaller to
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Init(M)
begin

Topological-Sort(M) ;
compute Len(i)(j) for all i, j ∈ V by calling Make-Len(M) ;
compute SLen(i)(p),Len(q)(j)

by calling Make-S(Len(i)(p), Len(q)(j)) for all i, j, p, q ∈ V ;
compute minH(i, j), minI(i, j, p, q) for all i, j, p, q ∈ V ;

end

SFT-FS(M)
begin

Init(M);
for d = 1 to |V | − 1 do

for i = 1 to |V | − d do
j = i + d;

(I) C[i, j] = min

���
��

minH(i, j) ,
min i<p<q<j

�
minI(i, j, p, q) + C[p, q]

�
,

min i<i′<j′<j

(i,i′),(j′,j)∈E

�
FM [i′, j′] + a(i, j)

�
.

(II) F [i, j] = min

�
C[i, j] ,
min i<k<k′<j

(k,k′)∈E

�
FM [i, k] + FM [k′, j]

�
.

(III) FM [i, j] = min

�������
������

Mb + C[i, j] ,
min i<i′<j

(i,i′)∈E

�
Mc + FM [i′, j]

�
,

min i<j′<j
(j′,j)∈E

�
Mc + FM [i, j′]

�
,

min i<k<k′<j
(k,k′)∈E

�
FM [i, k] + FM [k′, j]

�
.

end
end
if there exist F [i, j] < threshold D for some i ∈ I, j ∈ F return ‘No’;
else return ‘Yes’;

end

Fig. 4. The algorithm SFT-FS

larger substructures with the recurrences (I)–(III) applied to topologically sorted
vertices.

We can run Init(M) in O(|V |5) time, SFT-FS(M) in O(|V |4) time, and it
costs O(|V |5) time in total. By using the constant upper bound assumption on
loop length in Sect. 5.1, we can run Init(M) in O(|V |4) time.

7 Application to Strand Design

Our algorithm requires more time in Init(M) than SFT-FS(M). Once the ini-
tialization Init(M) is done, we can evaluate strands more efficiently. Even
if we change a label function σ for a vertex, it is not necessary to compute
SLen(i)(p),Len(q)(j) again. Furthermore, we can compute minI(i, j, p, q) for all
possibilities of label function σ which has four possibilities σ(i) = A, σ(i) = C,
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σ(i) = G or σ(i) = T for a vertex i. Then, time to compute minI is O(|V |5).
These observations lead us to a method for strand design shown in Fig. 5. In
this search algorithm, we can evaluate a set of strings R.

Strand-Design(M)
begin

Init(M) with all possibilities of label function;

while SFT-FS(M) returns ’No’ do
change a label of a randomly selected vertex;

end
return M ;

end

Fig. 5. Random strand design algorithm

In this Strand-Design(M), a random search is used for finding a structure
free set of sequences. In real applications to sequence design, we should use
more sophisticated search strategies, such as stochastic local search([18]), genetic
algorithm([4]), etc.

8 Conclusion

We give an efficient algorithm for testing the structure freeness of a finite set
of strands. We also give a method for strand design generating a finite set of
structure free strands. Our future works will include the improvement of the
algorithm for computing minI and the implementation of the strand design
system based on the results presented in this paper.
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