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Abstract. Video broadcast series like news or magazine broadcasts
usually expose a strong temporal structure, along with a characteris-
tic audio-visual appearance. This results in frequent patterns occurring
in the video signal. We propose an algorithm for the automatic detection
of such patterns that exploits the video’s self-similarity induced by the
patterns. The approach is applied to the problem of anchor shot detec-
tion, but can also be used for other related purposes. Tests on real-world
video data show that it is possible with our method to detect anchor
shots fully automatically with high reliability.

1 Introduction / Related Work

The detection of frequent patterns in video is useful in the case when the given
videos expose a strong temporal structure. The results of an anchor shot de-
tection, for example, may be used to help finding story boundaries in news or
magazine broadcasts. Other examples are special screens or video sequences used
in news videos to announce different topics. Patterns are used in these videos to
make it possible for the viewer to easily follow the broadcast and to recognize
its structure. They also make it possible to do this so-called “Video Parsing” [1]
automatically.

Hauptmann et al. [2] use an SVM on color and face features to identify anchor
shots in news videos. In addition to training the SVM, their classifier requires
learning of a weighted image grid for the color features to account for changing
anchors, clothing, etc. between the different news videos.

In [3], similar features are used, but instead of training, models for each ex-
pected presentation type have to be provided manually.

Kobla et al. [4] use the notion of “Video Trails” to identify similar shots in a
video without training. However, they directly work on features extracted from
the video frames, which makes it difficult to identify clusters because of the vast
amount of frames that do not belong to any class and clog the feature space.

In this paper we present an automatic method for identifying frequent pat-
terns, that does not work directly on image features, but on a matrix of similarity
between different time points in the video. The method is very general and may
be applied to other problems as well, but here we focus on the problem of anchor
shot detection.

The next section descibes our algorithm, which is followed by our experimental
results. We conclude with Sect. 4.

G. Antoniou et al. (Eds.): SETN 2006, LNAI 3955, pp. 87-04] 2006.
© Springer-Verlag Berlin Heidelberg 2006



88 A. Jacobs
2 Proposed Approach

Our proposed algorithm consists of two steps:

— Computation of a self-similarity matrix
Based on a similarity measure between two time points in the video, a two-
dimensional symmetric matrix is computed, whose height and width is de-
pendent on the length of the video.

— Clustering on rows of the self-similarity matrix
Here we use a simple K-Means clustering algorithm to find patterns in the
matrix, but other clustering methods might also be used.

Both steps can be customized depending on the problem at hand. Here we
focus on anchor shot detection. In the next section, the computation of the self-
similarity matrix is described in further detail, followed by an overview of the
clustering step.

2.1 Self-similarity Matrix

The self-similarity matrix M is a N x N matrix defined as:
M;j = S(ti,t)), (1)

where S(t;,t;) is a similarity measure between two timepoints ¢; and ¢; in the
video. In our case, we choose frame-based timepoints ¢1,...,%;,...,t;,...,tn
that are multiples of ten, i.e., N = N’/10 for a video with N’ frames.

The form of the similarity measure S € [0, 1] (where 1 corresponds to maximal
similarity, and 0 corresponds to minimal similarity) depends on the kind of
patterns to be detected. Assuming that presentations are always shot in a certain
setting and show the same presenter, for our purpose we define .S as the product
of a color distribution-based and a face-based similarity:

S(tistj) = Seotor(I(t:), I(t;)) - Stace(I(t:), I(t5)), (2)

where I(t) is the video frame at timepoint ¢. This measure is based on visual
information only, i.e., the video frames, but other modes, e.g., audio data, may
also be incorporated, if they contain information useful for the solution of the
problem.

The color-based similarity is given by:

Seotor (I(t:), I(t;)) = s(|CC(I(ti)) — CC(I(;)I]), 3)

where CC(I(t)) is the color correlogram according to [5] of frame I(t), and ||. . .||
denotes the Lo-Norm. Our assumption here is that presentations are always
placed in the same or just a limited number of different studio settings. We
choose the color correlogram feature as a representation of the visual appearance
of the setting.
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The face-based similarity is given by:

[0 if =face in(I(t;)) V ~face in(I(t;))
Srace(I(t:), 1(t;)) = {s(ll face(I(t;)) — face(I(t;))]) otherwise (M

where face in(I(t)) € {true,false} is true iff a face was detected in I(t), and
face(I(t)) € N** are the coordinates of the rectangle enclosing the dominant
detected face in I(t), if any. For face detection we use the algorithm by Lienhardt
et al. [6].

Note that the form of the face-based measure means that a frame is dissimilar
to each other frame (including itself) if it contains no face. However, this does not
affect the algorithm in general. It just reflects our assumption that the anchor
shots we want to find always show a face, and that this face is always shown at
the same or a limited number of different positions in the video.

Finally, s(z) as referenced in Equations 3 and 4 is the GemanMcLure proba-
bility distribution, scaled to [0, 1]:

where the scale o is proportional to the median of the distance values:

o median(x1, ..., %, ..., Ty2) (©)
3
We use s(x) to convert distance values (low values correspond to high similarity)
to similarity values between 0 and 1 (where high values denote high similarity).
Figure 1 shows an example similarity matrx. Dark areas denote high similarity.
The main anchor sequences in the beginning and the financial news presentations
at the beginning of the second half can be easily identified by the human eye.

2.2 Clustering

The similarity matrix computed in the previous section reveals temporal patterns
of reoccurring frames, which in our case correspond to frames showing a face in a
similar size and position, and a similar color distribution. Each row of the matrix
contains a frame’s similarity to each other considered frame. Frames belonging
to a type of presentation will be more similar to other frames of the same type,
and those in turn will also be similar to all the other frames of that type. If we
see a row in the similarity matrix as a multidimensional feature vector, we find
that rows corresponding to a frame of the same type of presentation will form a
cluster in this new feature space.

Note that by clustering using the similarity matrix instead of using image
features directly, we just need a similarity or distance measure between two
frames (or time points in a video, respectively). We thus omit the need for
features that lie in a vector space.
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Fig. 1. Example of a similarity matrix computed on a video of “CNN Headline News”,
using color and face similarity

By applying a clustering algorithm to the matrix rows we can find the different
types of presentations and we will also have a mapping from frame to presenta-
tion type. We use an adapted simple K-Means clustering algorithm. The number
of classes to use as input for the algorithm depends on how many frequently oc-
curring different presentation types we expect in a video. One additional class is
added for all frames not belonging to any presentation. Our changes to the orig-
inal K-Means algorithm ensure that these frames are all put into the same class.

We adapt the K-Means algorithm by weighting rows according to the sum
of all entries, and by using a slightly different distance measure and a slightly
different mean. The reasons for these changes are given below. The distance
d(i,7) between two matrix rows ¢ and j used for clustering is defined as:

d(i, j) = \| > d(i, j, k)? (7)
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0 if ¢ — 4] < 50,
1 otherwise

walid) = { ©

By using this adapted distance measure we give more weight to similar frames
that are not temporally adjacent, supporting frequently occurring patterns. The
adapted mean ¢(C, k) for column & of all rows belonging to the class C' is defined
by:

Sice Mix - wali, k) - wy (i)

c(C k) = ZiEC wq (i, k) - wy(7)

(10)

where
N
k=1

is the weight of row . The adapted mean makes sure that high values in the
diagonal of the similarity matrix do not distort clustering and that all frames not
belonging to any frequently occurring pattern are clustered in the same class.

3 Experimental Results

We test our algorithm on several videos from the news broadcast series “CNN
Headline News” from 1998 and the german magazine broadcast “ZDF Auslands-
journal” from 2002. In “CNN Headline News” we expect three frequently used
types of presentations (see Fig. 2 for examples): Main anchor centered (a), main
anchor with image on the right (b), and financial news presenter (c). We there-
fore cluster using four classes, three for the presentation types, and one for all
other frames. For “ZDF Auslandsjournal” we use two classes, one for the main
presentation (see Fig. 2 (d) as an example), and one for all other frames.

Figure 3 shows the results of our algorithm compared to the manually anno-
tated ground truth. Table 1 lists the error rate. The second column shows the
total amount of false classified frames. The third column shows the amount of
false classified frames in relation to the total number of frames that belong to one
presentation type. The latter measure is shown because the number of frames
not belonging to any presentation type is comparatively large. Note that there is
only one presentation (at the end of the third video) that was not detected at all,
and just one presentation (in the beginning of the first video) that was mistaken
for another presentation type. The other errors are mainly due to single missed
frames, probably caused by a wrong face detection result.

Figure 4 shows example frames from the detected presentations, one for each
type and video. Note that a model for each presentation type would be diffi-
cult to create because of varying setting, clothing, and camera position between
the different videos. It would probably at least require some supervision, which
means a considerable effort for a human annotator.
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Fig. 2. Examples of frequent presentations in “CNN Headline News” (a), (b), (c) and
“ZDF Auslandsjournal” (d)
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Fig. 3. Ground truth (a, ¢, e) and results of our algorithm (b, d, ) applied to three
instances of the news broadcast series “CNN Headline News”. The three identified
types of presentations are shown in red (main anchor centered), blue (main anchor
with image on the right), and black (financial news presenter), respectively.

Table 1. Error rate for three test videos from “CNN Headline News”

Video Total error Error regarding presentations only

1 1.37% 10.85%
2 1.18% 6.22%
3 0.73% 8.20%

The magazine “ZDF Auslandsjournal” just contains one presentation type
that occurs often enough to be identified as a class. All three presentations
of that type were correctly detected, Fig. 5 shows example frames from these
presentations.
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Fig. 4. Examples for each presentation type found by the algorithm. Each row cor-
responds to one video of “CNN Headline News”. Each column corresponds to one
identified presentation type.

Fig. 5. Examples for each presentation found in the video from “ZDF Auslandsjournal”

4 Conclusions and Outlook

We have presented a method for detection of frequently occurring patterns in
videos and successfully applied it to the problem of anchor shot detection. The
method works fully automatically and just needs as input the number of expected
presentation types. No examples are required.
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A suggestion to further reduce the error rate is to incorporate some kind
of temporal constraint to account for the single misclassified frames inside a
presentation. It may also be possible to find missed presentations by looking for
frames that are similar to examples from the automatically identified classes.

Another extension of our method could be to create an inter-video similarity
matrix to find sequences occurring in several videos but not frequently enough
in one video to be clustered into one class. This includes, e.g., introduction
sequences, weather maps, etc.
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