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Preface

Artificial intelligence is a dynamic field that continuously finds new applica-
tion areas with new research challenges. The ever-increasing volume, complexity
and heterogeneity of knowledge, as well as the increasingly rapid change in the
technological, economic and social environment, post new needs and raise novel
challenges for managing complexity and change. AI provides methods to address
these challenges and develop solutions.

This volume contains papers selected for presentation at the 4th Hellenic Con-
ference on Artificial Intelligence (SETN 2006), the official meeting of the Hellenic
Society for Artificial Intelligence (EETN). Previous conferences were held at the
University of Piraeus (1996), Aristotle University of Thessaloniki (2002) and the
University of the Aegean (2004). SETN conferences play an important role in
the dissemination of the innovative and high-quality scientific results in artificial
intelligence which are being produced mainly by Greek scientists in institutes
all over the world. However, the most important effect of SETN conferences is
that they provide the context in which AI researchers meet, get to know each
other’s work, as well as a very good opportunity for students to get closer to the
results of innovative artificial intelligence research. In addition, the conference
series seeks to raise international participation. This year we had submissons
from all over the world: USA, Australia, UK, Germany, Italy, France, Romania,
Spain, Denmark, Finland, Mexico, Korea, China.

SETN 2006 was organized by EETN, in collaboration with the Institute of
Computer Science of FORTH, and the Department of Computer Science of the
University of Crete. The conference took place in Heraklion, on the island of
Crete, during May 18–20, 2006.

The conference attracted 125 submissions, which underwent a thorough re-
viewing process; 43 of these were accepted as full papers. In addition, another
34 submissions were accepted as short papers. This proceedings volume includes
the full papers and extended abstracts of the short papers. An indication of
the scientific quality of the papers is that the International Journal of Artificial
Intelligence Tools decided to have a special issue based on the best papers of the
conference.

SETN 2006 was honored to have hosted invited talks by two distinguished
keynote speakers:

– “Planning with Stochastis Nets and Neural Nets” by Nikolaos Bourbakis,
OBR Distinguished Professor of Information Technology and Director of the
Information Technology Research Institute at Wright State University, USA

– “Data Mining using Fractals and Power Laws” by Professor Christos Falout-
sos of Carnegie Mellon University, USA



VI Preface

Finally, SETN 2006 included in its program an invited session on AI in Power
System Operation and Fault Diagnosis, chaired by Nikos Hatziargyriou.

The members of the SETN 2006 Programme Committee and the additional
reviewers did an enormous amount of work and deserve the special gratitude
of all participants. Our sincere thanks go to our sponsors for their generous
financial support and to the Conference Advisory Board for its assistance and
support. The conference operations were supported in an excellent way by the
Confious conference management system; many thanks to Manos Papagelis for
his assistance with running the system. Special thanks go to to Theodosia Bitzou
for the design of the conference poster, to Babis Meramveliotakis and Vassilis
Minopoulos for the design and maintenance of the conference Web-site, and
Maria Moutsaki and Antonis Bikakis for assisting with the preparation of the
proceedings. We also wish to thank Round Travel, the conference travel and
organization agent, and Alfred Hofmann, Ursula Barth and the Springer team
for their continuous help and support.

May 2006 Grigoris Antoniou
George Potamias

Costas Spyropoulos
Dimitris Plexousakis
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Planning with Stochastic Petri-Nets and
Neural Nets

Nikolaos Bourbakis

Information Technology Research Institute, Wright State University, USA
bourbaki@cs.wright.edu

Abstract. This talk presents a synergistic methodology based on gen-
eralized stochastic Petri-nets (SPN) and neural nets for efficiently devel-
oping planning strategies. The SPN planning method generates global
plans based on the states of the elements of the Universe of Discourse.
Each plan includes all the possible conflict free planning paths for achiev-
ing the desirable goals under certain constraints occurred at the problem
to be solved. The a neural network is used for searching the vectors
of markings generated by the SPN reachability graph for the appropri-
ate selection of plans. The SPN model presents high complexity issues,
but at the same time offers to the synergic important features, such as
stochastic modeling, synchronization, parallelism, concurrency and tim-
ing of events, valuable for developing plans under uncertainty. The neural
network does contribute to the high complexity, but it offers learning ca-
pability to the synergy for future use. An example for coordinating two
robotic arms under the constraints of time, space, and placement of the
objects will be presented.
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Data Mining Using Fractals and Power Laws

Christos Faloutsos

Department of Computer Science, Carnegie Mellon University, USA
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Abstract. What patterns can we find in a bursty web traffic? On the
web or on the internet graph itself? How about the distributions of
galaxies in the sky, or the distribution of a company’s customers in geo-
graphical space? How long should we expect a nearest-neighbour search
to take, when there are 100 attributes per patient or customer record?
The traditional assumptions (uniformity, independence, Poisson arrivals,
Gaussian distributions), often fail miserably. Should we give up trying
to find patterns in such settings? Self-similarity, fractals and power laws
are extremely successful in describing real datasets (coast-lines, rivers
basins, stock-prices, brain-surfaces, communication-line noise, to name
a few). We show some old and new successes, involving modeling of
graph topologies (internet, web and social networks); modeling galaxy
and video data; dimensionality reduction; and more.
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Abstract. In this work, we model speech samples with a two-sided generalized 
Gamma distribution and evaluate its efficiency for voice activity detection. Us-
ing a computationally inexpensive maximum likelihood approach, we employ 
the Bayesian Information Criterion for identifying the phoneme boundaries in 
noisy speech. 

1   Introduction 

A common problem in many areas of speech processing is the identification of the 
presence or absence of a voice component in a given signal, especially the determina-
tion of the beginning and ending boundaries of voice segments. In many cases voice 
activity detection (VAD), endpoint detection, speaker segmentation, and audio classi-
fication can be seen as similar problems and they share a common methodology. In 
this work, we are interested in off-line VAD algorithms that  are suitable for applica-
tions such as automatic transcription and speech segmentation in broadcast news. Our 
goal is to implement and evaluate a robust VAD and end-point detection algorithm 
under noisy conditions, various classes of noise, and short frames. Categorisation of 
audio signal at such a small scale has applications to phoneme segmentation and con-
sequently, to speech recognition and speech synthesis. In particular, speech synthesis 
requires accurate knowledge of phoneme transitions, in order to obtain a naturally 
sounding speech waveform from stored parameters. 

The detection principles of conventional VADs are usually based on the signal full-
band energy levels, subband short-energy, Itakura linear prediction coefficient (LPC) 
distance measure [1], spectral density, zero crossing rate, Teager energy operator [2], 
cepstral coefficients, line spectral frequencies, etc. Energy-based approaches have 
been proved to work relatively well in high signal to noise ratios (SNR) and for 
known stationary noise [1]. Moreover, these methods have been proved to be compu-
tationally efficient to such an extent that they allow real-time signal processing [3]. 
But in highly noisy environments the performance and robustness of energy-based 
voice activity detectors are not optimal. An important disadvantage is that they rely 
on simple energy thresholds, so they are not able to identify unvoiced speech seg-
ments like fricatives satisfactorily, because the latter can be masked by noise. They 
may also incorrectly classify clicking and other non-stationary noise as speech  
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activity. Furthermore, they are not always very efficient in real-world recordings 
where speakers tend to leave “artifacts” including breathing/sighing, teeth chatters, 
and echoes. Many efforts have been made to use adaptive schemes for noise estima-
tion but these are usually heuristic-based or limited to stationary noise. A discussion 
for classical and geometrically adaptive energy threshold methods can be found in [4]. 

Recently, much research discussion has been done regarding the exploration of the 
speech and noise signal statistics for VAD and endpoint detection. Statistical model-
based methods/approaches typically employ a statistical model with the decision rule 
being derived from the Likelihood Ratio Test (LRT) applied to a set of hypotheses 
[5]. These approaches can be further improved by incorporating soft decision rules [6] 
and High Order Statistics (HOS) [7]. The main disadvantage of statistical model-
based methods is that they are more complicated than the energy-based detectors 
regarding computation time and storage requirements, so they have limited appeal in 
online applications. Furthermore, model-based segmentation does not generalize to 
unseen acoustic conditions. 

In this paper, we present a statistical model-based method for VAD using the gen-
eralised version of the Gamma distribution and evaluate its performance in phoneme 
boundary identification under noisy environments. 

2   Voice Activity Detection Using the BIC Criterion 

Bayesian Information Criterion (BIC) is an asymptotically optimal method for esti-
mating the best model using only an in-sample estimate [8], [9]. It is an approxima-
tion to minimum description length (MDL) and can be viewed as a penalized maxi-
mum likelihood technique [10]. BIC can also be applied as a termination criterion in 
hierarchical methods for clustering of audio segments: two nodes can be merged only 
if the merging increases the BIC value. BIC is more frequently applied for speaker-
turn detection. However, nothing precludes its application to VAD. 

In BIC, adjacent signal segments are modelled using different multivariate Gaus-
sian distributions (GD) while their concatenation are assumed to obey a third multi-
variate Gaussian pdf, as in Fig.1.  The problem is to decide whether the data in the 
large segment fits better a single multivariate Gaussian pdf or whether a two-segment 
representation describes more accurately the data. A sliding window moves over the 
signal making statistical decisions at its middle using BIC. The step-size of the sliding 
window indicates the resolution of the system. 

The problem is formulated as a hypothesis testing problem. For the purpose of 
VAD, we need to evaluate the following statistical hypotheses: 

- H0: (x1,x2,...,xB)~N(μZ, Z): the sequence data comes from one source Z (i.e., noisy 
speech) 

- H1: (x1,x2,...,xA)~N(μX, X) and (xA+1,xA+2,...,xB)~N(μY, Y): the sequence data comes 
from two sources X and Y, meaning that there is a transition from speech utterance 
to silence or vice versa  

where xi are K-dimensional feature vectors in a transformed  domain such as Mel 
Frequency Cepstral Coefficients (MFCCs). In the example of Fig.1 X, Y, Z are 
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respectively the covariance matrices of the complete sequence Z and the two subsets 
X and Y while A and B-A are the number of feature vectors for each subset. 

 
 
 
 
 
 
 
 
 

Fig. 1. Models for two adjacent speech segments 

The GLR associated with the defined hypothesis test is 

  

R= L(z,μz ;Σz )

L(x,μx ;Σx )L( y,μy ;Σ y )
 (1) 

where, for example, 
  
L(x, μx ; Σx )  represents the likelihood of the sequence of feature 

vectors X given the multi-dimensional Gaussian process N (x,μx ;Σx ) . ( , ; )y yL y μ Σ  

and ( , ; )z zL z μ Σ are similarly defined. The distance between the two segments in 

Fig.1 is obtained using the log-value of this ratio,  

  
dR = − log R  (2) 

The variation of the BIC value between the two models  is given by [11] 

  
ΔBIC = − B

2
log ΣZ − A

2
log Σ X − B− A

2
log ΣY

 
  

 
  

+ λP  (3) 

  
P = 1

2
K + 1

2
K (K +1)

 

 
 

 

 
 × log B  (4) 

where P is the penalty for model complexity and  a tuning parameter for the penalty 
factor. Negative values of BIC indicate that the multi-dimensional Gaussian mix-
tures best fit the data, meaning that t is change point from speech to silence or vice 
versa. 

One advantage of BIC is that it does not involve thresholds, but there is still the 
penalty factor  which is depended on the type of analysed data and must be estimated 
heuristically [12]. Also, BIC tends to choose models that are too simple due to heavy 
penalty on complexity. Nevertheless, BIC is a consistent estimate and various algo-
rithms based on this criterion have extended the basic algorithm combining it with 
other metrics such as Generalized Likelihood Ratio (GLR), Kullback-Leibler (KL) 
distance, sphericity tests and other HOS [7]. 

Y~N(μY, Y) t

Z~N(μZ, Z) 

X~N(μX, X) 

1 2 A A+1 A+2 B 

A feature vectors B-A feature vectors

…      …
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 variant of BIC that attempts to deal with some of the problems mentioned above 
is DISTBIC [11]. The algorithm performs two steps. The first step uses a distance 
computation to choose the possible candidates for a change point. Different criteria 
such as KL and GLR can be applied to this pre-segmentation step. The second step 
uses the BIC to validate or discard the candidates determined in the first step.  

3   Speech Distributions 

One common assumption for most VAD algorithms that operate in the DFT do-
main, such as DISTBIC, is that both noise and speech spectra can be modelled sat-
isfactorily by GDs. Furthermore, using a transformed feature space, it is possible to 
assume that these two Gaussian random processes are independent of each other. 
When both speech and noise are Gaussians the Minimum Mean-Squared Error Es-
timator (MMSE) estimator is linear and the spectral coefficients of the filter are 
real. Consequently, the clean speech and noisy coefficients differ only in magni-
tude. In such cases, maximum a posteriori estimators can be used to determine the 
signal parameters. Another reason for selecting GD in parametric modelling is the 
central limit theorem. This justifies the GD for speech signals in the DFT domain. 
Generally, GDs are simple to use, their properties are theoretically clear and conse-
quently, they have been used extensively for statistical modelling in VAD and gen-
erally in speech processing. 

Nevertheless, previous work has demonstrated that Laplacian (LD), Gamma ( D), 
and the Generalized Gaussian Distribution (GGD) can yield better performance than 
GD. Using likelihoods, coefficients of variation (CVs), and Kolmogorov-Smirnov 
(KS) tests, [13] has concluded that LD is more suitable for approximating active voice 
segments in most cases and for different frame sizes. More specifically, LD fits well 
the highly correlated univariate space of the speech amplitudes as well as the uncorre-
lated multivariate space of the feature values after a Karhunen- Loeve Transformation 
(KLT) or Discrete Cosine Transformation (DCT) [14]. 

While some reports attest that LD offers only a marginally better fit than GD, this 
is not valid when silence segments are absent from the testing [13]. The reason is that 
while clean speech segments best exhibit Laplacian or Gamma statistical properties 
the silence segments are Gaussian random processes. [15] and others have also as-
serted that Laplacian and Gamma distributions fit better the voiced speech signal than 
normal distributions. 

Both LD and GD are members of the family of exponential distributions and can 
be considered as special cases of D. They are specified by the location and the scale 
parameters. But the LD compared to GD has a sharper peak and a wider spread so that 
samples far from the mean are assigned a higher likelihood than in GD. Due to this 
property of the decreased likelihood, in segments that include periods locally deviat-
ing from the model the correct hypothesis is less likely to be rejected. On the other 
hand, both distributions have insufficient representation powers with respect to the 
distribution shape [16]. 
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4   DISTBIC Using Generalized Gamma Distribution 

Our goal is to accomplish the task of phoneme boundary identification without any 
previous knowledge of the audio stream while achieving a robust performance under 
noisy environments. For this purpose, we try to improve the performance of the 
DISTBIC algorithm in VAD. In order to model the signal in a more theoretically 
complete manner and to conform to the experimental findings mentioned in Sect. 3, 
we need to consider generalized versions of distributions that have GD and LD as 
special cases. A generalized LD (GLD) [16] or the two-sided generalized gamma 
distribution (G D) [17] for an efficient parametric characterization of speech spectra 
can be used. In this paper, we modify the first step of the DISTBIC algorithm by 
assuming a G D distribution model for our signal in the analysis windows. Let us call 
the proposed method DISTBIC-  from now on. 

The G D is an extremely flexible distribution that is useful for reliability model-
ling. Among its many special cases are the Weibull and exponential distributions. It is 
defined as 

  
fx (x)= γβη

2Γ(η)
|x|ηγ −1e−β |x|γ  (5) 

where (z) denotes the gamma function and , ,  are real values corresponding to 
location, scale and shape parameters. GD is a special case for =2 and =0.5, for ( =1 
and =1) it represents the LD, while for ( =1 and =0.5) it represents the common 

D. 
The parameter estimation of this family of distributions with both known and un-

known location parameters can be achieved using the maximum likelihood estimation 
(MLE) method. Unfortunately, estimating the parameters of these distributions with 
MLE in an analytic way is difficult because the maximised likelihood results in 
nonlinear equations. Regarding GLD, the location parameter can be numerically de-
termined by using the gradient ascend algorithm according to the MLE principle. 
Using a learning factor we can then reestimate the location value that locally maxi-
mizes the logarithmic likelihood function L, until L reaches convergence. Using this 
value and the data samples we can determine the scale and shape parameters. It must 
be stated that in MLE it is difficult to apply the same analytical procedure for the 
shape parameter and moreover the convergence of the gradient method is not always 
good [16]. The principal parameters of G D are estimated similarly according to the 
MLE principle. A computationally inexpensive on-line algorithm based on the gradi-
ent ascent algorithm is introduced in [17]. Here, we use the online ML algorithm 
proposed by [18]. Given N data 

  
x = {x1, x2 ,...xN } of a sample and assuming the data 

is mutually independent, we iteratively update the statistics 

$ ( )
1 1( ) (1 ) ( 1)

n
nS n S n x

γ
λ λ= − − +  (6) 

$ (

2 2
)

( ) (1 ) ( 1) log
n

nS n S n x
γλ λ= − − +  (7) 
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$ $

3 3

( ) ( )
( ) (1 ) ( 1) log

n n
n nS n S n x x

γ γ
λ λ= − − +  (8) 

over the frame N values, updating each time the parameter  as 

$ $
$

3
2

1

1 ( )
( 1) ( ) ( )

( )( )

S n
n n S n

S nn
γ γ μ

η
+ = + + −  (9) 

where  is a forgetting factor and μ is the learning rate of the gradient ascent ap-

proach. Using appropriate initial estimates for the parameters (e.g. $(1) 1γ = , which 
corresponds to GD or LD), we are able to recursively estimate the remaining parame-
ters by solving the equations: 

$ $
0 2 1( ( )) - log ( ) ( ) - log ( )n n S n S nψ η η =  (10) 

�
$

1

( )
( )

( )

n
n

S n

ηβ =  (11) 

where 0 is the digamma function. The left part of (10) is monotonically increasing 

function of $( )nη , so we are able to uniquely determine the solution by having an 
inverse table. 

The proposed algorithm, DISTBIC- , is implemented in two steps. First, using a 
sufficiently big sliding window and modelling it and its adjacent sub-segments  using 
G D instead of GD, we calculate the distance associated with the GLR. Here, as in 
[14], we are making the assumption that both noise and speech signals have uncorre-
lated components in the DCT domain.  Depending on the window size, this assump-
tion gives a reasonable approximation for their multivariate PDFs using the marginal 
PDFs. A potential problem arouses when using MLE for short segments [17]. Never-
theless, we can relax the convergence conditions of the gradient ascend method and 
still yield improved results. Then, we create a plot of the distances as output with 
respect to time and filter out insignificant peaks using the same criteria as [11].  

In the second step, using the BIC test as a merging criterion we compute the BIC 
values for each change point candidate in order to validate the results of the first step. 
Because small frame lengths suggest a GD according to [13] and due to the length 
limitation of the [18] method for G D parameter estimation, we choose to use Gaus-
sians in this step. 

5   Experiments 

The testing of automatic phoneme boundary detection requires an expansive, anno-
tated speech corpus. In order to evaluate the performance of the proposed method, 
two sets of preliminary experiments on VAD were conducted on two different cor-
pora. In the first experiment we compare the efficiency of the proposed method using 
samples from the M2VTS audio-visual database [19]. In our tests we used 15 audio 
recordings that consist of the utterances of ten digits from zero to nine in French. We 
measured the mismatch between manual segmentation of audio performed by a  
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human transcriber and the automatic segmentation. Samples were manually seg-
mented or concatenated using sound editing software. The human error and accuracy 
of visually and acoustically identifying break points were taken into account. In the 
second set of experiments we used samples from the TIMIT dataset [20] totaling 100 
seconds of speech time. For both experiments we used the same set of parameter 
values and features were used (500ms initial window, 5ms shift of analysis window, 
first 12 MFCCs for GD, 10 DCTs for G D, =7). White and babble noise from the 
NOISEX-92 database [21] was added to the clean speech samples at various SNR 
levels ranging from 20 to 5 dB.  

The errors that can be identified in VADs are distinguished by whether speech is 
misclassified as noise or vice versa, and by the position in an utterance in which the 
error occurs (beginning, middle or end). A point incorrectly identified as a change 
point gives a type-2 error (false alarm) while a point totally missed by the detector is a 
type-1 error (missed detection). The detection error rate of the system is described by 
False Alarm Rate (FAR) and Missed Detection Rate (MDR) defined below. ACP 
stands for the Actual Change Points in the signal as determined by human in our case. 

FAR=
number of FA

number of AST + number of FA
* 100%  (12) 

  
MDR=

number of MD

number of AST
* 100%  (13) 

A high value of FAR means that an over-segmentation of the speech signal is obtained 
while a high value of MDR means that the algorithm does not segment the audio signal 
properly. The results for the VAD error rates are illustrated in Table 1, 2, 3, and 4. 

Table 1. Performance of VAD in M2VTS (voiced phonemes) 

  DISTBIC-  DISTBIC 
Noise SNR FAR (%) MDR(%) FAR (%) MDR(%) 

(clean speech) - 22.6 16.4 27.5 19.2 
White 20 24.8 19.7 29.4 23.4 
White 10 25.1 20.3 30.5 24.4 
white 5 28.2 23.5 35.4 29.8 
babble 20 27.5 21.3 32.7 24.7 
babble 10 28.8 24.1 34.9 28.4 
babble 5 31.4 26.8 38.5 32.7 

Table 2. Performance of VAD in TIMIT (voiced phonemes) 

  DISTBIC-  DISTBIC 
Noise SNR FAR (%) MDR(%) FAR (%) MDR(%) 

(clean speech) - 25.5 17.1 31.4 19.6 
white 20 26.9 18.5 32.2 23.2 
white 10 29.4 22.8 33.3 26.9 
white 5 32.4 25.0 38.8 31.9 
babble 20 30.5 20.6 33.8 25.6 
babble 10 31.8 24.4 36.6 29.3 
babble 5 34.9 27.7 40.8 35.3 
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Table 3. Performance of VAD in M2VTS (voiced + unvoiced phonemes) 

  DISTBIC-  DISTBIC 
Noise SNR FAR (%) MDR(%) FAR (%) MDR(%) 

(clean speech) - 27.5 18.2 29.9 21.5 
white 20 28.9 19.4 32.5 23.9 
white 10 30.3 22.5 35.4 28.0 
white 5 34.1 25.9 39.8 33.1 
babble 20 28.8 21.6 33.5 26.2 
babble 10 31.6 24.2 37.6 31.4 
babble 5 36.1 28.0 42.4 37.5 

Table 4. Performance of VAD in TIMIT (voiced + unvoiced phonemes) 

  DISTBIC-  DISTBIC 
Noise SNR FAR (%) MDR(%) FAR (%) MDR(%) 

(clean speech) - 28.3 18.7 32.1 24.5 
white 20 31.2 20.9 34.5 25.7 
white 10 33.1 24.4 37.5 30.5 
white 5 35.7 28.5 40.4 36.4 
babble 20 33.1 22.1 35.0 27.8 
babble 10 34.0 25.8 38.6 32.5 
babble 5 36.5 29.1 43.5 38.7 

Comparing the four tables, we can deduce that there is notable improvement espe-
cially at low SNR levels. These results showed that the VAD accuracy of the pro-
posed method DISTBIC-  is improved by an average of 16% in FAR and 23.8% in 
MDR compared to that of the conventional DISTBIC method. We can also indicate 
the improvement in the recognition of unvoiced speech elements. The improved re-
sults denote the higher representation power of the G D distribution. 

6   Conclusions 

The identification of phoneme boundaries in continuous speech is an important prob-
lem in areas of speech synthesis and recognition. As we have seen, there are numer-
ous combinations worth exploring for offline 2-step speech activity detection. We 
have demonstrated that by representing the signal samples with a G D we are able to 
yield improved results than simple normal distributions. We concluded that the Gen-
eralised Gamma model is more adequate characterising noisy speech than the  
Gaussian model. This conforms with the findings of [22]. Also, despite making as-
sumptions on the correlation of distribution components for the computation of the 
likelihood ratio in G D, the proposed algorithm, DISTBIC- , yielded better results 
than DISTBIC especially in noisy signals. Using the KL distance instead of GLR we 
could further improve the system performance since the first offers better discrimina-
tive ability [23]. Nevertheless, the size of experiments was limited and the computa-
tion time was multiple times greater for the method with G Ds than using the simple 
DISTBIC algorithms. An open problem worth investigating is the criterion for con-
vergence in the gradient ascend algorithm.  
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Abstract. As the field of Intelligent Virtual Agents evolves and advances, an 
ever increasing number of functional and useful applications are presented. 
Intelligent Virtual Agents have become more realistic, intelligent and sociable, 
with apparent and substantial benefits to domains such as training, tutoring, 
simulation and entertainment. However, even though many end-users can enjoy 
these benefits today, the development of such applications is restricted to 
specialized research groups and companies. Obvious and difficult-to-overcome 
factors contribute to this. The inherent complexity of such applications results 
in increased theoretical and technical requirements to their development. 
Furthermore, Intelligent Virtual Agent systems today typically offer ad hoc, if 
any, design and development means that lack completeness and a general-
purpose character. Significant efforts have been successfully made towards 
deriving globally accepted standards; nevertheless these mostly focus on 
communication between heterogeneous systems and not on design and 
development. In this paper, we present our current efforts towards a novel 
architecture for Intelligent Virtual Agents which is based on our previous work 
in the field and encompasses the full range of characteristics considered today 
as fundamental to achieving believable Intelligent Virtual Agent behaviour. In 
the spirit of enabling and easing application design and development, as well as 
facilitating further research, our architecture is tightly coupled with a behaviour 
specification language that uniformly covers all aspects and stages of the 
development process. We also present the key guidelines for a minimal but 
functional implementation, aimed in validation and experimentation. 

1   Introduction 

A number of approaches have been attempted until today to deliver believable 
synthetic character applications using Intelligent Virtual Agents (IVAs). Some are 
based in integrating individual components, most usually designed and implemented 
by separate research groups or companies; others, of a more top-down nature, design 
and implement their systems from scratch, most often expanding on previous own 
work. A common conclusion emerging from most, if not all, attempts, is that 
believability in synthetic characters, whether these be virtual humans, animals or even 
imaginary beings, demands coexistence and cooperation of a set of features. This set 
includes at least the following: perception of and action upon a simulated 3D world 
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implemented as a Virtual Environment (VE); a solid AI background for planning, 
belief representation and reasoning on the world, the character’s self and other 
characters; emotion; agent-human interaction. In addition, in order for frameworks 
incorporating these characteristics to be actually useful rather than serving a specific 
predefined application or set of applications, a means to define the world contents, 
agent behaviour and interactions must be available. 

SOAR [1] is a reasoning system preferred by many of those following the 
component integration approach. SOAR has been used to drive STEVE [2], a virtual 
human-like agent originally designed to support various forms of training for humans, 
also incorporated in more complex applications such as the Mission Rehearsal System 
[3] used in military crisis situations training and, lately, negotiation modelling [4]. 
Closer to the top-down architectural approach, the FearNot project [5] aims in 
experimentation with children in bullying situations. The system is based on the 
concept of emergent narrative [6] which requires the plot and dialogue evolution to 
emerge, based on the participants’ personalities, beliefs and intentions, rather than be 
generated by structures of predefined rules. Another synthetic character architecture 
focusing mostly on virtual humans and their uses in simulation is ACE [7], which 
offers a degree of flexibility in scenario design through the use of plugins. 

The above mentioned projects along with a surplus of others, represent substantial 
progress in using IVAs for real-world applications with an actual benefit for the 
participants, as well as notable examples of theory put to working practice. Each, to a 
certain degree, incorporates some, or all, of the crucial features discussed above. 
However, they remain research systems with little or unclear potential to employ in 
mass-production of synthetic character applications, at least at their current stage. 
Towards this direction, the availability of a design and definition technique becomes 
essential. Such techniques, ranging from Shoham’s Agent0 agent-oriented 
programming language [8], formal definition languages such as Z as it has been used 
for defining agents [9] and graphical environments such as SOAR’s ViSoar, to 
scripting languages such as those offered by Transom JACK and HUMANOID [10], 
seem to be insufficient and inappropriate for today’s synthetic character systems as 
they do not address the full range of requirements listed above. Also, software 
toolkits, such as AgentBuilder [11], Jack agents [12] and others, are available for 
implementation of agent applications but, in each case, they lack important features 
such as emotion, physical modelling and interaction, belief representation, planning or 
reasoning. 

A diversity of emotional models have been used, from the time their importance in 
believability has first been emphasized on in projects like Oz [13]. These range from 
simple models where emotions are modelled as gauges whose value varies over time 
according to a predefined format, to far more advanced ones, such as the appraisal 
theory [14] and the OCC model [15]. 

As an overall conclusion, today’s systems and frameworks, either lack features that 
are crucial to believability, or lack the means to define applications that will take 
advantage of such features and address real-world needs. 

In this paper, we present our own attempts to address this problem through a novel 
synthetic character framework, based on our previous work in the field [16] and 
offering the full range of features crucial to believability, together with a consistent 
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and uniform definition means for IVAs and their VE. This paper intends to present the 
framework’s overall architecture and functionality, rather than provide a detailed and 
exhaustive analysis of its design, as this would require substantially more space and a 
technical discussion. 

2   Architecture Overview 

Virtual agents, whether intelligent or not, inhabit VEs; this relationship is reflected on 
our framework in a not only conceptual, but also structural manner. At the highest 
level, the framework can be seen as a set of agent components implementing IVAs, 
interacting with a world component implementing a VE. This interaction involves 
sensory data agents receive from, as well as action data they send to, the world. 

Agents and worlds are also subdivided into further components with specific 
interactions with each other. This high-level view of the framework is illustrated in 
the following diagram, where a single agent interacts with a world. 

 

 

Fig. 1. Architecture overview 
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As shown in the diagram, in addition to a world and agent(s), the framework also 
involves definitions for the agents as well as the world. A world definition is an XML 
file describing the contents and functionality of a VE. An agent definition is the means 
to achieve a specific IVA behaviour within the context of the framework. Agent 
definitions are based on a novel version of our VAL language [17] which has been 
redesigned to comply with the framework’s requirements for uniform definition of 
both mental and physical aspects of an IVA. Definitions can be modified at runtime, 
offering a high degree of flexibility in application design and experimentation. 

3   World 

The modelling approach adopted by the world specifies that a VE is modelled as a 
three-dimensional space of finite dimensions containing items. 

An item is an abstraction for a real- (or even an imaginary-) world object, a 
property of the world, an event and others. Items are manifested at mainly two levels. 
At one level, the item’s virtual-reality-related aspects are defined. This enables the 
item to be rendered on a computer graphics context, generate sound, exhibit simulated 
physical properties such as volume, mass and structure, as well as move, animate and 
generally alter its appearance and other properties. It is defined as the item’s virtual 
representation. At the other level, the item’s semantic content is defined using a 
Prolog-like symbolic notation. This enables the item to be sensed or acted-upon by an 
agent. It is defined as the item’s semantic representation. The two representations are 
tightly coupled as they essentially describe the same thing from different perspectives, 
at different levels of abstraction and for different purposes. Specific relationships are 
provided within a world definition to link semantic with virtual properties, essentially 
ensuring that the two representations are consistent at all times. 

Interaction with items is possible through access points. An access point is linked 
to an element of the virtual and/or semantic representation and specifically defines 
how these are modified when it is accessed. An access point is virtually represented as 
a subtotal of the item’s virtual representation and can be uni- (a point), two- (a 
surface) or three-dimensional (a volume). 

A semantic representation is needed because the architecture does not specify any 
mechanism for extracting semantic information from sensory data. Therefore, 
semantic information needs to be provided to an agent’s sensors rather than generated 
from image or sound data. This approach enables satisfactorily functional sensory 
processes without the need for complicated and error-prone image and sound analysis 
techniques. It is a solution suiting a very large application domain without substantial 
tradeoffs apart from the extra effort required to derive a symbolic representation. 

A sample world definition in XML is shown below: 

<world version="1.0" name="sampleWorld"> 
  <info contentVersion="1.0.1.1211.b" 
    date="12/11/2005" 
    author="G. Anastassakis" 
    organization="" 
    email="" 
  /> 
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  <dimension x="1024.0" y="128.0" z="1024.0"/> 
  <scene name="sampleScene"> 
    <spawnLocation name="sampleSpawn" 
      location="0.0, 0.0" 
    /> 
    <item name="sampleItem" 
      class="BaseItem" 
      translation="0.0, 0.0, 0.0" 
      rotation="0.0, 1.0, 0.0, 0.0" 
      scale="1.0, 1.0, 1.0" 
    > 
      <dimension x="0.0" y="0.0" z="0.0"/> 
      <virtualModel> 
        <element class="X3D" version="" 
          source="sampleWorld.x3d" 
        /> 
      </virtualModel> 
      <semanticModel> 
        <element name="powerLed" initial="1" 
          default="0" domain="[on, off]" 
        > 
          <binding class="X3D" 
            target="led01Mat.emissiveColor" 
          > 
            <valueBinding semanticValue="on" 
              virtualValue="255 64 64" 
            /> 
            <valueBinding semanticValue="off" 
              virtualValue="64 64 64" 
            /> 
          </binding> 
        </element> 
      </semanticModel> 
    </item> 
  </scene> 
</world> 

The above sample, which is simplified to serve the discussion, defines a world with 
a single item whose virtual model is represented by an X3D (the successor of VRML) 
scene graph. On the other hand, the item’s semantic model defines a single element 
which is the symbolic equivalent of a node in the scene graph visually representing a 
power led. The two values defined for the powerLed symbol are bound to two 
individual values of the power led node’s emissive colour property, essentially linking 
the two instances of the symbol (“powerLed(on)” and “powerLed(off)”) to two 
different visual states. 

Ideally, these two representations of an item – virtual and semantic – should be 
equivalent. The degree to which this is desired is up to a given application’s designer 
to decide and comply with. It is expected, though, that a semantic representation will 
be less detailed than its virtual counterpart, as the amount of information required for 
functional item-agent interactions is generally less, as this information is of higher 
level, than that required for realistic visual and auditory rendering. 
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Sensory operations as well as interaction with items consist of semantic data only. 
This data are derived from the symbolic representation of the items involved and are 
subject to certain rules which essentially drive data generation. For instance, a sensory 
operation aiming to provide an agent with symbolic data corresponding to which 
items they can “see” when at a certain location in the VE is subject to range and 
obstruction rules derived from a line-of-sight vicinity model. Similarly, items that 
represent sounds have a time-limited lifespan which represents fade-out of sounds in 
the real-world – although longer so that agents that, in contrast to humans, operate on 
a discrete time domain, can also “hear” them. 

Interaction between agents and human users is possible, but not required for the 
framework’s operation. According to a given application’s demands, a human user 
can “take-over” an agent and gain complete control over its behaviour, immerse into 
the world and be perceived by other agents as another agent. A different scenario 
might involve special kinds of items that will enable transfer of information between a 
human user and an agent inside the world, such as items representing speech, etc. In 
any case, human-agent interaction follows the same rules that apply to any other kind 
of interaction in the world. 

4   Mental Layer 

The mental layer of an agent consists of several components operating concurrently. 
This component-based nature of the framework’s architecture enables extensions on a 
per-component basis, with no modifications to other components necessary. In 
addition, concurrent operation ensures that no processing time is wasted while a 
component waits for another to complete its operation, essentially resulting in optimal 
utilization of a multi-processing execution context’s capabilities. A synchronization 
mechanism ensures data safety at all times, by scheduling data access requests as 
issued by components. 

It must be noted that the behaviour of each component described below is defined 
by an agent definition to suit the requirements of a particular application. The general 
form of an agent definition is shown below in XML syntax: 

<agent name="smith"> 
  ... 
  <(component)> 
    ... (component definition) 
  </(component> 
  ... 
</agent> 

In the above example, “(component)” is a placeholder for a component name, such 
“KnowledgeBase”, “Reasoning”, etc, whereas the enclosed component definition 
defines the specific component’s behaviour as well as its interactions with other 
components. 

Following in this section, each component is described in an order of increasing 
number of functional dependencies to other components. 
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4.1   Knowledge Base 

The Knowledge Base (KB) reflects the agent’s “knowledge” up to a certain point in 
time. It contains Prolog-like symbolic data. It is roughly based on the BDI model [18] 
which enables symbolic representation of beliefs and goal-driven behaviour, yet 
introduces certain structural and semantic features. For instance, an IVA’s abilities, as 
well as its emotional state – defined later in this text, are reflected by reserved 
symbols in the KB’s beliefs section. This enables the IVA to be aware of its abilities 
and emotions, a fact that, as discussed later, directly affects action selection and 
planning. The KB also contains the agent’s memory which stores subsets of beliefs 
representing episodes along with a timestamp. Episodes are retrievable either by 
context or by temporal conditions. 

All components – with a few exceptions – exchange information only with the KB 
which acts as a synchronized data manager required for concurrent operation.  

4.2   Logic-Based Reasoning 

This component consists of a meta-interpreter able to produce beliefs according to a 
set of rules. It enables refinement of beliefs to various abstraction levels. It also 
provides the necessary facilities for simple reasoning such as arithmetics, spatial and 
temporal reasoning, resolution of action preconditions, and others. 

The meta-interpreter maintains a set of rules, following a Prolog-like syntax, that 
define expressions. When the body of a rule can be unified with beliefs from the KB, 
the instantiated rule head is either asserted into the KB as a new belief, or used during 
reasoning, ability precondition resolution, etc. This process ensures availability of 
beliefs of an arbitrarily higher conceptual level than that of plain sensory data. 

4.3   Perception and Action 

This lowest level of an agent’s mental layer enables production of complex symbolic 
constructs using sensory rules that are applied to sensory data, as well as 
decomposition of high-level actions to action primitives that will be sent to the world 
during action operations. For instance, data involving the absolute locations of a 
group of items might be processed based on a meta-interpreter rule to produce facts 
about the items’ arrangement and relative positions. Similarly, a location-change 
action involving a certain destination might trigger a path finding mechanism to 
generate a path to the destination traversable by primitive movement actions only. 
Essentially, these primitive actions are the analogue of the abilities of a real-world 
living creature’s physical body, as well as of higher-level actions that are performed 
automatically, with little or no reasoning – to a certain extent and given certain 
preconditions – by a real-world intelligent creature. Such actions include walking, 
grasping, speaking, sitting on a chair, climbing a ladder, or even driving a car. 

An action is the result of the application of an ability. An ability is a definition for 
an action the IVA can perform, consisting of a set of preconditions and effects defined 
symbolically. Preconditions consist of a set of expressions that must evaluate as true 
in order for an ability to be applicable. On the other hand, effects specify desired 
changes to the VE referred to as world effects, as well as expressions that will be 



20 G. Anastassakis and T. Panayiotopoulos 

asserted, retracted, or evaluated against, the KB, representing desired changes to the 
IVA’s mental state and referred to as agent effects.  

Effects can be action primitives directly executable by effectors, low-level actions 
processed by the Action component, or actions defined by other abilities. This way, 
definition of abilities of various levels of complexity is possible. In order for a 
complex ability to be applicable, its own preconditions as well as preconditions of all 
abilities referenced by its effects, must evaluate as true. Similarly, a complex ability’s 
low-level action primitive set consists of its own action primitives as well as action 
primitives produced by the Action layer by processing the effects of all abilities 
referenced by the complex ability’s effects, recursively. 

Apart from exchanging information with the KB, the Perception and Action 
components are also able of immediate information interchange. This feature enables 
efficient reactive behavioural elements that require little reasoning restricted only to 
sensory rules. 

4.4   Emotions and Drives 

Crucial to believability, emotions are modelled as gauges whose value changes over 
time between two extremes, tending towards an idle value. Emotions can affect each 
other on a per-change or a per-value basis. Drives can also be defined upon the same 
mechanism. The selection of emotions and drives to be defined for a particular 
application is up to the application designer and not specified by the architecture. This 
enables definition of and experimentation with a variety of affective models 
appropriate for a range of applications. A (simplified) emotion definition that would 
appear inside the “Emotion” component’s definition is shown below in XML syntax: 

 
<emotion name="comfort" min="-100" max="100" idle="30" 
  initial="0" change="0.01"> 
  <emotionEffect target="mood" value="0.2"> 
</agent> 
 
The above sample presents a definition for a “comfort” emotion which might, for 

instance, represent the degree to which an IVA “feels” comfortable with their 
surroundings. The value of the defined emotion ranges between -100 and 100, is 
initially equal to 0 and changes over time towards 30 at a rate of 0.01 per ms. Also, 
the enclosed “emotionEffect” element defines that each positive unit change to the 
value of the “comfort” emotion will result in a contribution of 0.2 to the value of 
another emotion named “mood”. 

It is important to note that, as mentioned earlier, an IVA’s emotional state is 
reflected by specific beliefs in the KB; therefore, emotional conditions can be 
seamlessly employed to define ability preconditions. In addition, specific action 
primitives are reserved to represent changes to emotion values; hence an action can 
have specifically defined impact to an IVA’s emotional state as well. This is shown in 
the shortened and simplified example below, which presents, in XML syntax, a 
definition of an ability: 
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<ability name="pickup(Item)"> 
  
<preconditions>...,fatigue(X),X<10,...</preconditions> 
  <effects>...,-fatigue(X),+fatigue(X+1),...</effects> 
</ability> 
 
The example shows how, in order for a “pickup” action to be available, the value 

of “fatigue” emotion must be less than 10, as well as how execution of the “pickup” 
action positively contributes to the value of the “fatigue” emotion. 

4.5   Planning 

Planning in our architecture is performed by a STRIPS-based planner operating on the 
same symbolically defined abilities as those used by the Perception and Action layers. 
Planning is goal-driven, based on goals contained in the KB’s Desires section. 

Plan generation is affected by emotions in the same way as actual plan execution. 
More specifically, the contribution, either negative or positive, of each particular action 
selected by the planning process is taken under account while planning, simulating the 
actual emotional impact that this action would have if executed. This feature greatly 
contributes to an IVA’s behavioural believability as, not only its immediate actions, 
but also its long-term course of action, exhibit an emotion-affected character. 

5   Virtual Layer 

Being the lowest level of an agent, the virtual layer represents the functionality of an 
IVA’s simulated physical body. This body is not only there for visualization purposes; 
it plays an important part in the framework’s functionality as all interaction between a 
world and an agent is carried-out through it. For this reason, an agent definition also 
involves definition of various aspects of a virtual layer. 

The two main components of a virtual layer are Sensors and Effectors. Sensors are 
responsible for gathering symbolic information sent by the world as a result of a 
sensory operation, forming them into symbolic constructs and delivering them to the 
Perception component for further processing. Likewise, effectors are responsible for 
breaking-down symbolically represented action primitives received by the Action 
component and sending them to the world during an action operation. 

As the mental layer’s functionality is affected by Emotions and Drives, so is the 
virtual layer’s. A set of attributes representing physical properties affect reception of 
sensory information and the outcome of actions in a way that simulates the 
corresponding effect on an actual physical body. For instance, a “tiredness” attribute 
of increased value might cause a sensory operation to receive partial data simulating a 
living creature missing-out information when sensing its surrounding environment 
while being tired and, therefore, inattentive. Similarly, a “constitution” attribute of 
reduced value might cause a targeting action to fail when an IVA tries to access an 
item’s access point. Attributes function similarly to Emotions and Drives, that is, their 
values can be varying over time, or be constant. Attribute values, behaviour and 
relationships to sensory and action operations are seamlessly defined by agent 
definitions, as higher-level components are, essentially enabling uniform and 
consistent definition of all aspects, both virtual and mental, of an IVA. 
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6   Implementation 

Implementation decisions were taken along a number of key guidelines. First, the 
framework should constitute a contemporary software product, able to take full 
advantage of today’s technologies for data manipulation, intuitive user interfacing, 
distributed operation – aiming in effective workload management – and others. 
Additional requirements include concurrent operation of components, platform 
independence, maintainability and extendibility. Finally, the framework should be 
easily accessible and deployable by end users. 

For the above reasons, we have chosen Java as the main platform for 
implementation of our framework. Distributed operation is achieved by enabling 
component communication through TCP/IP, effectively allowing a given application 
to be deployed over networks of various extents, ranging from small LANs to the 
Internet. Concurrency is achieved by implementing each component as a discrete 
thread – or a group of threads – and providing a synchronization mechanism to 
achieve thread safety for data accessed by multiple or all threads, such as, for 
instance, the Knowledge Base. 

Additionally, a number of freely available, cross-platform Java-based libraries have 
been chosen, including SAX for XML parsing, Java3D for VE rendering and Xj3D 
for VRML and X3D (VRML’s successor) files parsing. Apart from the availability of 
such libraries, the choice of Java guarantees platform-independence, as well as strong 
support by the community, a crucial factor in maintainability and extendibility of a 
software product. 

Concluding, all forms of symbolic representation and processing, including 
symbolic reasoning and planning, have been implemented in SICStus Prolog. 
Interfacing between SICStus Prolog and Java is based on the Jasper library which is 
part of the SICStus package. 

7   Conclusions and Future Work 

We have presented our current efforts towards an architecture that encompasses the 
full range of characteristics that are today considered as crucial to believable IVA 
behaviour. Our architecture also exhibits a number of additional features, including a 
by-definition component-based extendible nature, strong focus on intelligence 
capacities of IVAs, as well as a uniform tool for defining applications, supporting 
both the VE and IVA aspects at a conceptual, implementation-independent level. We 
have also presented the guidelines for a minimal but functional implementation which 
we aim to employ in defining and running evaluation and experimentation scenarios. 

The admittedly simplistic approach upon which some components, such as the 
Emotions and Drives component, are designed, may nonetheless substantially contribute 
to agent behaviour in terms of believability, if carefully-designed definitions are 
provided – especially as to the rate of emotion value change over time and interactions 
between emotions. In any case, the Emotions and Drives component can be re-designed 
based on more sophisticated approaches without the need for modifications to other 
components, as explained before. The same also applies to the Planning component and 
various aspects of Sensors and Effectors, such as pathfinding, etc. In fact, one of the key 
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purposes of this framework is to act, in extended versions, as a testbed for various 
methodologies and technologies requiring co-operation with other components in order 
to generate believable IVA behaviours. 

Future work includes focus on individual components, so that more sophisticated 
approaches to various aspects of the framework will collectively enhance its 
functionality. In particular, we intend to explore potential improvements to emotional 
modelling, planning and agent-human interaction. Specifically with respect to emotion, 
we intend to investigate the use of a more advanced theory of emotion such as the 
appraisal theory or the OCC model. We also mean to explore several areas untouched 
by the current version of our architecture, such as verbal and non-verbal communication 
and expression, through speech synthesis and recognition, facial expressions, gaze 
control and gesture generation. We also plan to design various scenarios and use them to 
isolate potential real-world uses as well as problems and lacking features. Furthermore, 
we intend to provide complete and formal syntax and semantics for our behaviour 
specification language based on VAL. In conclusion, we intend to evolve our 
framework towards being able to serve as both a basis for contemporary research as 
well as a means to design and run functional applications. 
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Abstract. In this paper a new maximum a posteriori (MAP) approach
based on mixtures of multinomials is proposed for discovering proba-
bilistic patterns in sequences. The main advantage of the method is the
ability to bypass the problem of overlapping patterns in neighboring po-
sitions of sequences by using a Markov random field (MRF) prior. This
model consists of two components, the first models the pattern and the
second the background. The Expectation-Maximization (EM) algorithm
is used to estimate the model parameters and provides closed form up-
dates. Special care is also taken to overcome the known dependence of
the EM algorithm to initialization. This is done by applying an adaptive
clustering scheme based on the k-means algorithm in order to produce
good initial values for the pattern multinomial model. Experiments with
artificial sets of sequences show that the proposed approach discovers
qualitatively better patterns, in comparison with maximum likelihood
(ML) and Gibbs sampling (GS) approaches.

Keywords: Pattern discovering, Markov random field, mixture of multi-
nomials model, Expectation-Maximization (EM) algorithm.

1 Introduction

Discovering patterns in sequences is an important problem in many application
areas, such as bioinformatics, web mining, etc. Given a set of sequences a pattern
(or motif) can be represented as a common substring that is repeated in the set.
Sequence patterns are focused on highly conserved residues present in active
sites of sequences and can be further used for generating rules for classification
purposes [1, 2].

Various methods have been introduced for solving this problem that are classi-
fied based on the model of the pattern. Under the Bayesian framework, a pattern
can be modeled using independent multinomial distributions for its positions.
The Gibbs sampling [3, 4], the MEME [5], the SAM [6], the BioProspector [7],
the Greedy EM [8] and the LOGOS [9] represent statistical methods for dis-
covering shared patterns in a set of sequences. They all formulate the problem
using either mixture models or hidden Markov models, and use the Expectation-
Maximization (EM) algorithm [10, 11] or variational EM schemes to estimate the
model parameters.
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The application of statistical methods to discovering sequence patterns usu-
ally forces the assumption that all the possible starting positions in sequences
are independent. Nevertheless, the problem has the particular characteristic that
spatial information should be taken into account. That is, apart from the con-
tent of a subsequence, its location must be also used in order to determine its
posterior probability for matching it as pattern. In other words, it is not desired
to identify overlapping patterns. In most of these methods, the common frame-
work used is the maximum likelihood (ML) where the pattern model parameters
are estimated by maximizing the likelihood of the observations, while the spatial
constraints are indirectly enforced to the model. Therefore, in a sense, there is
an inconsistency between the computed pattern distribution and the one defined
by the model [9].

In this paper we present a maximum a posteriori (MAP) approach that pro-
vides a direct method to implement these ideas. The basic scheme is a two-
component mixture of multinomials model, where one component models the
pattern and the other the remaining non-pattern regions (background). Follow-
ing this framework, a likelihood term is used to capture the content information
of the data, while a bias term is also used to capture the spatial information
of the neighborhood locations. This is accomplished by considering the pattern
labels of each starting position of sequences through a Markov random field
(MRF) model [12, 13]. This constrains the local characteristics of the sequences
and thus provides useful information to the pattern estimation process. The EM
algorithm is used to estimate the model parameters which provides closed form
update equations for all parameters. Since the EM algorithm is very sensitive to
the initial parameter values, we also present a clustering scheme based on the
well-known k-means algorithm for initializing properly the pattern model. Fi-
nally, multiple patterns are discovered by iteratively applying the two-component
mixture model after erasing old pattern occurrences. As will be demonstrated in
the experimental study, in contrast to the classical unconstrained mixture model
and the Gibbs sampling approach, the proposed one overcomes the problem of
overlapping subsequences and also estimates qualitatively better pattern models.

Section 2 presents the two-components mixture of multinomials model that
is used for discovering a single pattern in two methods: the classical ML and
the proposed MAP approach. Experimental results are given in section 3 using
artificial sets of sequences, while section 4 presents conclusions and discussion.

2 Mixture Models for Discovering Patterns

Consider a finite set Σ = {c1, . . . , cΩ} consisting of Ω individual characters. An
arbitrary string over the set Σ is any sequence Sj = {sjk}Lj

k=1 of length Lj, where
sjk ∈ Σ denotes the character at the k-th position of the j-th sequence. Now,
let S = {S1, . . . , SN} be a set of N strings of length L1, . . . , LN , respectively.
The pattern discovery problem deals with finding a common subsequence of
length K that is repeated at different sites among the sequences of set S. In
order to deal with this, we collect all the possible substrings of set S having
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length equal to K. This can be done by sliding a window of size K in every
sequence Sj , obtaining a set of Lj −K + 1 substrings. Each substring indicates
the starting position of a possible pattern occurrence in sequences. Therefore,
we construct a set of n substrings X = {xi}ni=1, n =

∑N
j=1(Lj −K + 1), that

constitute the observation data. In the next subsections two mixture model based
approaches will be presented: the classical maximum likelihood without any
constraint, as well as, a new proposed maximum a posteriori approach that uses
spatial information.

2.1 The ML Approach

Lets assume that the set X has been generated from a two-component mixture
of multinomials, i.e. we assume that each substring xi belongs to either a pattern
class (yi = 1) or a background class (yi = 0) which is indexed by the hidden
(binary) variable yi. The first component models the pattern with a common
prior probability of π = p(yi = 1), while the second one models the background
and represents all the subsequences which do not contribute to the pattern, with
a prior probability equal to 1− π = p(yi = 0). The density function f(xi|π, Θ)
of the model for an observation xi is given by

f(xi|π, Θ) = πp(xi|θ) + (1− π)p(xi|b) , (1)

where Θ = {θ, b} is the set of parameters for the two multinomial densities.
To parameterize the pattern we use a position weight matrix θ = [θkl] of size
Ω × K, where each element θkl denotes the probability that character cl ∈ Σ
is at the k-th position of the pattern. For each position k it holds

∑
l θkl = 1.

The background distribution is represented with an Ω-vector of probabilities
b = [b1, . . . , bΩ] common for each substring position (

∑
l bl = 1). Following

the multinomial distribution and assuming independence among positions, the
probability densities function of the pattern and the background model are

p(xi|yi = 1, θ) =
K∏

k=1

Ω∏
l=1

θδikl

kl , p(xi|yi = 0, b) =
Ω∏

l=1

b
K
k=1 δikl

l , (2)

where δikl is the Kronecker delta (1 if character cl is at the k-th position of
substring xi, 0 otherwise).

Based on the above formulation, the model parameters can be estimated
through maximum likelihood (ML). The log-likelihood function is then given by

L(X |π, Θ) =
n∑

i=1

log f(xi|π, Θ) . (3)

The EM algorithm [10, 11] is an efficient framework to estimate the model param-
eters π, {θkl} and {bl}. It requires the computation of conditional expectation
zi of the hidden variables yi at the E-step, which are given by

z
(t)
i =p(yi =1|xi, π

(t), Θ(t))=
π(t)p(xi|yi = 1, θ(t))

π(t)p(xi|yi = 1, θ(t)) + (1 − π(t))p(xi|yi = 0, b(t))
,

(4)
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while at the M-step the complete log-likelihood is maximized over the model
parameters. This gives the following update equations

π(t+1) =
∑n

i=1 z
(t)
i

n
,

b
(t+1)
l =

∑n
i=1(1− z

(t)
i )

∑K
k=1 δikl

K
∑n

i=1(1 − z
(t)
i )

, θ
(t+1)
kl =

∑n
i=1 z

(t)
i δikl∑n

i=1 z
(t)
i

∑Ω
l=1 δikl

. (5)

EM algorithm guarantees the convergence of the likelihood fuction to a local
maximum and also satisfies all the constraints of the parameters.

Nevertheless, a significant drawback of the ML approach, arising from the
assumption that the observations xi are i.i.d., is the fact that the spatial in-
formation of the subsequences is not taken into account. This results in the
estimation of overlapping subsequences as pattern occurrences of the set X , es-
pecially in cases where a pattern consists of one or more repeated characters.
However, by enforcing spatial constraints one can avoid this problem and esti-
mates better patterns. In [5] for example, a normalization of the posterior value
zi of the adjacent sequences is performed so that guarantees in any window of
length K the sum of zi values remains less than or equal to 1. In this study,
we introduce a new approach that deals with this problem in a more systematic
way by modeling the spatial arrangements of a pattern.

2.2 The Proposed Spatially-Constrained Mixture Model

In the proposed model, the pattern label priors Π = {πi = p(yi = 1)}ni=1 are
considered as random variables that satisfy the constraint 0 ≤ πi ≤ 1. Since
they are spatially dependent, we assume that they form a Markov random field
(MRF) being sampled by a Gibbs distribution function [12, 13]

p(Π |β) =
1
Z

exp(−U(Π |β)) . (6)

The normalization constant Z is called the partition function, while the β is
a regularization parameter. The energy function U(Π |β) is decomposed into a
sum of clique potentials VNi

U(Π |β) = β
n∑

i=1

VNi(Π) , (7)

that involves neighboring sites Ni in the proposed sequential field. A similar in
principle spatially-constrained model has been also used for the image segmen-
tation problem [14]. In this study, we consider as neighborhood Ni all the m
positions around the position i whose corresponding subsequences xm overlaps
with the subsequence xi. In the general case, there are 2(K−1) such sites which
are mutually dependent. When a pattern is found at position i (πi ≈ 1), it is
desired that none substring xm ∈ Ni to be also labeled as pattern (πm ≈ 0). An
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appropriated potential function that meets this behavior is the following simple
inner product of pattern labels

VNi(Π) =
∑

m∈Ni

πiπm = πiπNi . (8)

Since Dirichlet densities are conjugate to multinomial densities, it is conve-
nient to use them in order to introduce priors for the pattern parameters θ.
Thus, for every pattern position k we consider a Dirichlet prior of the form

p(θk|αk) =
Γ (
∑Ω

l=1 αkl)∏Ω
l=1 Γ (αkl)

Ω∏
l=1

θαkl−1
kl , (9)

where the parameter αk is a Ω-vector with components αkl > 0 and Γ (α) is
the Gamma function. Adding Dirichlet priors in effect introduces pseudo-counts
at each pattern position. During the experimental study, the Dirichlet prior
parameters were the same for every position and set equal to 1+ εl, where εl was
some low percentage (e.g. 10%) of the total predefined frequency of character cl.

Given the above prior densities (Eqs. (6)-(9)) for the model parameters Π and
θ, we can formulate the problem as a maximum a posteriori (MAP) problem,
i.e. maximize the following posteriori log-density function

p(Π, Θ|X) ∝
n∑

i=1

log f(xi|Π, Θ) + log p(Π |β) +
K∑

k=1

log p(θk|αk) . (10)

The use of EM algorithm for MAP estimation requires at each step the computa-
tion of the conditional expectation values z

(t)
i of the hidden parameters yi at the

E-step, which is the same as ML approach (Eq. 4) by substituting the common
prior π with the label parameter πi. During the M-step the maximization of the
following complete-data log-likelihood function is performed

Q(Π, Θ | Π(t), Θ(t)) =
n∑

i=1

z
(t)
i {log(πi) + log(p(xi|θ))} + (1 − z

(t)
i ){log(1− πi) +

+ log(p(xi|b))} − β

n∑
i=1

πiπNi +
K∑

k=1

Ω∑
l=1

(αkl − 1) log(θkl) , (11)

independently for each parameter. This gives the following update equation for
the pattern multinomial parameters:

θ
(t+1)
kl =

∑n
i=1 z

(t)
i δikl + (αkl − 1)∑n

i=1 z
(t)
i

∑Ω
l=1 δikl +

∑Ω
l=1(αkl − 1)

, (12)

while for the background model the update rules are the same as in the case of
the ML approach (Eq. 5).
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The maximization of the function Q with respect to the label parameters πi

reduces to the next quadratic expression

βπNi (π
(t+1)
i )2 − (1 + βπNi)(π

(t+1)
i ) + z

(t)
i = 0 , (13)

where the summation term πNi can include both updated labels (π(t+1)
m ) and

not yet updated (π(t)
m ). The above equation has two roots

π
(t+1)
i =

(1 + βπNi)±
√

(1 + βπNi )2 − 4βπNiz
(t)
i

2βπNi

. (14)

It can be easily shown that only the root with the negative sign is valid, since
the other one is discarded due to the constraint 0 ≤ πi ≤ 1. Therefore, the above
equation provides a simple update rule for the label parameters πi which ensures
the uniqueness of the solution and satisfies the constraint. Looking carefully at
Eq. 14 we can make some useful observations. In the case where a substring xi

has high posterior probability value (z(t)
i ≈ 1), one of the following two scenarios

will occur in the neighborhood Ni:

– None of sites m ∈ Ni is labeled as a pattern, i.e. πNi � 1, and thus, following
Eq. 14, this site will be labeled as pattern (π(t+1)

i ≈ 1).
– There is at least one site labeled as pattern in Ni, i.e. πNi � 1. Then,

according to Eq. 14, the new label value will be approximately π
(t+1)
i ≈ 1

βπNi
.

The larger the value of πNi , the smaller the update label values of πi. In this
“overlapping” neighborhood only one pattern occurrence will be the most
probable to survive, the one having the higher posterior value zi.

On the other hand, when a substring xi has small posterior value of being a
pattern (z(t)

i ≈ 0) it will continue to be labeled as background (π(t+1)
i ≈ 0),

independently of its neighborhood Ni.
From the above analysis it is clear that the regularization parameter β of

the Gibbs distribution function plays a significant role. Only large values of this
parameter (β � 1) are acceptable in order to discourage overlapping substrings
being labeled as pattern. However, in our experiments, a large range of values
of β seems to yield a satisfactory behavior, which implies that the proposed
method is not sensitive to this parameter. A typical value that has been used
successfully during experiments is β = 100.

Discovering multiple patterns. This can be accomplished by iteratively ap-
ply the two-component mixture of multinomials model, after erasing from the
set of sequences S the patterns that have been already found. In particular, af-
ter convergence of the EM algorithm all substrings xi whose label parameters
πi surpass a threshold value T (e.g. T = 0.9) are deleted from the S. A new set
S′ is then created, and the initial model is sequentially applied to it to discover
another pattern.
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2.3 Initializing Pattern Multinomial Models

The major drawback of the EM algorithm is the dependence on the initial values
of the model parameters that may cause it to get stuck in local maxima of the
likelihood function [11]. In our study, this problem is mainly concentrated on
initializing the pattern multinomial θ, since for the background density b we
can use the total relative frequencies of characters in sequences. To overcome
this weakness we present here a clustering scheme that is based on the classical
k-means algorithm and its recent extensions to categorical data [15].

In the general case the k-means algorithm aims at finding a partition of M
disjoint clusters to a set of n objects, so as the overall sum of distances between
cluster centers μj and objects is minimized. Depending on the type of objects,
one must determine an appropriate distance function and also a method for
estimating cluster centers. Since we are dealing with discrete data, we define
the simple Hamming distance d(xi, μj) =

∑K
k=1(1 − δ(xik, μjk)) to measure

similarities among the samples and the cluster centers. Moreover, the cluster
center μj j = 1, . . . , M is determined as the median substring of the cluster
members, i.e. μj = xi∗ , where i∗ = argmini

∑
xk

d(xi, xk). When finishing, we
initialize the pattern model with the relative frequencies of characters from the
cluster j∗ that has the minimum average distance (intracluster distance) between
all cluster members and its center μj∗ . It must be also noted that, in order to
avoid selection of outliers, we isolate our search over clusters whose size (number
of members) is above a threshold value, e.g. N/2. The experimental study has
shown that this clustering scheme provides excellent initial values of parameter
θ in a very fast way.

3 Experimental Results

Several experiments were performed in an attempt to study the effectiveness of
the proposed MAP approach. During all experiments the proposed clustering
scheme of k-means was first applied to generate an initial pattern multinomial
model, and then the EM algorithm was used for MAP estimation of the model
parameters. The pattern labels πi were all initialized to πi = 0.5. Comparative re-
sults have been also obtained using the ML approach without spatial constraints
(initialized identically to the MAP approach), as well as the Gibbs sampling (GS)
method [3, 4]. Starting by an initial (random) estimation of the positions of the
patterns (θ(0)), the GS method performs iteratively two steps until likelihood
convergence: first, it randomly selects a sequence Si and re-estimates the pat-
tern model θ(t+1) using the current pattern positions of all sequences but Si, and
then, a new pattern position is selected in Si by sampling from the posterior dis-
tribution over positions. Obviously, this version of the GS assumes that each
sequence has a unique occurrence of the pattern. However, this is not true for
our model that permits an arbitrary number of pattern copies in each sequence.
Thus, in order to provide fair comparisons, we created sets with a single copy of
any pattern to every sequence. Moreover, we execute the GS method 10 times
and keep the best solution found.
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(a) seed pattern: TATATATATATATTTT (b) seed pattern:HIERHIERVIEWVIEW

Fig. 1. Mean values and stds of KL and l1 as calculated by the three methods in two
single-pattern discovery problems (a), (b) using six values of noise parameter pm.

The artificial sets used in the experiments were generated as follows: Using a
number of seed patterns (one or two in our cases), every sequence contained a
noisy copy of any of these seeds, according to a probability pm common to every
pattern position. The rest (non-pattern) positions were filled arbitrarily with
characters following a uniform distribution over the alphabet Σ. Six different
values for the noise parameter were used pm = [0.05, 0.1, 0.15, 0.2, 0.25, 0.3], and
for each value we generated 40 different sets of N = 20 sequences with a mean
length of 100 characters (totally 6× 40 sets for each problem). From the above
it is clear that we are aware of each true pattern density ϑ (estimated from the
relative frequencies of characters of each noisy pattern copies). Following this
scheme, four such pattern discovery problems were constructed using the DNA
alphabet (Ω = 4) and the protein alphabet (Ω = 20), while the pattern length
was always K = 16. To evaluate the discovered patterns by each method two
information content criteria were used: the Kullback-Libler (KL) distance and
the sum of the absolute differences (l1 distance) between the estimated θ̂ and
the true density ϑ = [ϑkl], given by

KL(θ̂||ϑ) =
K∑

k=1

Ω∑
l=1

θ̂kl log
θ̂kl

ϑkl
, l1(θ̂||ϑ) =

K∑
k=1

Ω∑
l=1

|θ̂kl − ϑkl| . (15)

At first we examined the capability of the proposed MAP approach to clearly
identify a single pattern without estimating overlapping copies of it. The results
of the three comparative methods are shown in Fig. 1, for two such problems
(a), (b). These diagrams illustrate the average values and standard deviations of
the two evaluation measurements (KL and l1) obtained by each method to the
created 6 × 40 different set of sequences. As it is obvious, the proposed MAP
approach achieves properly the identification of the patterns in all noisy envi-
ronments, while the GS method maintains satisfactory performance only to low
levels of noise rate. On the other hand, as expected, the weakness of ML approach
to distinguish overlapping copies of patterns leads to lower discrimation ability.

We have also tested our method to problems with two sequence patterns. In
an attempt to increase the difficulty of their discovery, half of the sites in both
seed patterns presented identical characters. The results (mean values and stds of
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(a) seed pattern1: {TATATATATATATTTT} seed pattern2: {CGCGTATATATACGCG}
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(b) seed pattern1: {HIERHIERVIEWVIEW} seed pattern2: {HIERARCHICALVIEW}

Fig. 2. Comparative results taken by applying the three methods in two discovery
problems with two seed patterns. Again, calculated mean values and stds of KL and
l1 are illustrated in those diagrams.

KL and l1) for two such problems (one from each alphabet) are demonstrated in
Fig. 2 as obtained by each method. The weakness of the GS method to separate
them is apparent, especially in sets with low homology patterns (large values of
pm). On the other hand, the MAP method exhibits almost perfect distinguishing
capability by estimating properly the true model of both patterns. Finally, the
ML approach presents the tendency to discover only one complex pattern ob-
tained from the synthesis of both, and has shown good performance only in the
case of the 2nd pattern of problem (b), where there are not repeated characters.

4 Conclusions

This paper presents a new spatially-constrained approach for discovering proba-
bilistic patterns in sequences. The method uses a mixture of multinomials model
with two components for modeling the pattern and the background of sequences.
The spatial information is embodied in the model by treating the pattern labels
as random variables that form a MRF to modeling their dependencies. The EM
algorithm is then used to the reduced MAP problem for estimating the model pa-
rameters, after initializing with a clustering scheme that hires properties from the
popular k-means algorithm. Experiments, conducted on a variety of categorical
time-series, have shown the ability of the MAP method to identify qualitatively
better patterns with repeated characters in comparison with the ML approach
without constraints and the GS method. Further research can be focused on
designing more complex pattern models that can also take into account gaps
among sites, as well as on considering patterns of variable length.
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Abstract. A hardware architecture is presented, which accelerates the per- 
formance of intelligent applications that are based on logic programming. The 
logic programs are mapped on hardware and more precisely on FPGAs (Field 
Programmable Gate Array). Since logic programs may easily be transformed into 
an equivalent Attribute Grammar (AG), the underlying model of implementing an 
embedded system for the aforementioned applications can be that of an AG 
evaluator. Previous attempts to the same problem were based on the use of two 
separate components. An FPGA was used for mapping the inference engine and a 
conventional RISC microprocessor for mapping the unification mechanism and 
user defined additional semantics. In this paper a new architecture is presented, in 
order to drastically reduce the number of the required processing elements by a 
factor of n (length of input string). This fact and the fact of using, for the inference 
engine, an extension of the most efficient parsing algorithm, allowed us to use 
only one component i.e. a single FPGA board, eliminating the need for an 
additional external RISC microprocessor, since we have embedded two 
“PicoBlaze” Soft Processors into the FPGA. The proposed architecture is suitable 
for embedded system applications where low cost, portability and low power 
consumption is of crucial importance. Our approach was tested with numerous 
examples in order to establish the performance improvement over previous 
attempts. 

1   Introduction 

Although Artificial Intelligence (AI) has already been a challenging research area for 
more than 50 years, it still remains one of the most modern and interesting fields. 
Knowledge engineering and logic programming approaches have extensively been 
used in a considerable number of application domains, which range from medicine to 
game theory [1].  It’s common for various research areas to resort in AI techniques, 
seeking for intelligent tools to enhance their performance. On the other hand, 
techniques from other research fields can be embedded into AI applications. Such an 
approach is reported in the present paper, in which we show how hardware/software 
co design techniques can be exploited, so as to map AI application on a single FPGA 
(Field Programmable Gate Array) board. Since most AI applications need to conform 
to very strict real-time margins, one of the key requirements for the efficiency of such 
systems is that of performance. As a result, designing fast algorithms for logic 
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derivations is a key requirement for the efficiency of the implementation of an 
intelligent embedded system.  

It is well known that knowledge representation and processing can be accom- 
plished by two approaches, the declarative and the procedural one. Since Attribute 
Grammars (AGs) [2] can easily integrate the two approaches in a single tool, this 
approach appears to be ideal [3], [4], [5], to model AI applications and specifically 
PROLOG logic programs [6]. Moreover, the field of AGs’ processing is fairly mature 
and many efficient implementations of compilers and interpreters for such evaluation 
processes can be utilized.  

AGs were introduced in 1968 by Knuth [2]. The addition of attributes and semantic 
rules to Context Free Grammars (CFGs) augmented their expressional capabilities, 
making them in this way a really useful tool for a considerable number of 
applications. AGs have extensively been utilized in AI applications [3], [4], [5], [7], 
[8] structural pattern recognition [9], [10], compiler construction [11], and even text 
editing [12]. However, the additional complexity imposed by the added 
characteristics, along with the need for fast CF parsing by special applications, 
dictates the parallization of the whole procedure (parsing and attribute evaluation) as 
an attractive alternative to classical solutions.  

In this paper we present a new hardware implementation for AI applications, based 
on AGs. We have improved previous approaches by reducing the number of required 
processing elements by a factor of n (length of input string). This fact allowed us to 
use only one component i.e. a single FPGA board, eliminating the need for an 
external microprocessor, as presented in previous works [7], [8], [13], [14], [15].  
Additionally the attribute evaluation algorithm – that implements the unification 
mechanism and user defined additional semantics – has been improved as well and 
has been divided into two parts that are executed simultaneously into two processors. 
Both processors are mapped on the same Xilinx Spartan-II FPGA board, together with 
the inference engine. Consequently the unification process and the inference 
mechanism are executed on the same component, an FPGA board. Therefore the 
proposed architecture is suitable for embedded system applications where low cost, 
portability and low power consumption is of crucial importance. The downloaded 
processors, responsible for the attribute evaluation process, are two “PicoBlaze Soft 
Processor” [16] provided by Xilinx. The PicoBlaze Soft Processor is a very simple 8-
bit micro controller designed to be 100% embedded into devices such as the Spartan-II 
we used. The processors interface with the parser using hardware/software co design 
methods (see Fig.1), while all data are stored in a shared by all components RAM. 

Our approach has been simulated for validation, synthesized and tested on a Xilinx 
Spartan-II FPGA board, with numerous examples in order to establish the 
performance improvement over previous attempts. The performance speed up is 
application depended, i.e. on the length of the produced AG.  Our contribution in this 
work is summarized as follows: 

• We improved the parallel parsing architecture by eliminating the required 
processing elements by a factor of n (input string length) for the subset of AGs 
produced by PROLOG logic programs. 

• We divided the attribute evaluation process into two pieces so as to be executed in 
parallel on two separate processors, concurrently with the parsing task. 
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• We mapped the whole implementation (two processors, parser, RAM) into a single 
component (FPGA). 

The rest of the paper is organized as follows. In Section 2, the necessary theoretical 
background is presented. In Section 3, the implementation details are analyzed, while 
in Section 4, an illustrative example is demonstrated and performance evaluation is 
discussed. Finally, Section 5 concludes and presents our future work. 

2   Theoretical Background 

In this section we give the necessary fundamental definitions and a brief description 
of how PROLOG logic programs can be transformed into AGs. We will not explain in 
details theoretical issues, trying to focus on architectural aspects. 

An AG is based upon a CFG. A CFG is a quadruple G = (N, T, R, S), where N is 
the set of non-terminal symbols, T is the set of terminal symbols, R is the set of 
syntactic rules, written in the form A ⎯⎯→ , where A ∈  N and  ∈  (N ∪ T)*) and S is 
the start symbol. We use capital letters A, B, C…  to denote non terminal symbols, 
lowercases a, b, c… to denote terminal symbols and Greek lowercases and , , ... 
for (N ∪ T)* strings. An AG is a quadruple AG = {G, A, SR, d} where G is a CFG,  
A = ∪ A(X) where A(X) is a finite set of attributes associated with each symbol X ∈  
V. Each attribute represents a specific context-sensitive property of the corresponding 
symbol. The notation X.a is used to indicate that attribute a is an element of A(X). 
A(X) is partitioned into two disjoint sets; the set of synthesized attributes As(X) and 
the set of inherited attributes Ai(X). Synthesized attributes X.s are those whose values 
are defined in terms of attributes at descendant nodes of node X of the corresponding 
semantic tree. Inherited attributes X.i are those whose values are defined in terms of 
attributes at the parent and (possibly) the sibling nodes of node X of the 
corresponding semantic tree. Each of the productions p ∈  R (p: X0 ⎯⎯→  X1…Xk) of 
the CFG is augmented by a set of semantic rules SR(p) that defines attributes in terms 
of other attributes of terminals and on terminals appearing in the same production. 
The way attributes will be evaluated depends both on their dependencies to other 
attributes in the tree and also on the way the tree is traversed. Finally d is a function 
that gives for each attribute a its domain d(a). 

In [4], [5] an effective method based on Floyd’s parser [17] was presented that 
transforms any initial logic programming problem to its attribute grammar 
equivalent representation. The basic concepts underlying this approach are the 
following: every logic rule in the initial logic program can be transformed to an 
equivalent syntax rule consisting solely of non-terminal symbols. The general idea 
of using an AG for knowledge representation is to use only one terminal symbol, 
the NULL symbol. Thus, the grammar recognizes only empty strings of characters. 
During the recognition of an empty string the semantics can be such that at the time 
they are evaluated they accomplish the inference required. For example: 
R0(…) ← R1(…) ∧ ... ∧ Rm(…) is transformed to the syntax rule: 
R0(…) ⎯⎯→R1…Rm|. (“|.” represents the end of the rule and “|” represents logic OR). 
Finally facts of the inference rules are transformed to terminal leaf nodes of the 
syntax tree referring to the empty string. For example the facts: Rg(a,b), Rg(c,d), 
Rg(e,f) are transformed to: Rg ⎯⎯→ ||||. For every variable existing in the initial 
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predicates, two attributes are attached to the corresponding node of the syntax tree, 
one synthesized and one inherited. Those attributes assist in the unification process 
of the inference engine. The attribute evaluation rules are constructed based on the 
initial logic program. A detailed methodology for specifying those rules can be 
found in [5]. Attributes at the leaf nodes of the tree are assigned values from the 
constants in the facts of the logic program. The inference process is carried out 
during tree derivations and a function is evaluated at the insertion/visit of each node 
that computes the attribute rules performing the unification procedure. The way 
knowledge representation can be accomplished using AGs is illustrated in the 
example of Sec. 4.  

3   The Proposed Implementation 

3.1   Overview of Our Approach 

In this paper the underlying model of implementing an embedded system for AI 
applications is that of an AG evaluator. The AG evaluation process is usually divided 
into two discrete tasks, that of syntactic parsing and that of semantic evaluation. The 
first corresponds to the inference engine, while the second to the unification 
mechanism. In the proposed embedded system, the inference engine is implemented 
using the hardware parsing architecture presented in [13], applying the necessary 
modifications analyzed in 3.2. The unification mechanism is carried out by the use of 
two processors embedded in the same FPGA with the parser. The whole process is 
controlled by the Control Unit, while all data are stored and retrieved by all 
components in a shared RAM. Our architecture is illustrated in Fig. 1 and analytically 
presented in the next sections. 

 

Fig. 1. The proposed architecture 

3.2   The Inference Engine (Hardware Parser) 

As referred in Sec. 2, every logic rule or fact corresponds to a syntactic rule. The set 
of these rules produces a CFG, which should be syntactically recognized.  Hence, the 
inference task is carried out by a parser. The underlying algorithm of the parser is 
based on the most efficient parsing algorithm [18] in a parallel version presented by 
Chiang & Fu [14]. 

The basic innovation of the top-down parser that Earley [18], was the introduction 
of a symbol called dot “•” that does not belong to the grammar. The utility of the dot 
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in a rule (now called dotted rule) is to separate the right part of the rule into two 
subparts. For the subpart at the left of the dot, it has been verified that it can generate 
the input string examined so far. However, for the subpart at the right of the dot, it 
still remains to check whether or not it can generate the rest of the input string. The 
algorithm scans the input string a1a2a3…an from left to right (where n is the input 
string length). As each symbol ai is scanned, a set Si of states is constructed which 
represents the condition of the recognition process at the point in the scan. A state is a 
3-tuple {r, l, f} where r is the number of the rule, l is the position of the dot and f is 
the set that the state was first created. 

In 1980 Graham et al [19] proposed the use of an array PT (Parse Table) instead of 
Earley’s set structure. The element of the array pt(i,j) contains all the dotted rules that 
belong to set Sj and were firstly created in set Si. Particularly the jth column of the 
array PT corresponds to set Sj. Only the elements on or above the diagonal are used.  

Chiang & Fu proved that the construction of the parsing table can be parallelized 
with respect to n by computing, in parallel, at every step k the cells pt(i,j) for which   
j-i=k 1. The architecture they proposed needs n2/2 processing elements that each one 
computes the states of a cell of array PT. In every execution step (te1, te2, … ten) each 
processor computes one cell and then transmits this cell to others processors as shown 
in Fig. 2(a). Chiang & Fu also introduced a new operator ⊗. Every cell pt(i,j) is a set 
of dotted rules (states) that can be calculated by the use of this operation ⊗, the cells 
of the same column and the cells of the same row as shown in equation 1. 

An enhanced version of Chiang & Fu architecture was presented in [13] that 
computed the elements of the PT by the use of only n processing elements that each 
one handled the cells belonging to the same column of the PT, as shown in Fig. 2(b). 

The general idea of using an AG for knowledge representation is to use only one 
terminal symbol, the NULL symbol. Thus, the grammar recognizes only empty 
strings of symbols. During the recognition of an empty string (actually the empty 
string) the semantics can be such that at the time they are evaluated they accomplish 
the inference required. In order to make the grammar compatible with the chosen 
parser, we introduce the use of a dummy terminal symbol “d”. Consequently, the 
parser recognizes inputs strings of the form “dd…d|.”. The length of the input is 
problem length depended. Since ai=d  for 1 i n, the cells that are executed during 
execution step te1, as shown in equation 1 are equal to pt(i,j) = pt(i,j -1) ⊗ d. 
However, the cells that belong to the main diagonal are the same syntax-wise. 
Therefore, all the cells that are executed during execution step te1 i.e. pt(i,j), 1 i<n, 
j=i+1, are the same. Inductively, based on that critical comment and due to the form 
of equation 1, it can easily be proven that all the cells pt(i,j) that belong to the same 
diagonal contain the same states.  

It must be clarified that although the cells may have the same states, the values of 
the attributes are clearly different, since the attributes are strictly connected to their 
position in the parse table and to the values of the attributes of the predecessor and 
successor symbols.  
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Thus, the parsing task can be accomplished by the use of one processing element, 
instead of n, that computes only the cells of the first row of the PT, as shown in Fig. 
2(c). Once a cell is calculated, it is replicated to the others of the same diagonal so as 
to fill, the necessary for the attribute evaluation, PT. For example pt(0,1) will be 
copied to pt(1,2) and pt(2,3). The overhead for this transition is negligible relatively 
to the overall procedure. The architecture of the one parsing element follows the one 
presented in [13] achieving a speed-up by a factor of approximately 5, compared to 
software approaches. Additionally, the fact that we should compute the cells that 
belong only to the first row, augments drastically the speed-up. As the input string 
length and therefore the PT size increases, the speed-up increases as well. 
Experimental results are given in the next section. 

The reduction of the required parsing processing elements simplifies the design 
allowing us to incorporate the processors responsible for the Attribute Evaluation into 
the same FPGA board, eliminating the need for an external microprocessor. 

 

Fig. 2. (a) Chiang & Fu’s parallel architecture (n=4) (b) Parsing Architecture for Grammar with 
Terminal Symbols (c) Parsing Architecture for Grammar without Terminal Symbols 

3.3   The Unification Mechanism (Attribute Evaluator) 

Once the parser has completed the computation of a PT cell pt(0,j), the attribute 
evaluation process may begin –evaluating the jth column– concurrently with the parser 
that computes the next cell pt(0,j+1).  

In order to compute the inherited attributes of a state (statecurrent) in some cases, 
data from two other states (state1 and state2) are needed; one from the same row and 
one from the same column. The state from the same column may be placed either in 
the same cell or in one bellow. 

To face both abovementioned cases, the way the column should be traversed is 
from bottom to top in relation to the cells and top to bottom in relation to the states 
inside each cell. Due to the nature of Earley’s parsing algorithm (top-down, left to 
right) synthesized attributes may be evaluated correctly with solely the data that have 
already been transferred there. This action takes place when the dot symbol “ ” 
reaches the end of the rule. 

The attribute evaluation takes place in the PicoBlaze Soft Processors. The 
PicoBlaze Soft Processor is a very simple 8-bit micro controller designed to be 100% 
embedded into Spartan-II device. The PicoBlaze Soft Processor features 16 general 
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purpose registers. A simple ALU supporting ADD/SUB, logical, shifts and rotates, 
conditional jumps and nested subroutine calls. 

In the proposed implementation we divided the attribute evaluation process into 
two parts, so as to be evaluated to two separate processors in an attempt to increase 
the performance. Since the attribute evaluation of a column in processor1 completes 
to the point that the evaluation of the next column may start, processor1 sends an 
interrupt to processor2 to notify it that it may start. Then processor2 handles the 
evaluation of the next column and so on, as shown in Fig.3. In Fig. 3, it is clearly 
shown how our approach outperforms the conventional one, mainly due to the three 
following factors: 

• The parsing is carried out in hardware and consequently is completed in shorter 
time. 

• The attribute evaluation is taking place concurrently with the parsing task and not 
sequentially after the computation of the whole PT. 

• The burden of the attribute evaluation is handled by two processors, reducing the 
time required, due to the pipeline parallelization. 

 

Fig. 3. Comparison of our approach (b) against the software approach (a) 

4   An Illustrative Example 

The way knowledge representation can be accomplished using AGs is illustrated in 
the following example. Consider the case where an application needs to find whether 
a path exists in a directed acyclic graph (Table 1) between two nodes of the graph and 
if so how many such paths exist. For a graph of k nodes with each node represented 
by a number i, where 0<i<k we define the predicate connected(i,j) which is true 
whenever there is a directed edge leading from i to j. A simple logic program, for 
finding paths from an arbitrary node x to another node z in the directed acyclic graph, 
is provided in Table 1(a). The equivalent attribute grammar syntax rules handling this 
inference procedure are provided in Table 1 (b) and the attribute evaluation rules for 
the unification process are shown in Table 1 (c). In the syntax rules the goal is 
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represented by “G”, path by “P” and connected by “C”. Let’s assume that the goal 
connection is from 1 to13.  

Table 1. (a) Directed acyclic graph and Logic Program for finding a path in a directed acyclic 
graph (b) Equivalent syntax rules for the attribute grammar to be used as inference engine (c) 
Semantic Rules 

(a)  
Logic 

Program 

(b) 
Syntax 
Rules 

(c) Semantic 
Rules 

0. G → P|. P.ia1 = 1;  
P.ia2 = 13; 

1. P1 → C P2|. 
C1.ia1 = P1.ia1; 
P2.ia2 = P1.ia2; 
P2.ia1 = C1.sa2; 

2. P →  C|. C.ia1 = P.ia1; 
C.ia2 = P.ia2; 

3. C → |. 

if ( (C.ia1 == 1) 
OR (C.ia1 == nil )) 
then C.sa1=1; 
else flag=0; 
 
if ( (C.ia2 == 2) 
OR (C.ia2 == nil ))  
then C.sa2=2; 
else flag=0; 
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goal(x,y) ← path(1,13) 
path(x,z) ← path(y,z) ∧  
                     connected(x,y) 
path(x,z) ← connected(x,z) 
 
connected (1,2) 
connected (1,5) 
connected (2,3) 
… 
connected (19,20) 

4. C → |. 
5. C → |. 
6. C → |. 
… 
30. C → |. 

… 

Provided that the technology used for the hardware implementation is the same for both 
the FPGA and the microprocessor (if we run the application using a prolog program on 
a conventional microprocessor) we can safely use the number of the required clock 
cycles as measure of the efficiency of the two approaches (hardware versus software). 
Additionally, the computational power of processors used in embedded system, is 
comparable to that of an FPGA. Hence the performance in all implementations is 
measured using the number of the required clock cycles, so as to purely compare the 
architecture, regardless of the technology used. The clock cycles in the software 
implementations refer to those needed by the processor to execute the algorithm. 

In Table 2 measurements are presented for both the software and the hardware 
approach. Specifically, we have taken individual measurements for i) The software 
Parser, ii) The Hardware Parser (computation of the first row), iii) The Hardware 
Parser including the transmission process (filling all the PT), iv) The Attribute 
Evaluation using only one processor (Pentium II 350 MHz) and v) The Attribute 
Evaluation using our approach with two PicoBlaze Soft Processors embedded in the 
Xilinx Spartan-II FPGA. Finally we present the speed-up individually for the parser, 
the attribute evaluation and the total speed-up (see Fig.4). Furthermore, in Fig. 5 we 
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compare the hardware against the software approach. Unfortunately, due to the 
difference in magnitude, some measurements cannot appear. Mainly the hardware 
parser that is under the attribute evaluation (in the FPGA using the two processors). 

Table 2. Measurements in clock cycles 

Input String Length 4 8 12 16 20 
      

Software Parser 13,560 49,358 115,789 223,153 381,450 
Hardware Parser  4,173 9,274 12,997 17,988 25,349 
Transmission 96 336 704 1,200 1,824 
Hardware Parser + 
Transmission 

4,269 9,610 13,701 19,188 27,173 
      

Attribute Evaluation 
using one processor 

256,342 860,578 1.565,480 2,464,523 3,629,427 

Attribute Evaluation 
using two processors 

229,687 622,222 948,842 1,286,956 1,674,223 
      

Parsing Speed-up  3.18 5.14 8.45 11.63 14.04 
Attribute Evaluation 
Speed-up 

1.12 1.38 1.65 1.92 2.17 
      

Software approach 269,902 909,936 1,681,269 2,687,676 4,010,877 
Our approach 233,956 631,832 962,543 1,306,144 1,701,396 
      

Final Speed-up 1.15 1.44 1.75 2.06 2.36 

We can see from Table 2 and Fig. 4, 5 that although we have a very high speed-up for 
the hardware inference machine (hardware parser), the corresponding speed-up for the 
unification mechanism (attribute evaluation) is non analogous. These results were 
expected according to Fig.3. Hence, the overall performance is reduced due to the 
unification mechanism, i.e. the bottleneck is in the unification. 
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Fig. 4. (a) Parsing/Attribute Evaluation Speed-up (b) Speed-up of our approach compared 
against software approach 

There are four solutions to the above problem. One is to use more processors 
embedded in the FPGA for the parallel evaluation of the semantics. The second is to 
use a very fast general purpose external microprocessor for only the evaluation of the 
semantics.  The third is to implement the semantics mapping them directly on the 
FPGA hardware and not through software on the microprocessor embedded on the 
FPGA board. The fourth solution is to choose another parallel parsing algorithm 
which will probably be more suitable for AGs evaluation.  
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Fig. 5. Comparison of hardware against software approach 

The first solution is limited due to the specific size of the FPGA, while the second one 
violates the requirements of small scale embedded systems which are: low cost, 
portability, small size, low power consumption e.t.c. The proposed architecture fulfills 
the above described characteristics, improving also the performance over the software 
solution, when we use a microprocessor of the same technology. We are currently 
working for implementing the third solution and we investigate the use of other 
parallel parsing algorithms more suitable for AGs 

5   Conclusion and Future Work 

In this paper we present an efficient embedded system for AI applications. The 
inference engine, as well as the unification mechanism is incorporated in a single 
FPGA. The proposed architecture is suitable for embedded system applications where 
low cost, portability and low power consumption is of crucial importance. Interesting 
enhancements have been applied to both aforementioned tasks, achieving a total 
speed-up that is depended on the size of the application. 

This work is a part of a project1 for developing a platform (based on AGs) in order 
to automatically generate special purpose embedded systems. The application area 
will be that Artificial Intelligence (AI) and of Syntactic Pattern Recognition for 
Electrocardiogram (ECG) analysis using software hardware co design techniques.  

Our future research interest is to automate the whole procedure, so as to 
automatically map PROLOG logic programs into FPGAs. Furthermore, the speed-up 
would drastically increase if the attribute evaluation process was described in 
Hardware Description Language (HDL) and download into the FPGA. 
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Abstract. Decision making is widely considered as a fundamental organiza-
tional activity that comprises a series of knowledge representation and process-
ing tasks. Admitting that the quality of a decision depends on the quality of the 
knowledge used to make it, it is argued that the enhancement of the decision 
making efficiency and effectiveness is strongly related to the appropriate ex-
ploitation of all possible organizational knowledge resources. Taking the above 
remarks into account, this paper presents a multidisciplinary approach for cap-
turing the organizational knowledge in order to augment teamwork in terms of 
knowledge elicitation, sharing and construction, thus enhancing decision mak-
ing quality. Based on a properly defined ontology model, our approach is  
supported by a web-based tool that serves as a forum of reciprocal knowledge 
exchange, conveyed through structured argumentative discourses, the ultimate 
aim being to support the related decision making process. The related knowl-
edge is represented through a Discourse Graph, which is structured and evalu-
ated according to the knowledge domain of the problem under consideration.  

1   Introduction 

Decision making is widely considered as a fundamental organizational activity that 
comprises a series of knowledge representation and processing tasks, the final aim 
being to resolve a problem, attain a goal or seize an opportunity [1, 2]. Empirical 
evidence shows that collaborative decision making is an interplay between social and 
knowledge processes [3]. Furthermore, the quality of a decision depends on the qual-
ity of the knowledge used to make it. Thus, the enhancement of the decision making 
efficiency and effectiveness is strongly related to the appropriate exploitation of all 
possible organizational knowledge resources [4]. The majority of organizational deci-
sions require the collaboration of a group of managers, who are experts in a specific 
knowledge domain and often represent diverse functions or departments of an organi-
zation. Organizational forms created (or emerged) for such purposes are recently 
known as Communities of Practice (CoPs) [5]. Members of a CoP, especially when 
working in an asynchronous mode, need support to address their collaboration and 
communication requirements.  

This paper presents an integrated, multidisciplinary approach for supporting knowl-
edge-based collaborative decision making, aiming at “bringing together” decision makers 
holding complementary knowledge. According to our approach, this knowledge can be 
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unified, revised and improved while it is being used for decision making processes. This is 
achieved through structured argumentative discourses conducted among stakeholders of 
the issue under consideration. Our overall work is based on an ontology model that appro-
priately serves the capturing of the organizational knowledge and augments teamwork in 
terms of knowledge elicitation, representation, sharing and storage, thus enhancing deci-
sion making quality. Moreover, due to the fact that characteristics of information needs 
and problem solving models differ with respect to the specific decision support environ-
ment [6], our approach can easily integrate concepts and models from the particular 
knowledge domain considered each time.  

The remainder of the paper is structured as follows: Section 2 comments on the 
domain-independent and domain-specific processes that shape our approach. Section 
3 presents an implemented web-based tool that fully supports the proposed approach, 
and demonstrates its features and functionalities through an example case. Section 4 
concludes our work by outlining final remarks.  

2   Knowledge-Based Decision Making 

2.1   Domain-Independent Processes 

We view decision making as a collaborative process that comprises a series of argu-
mentative discourses carried out among members of a CoP formed to solve a particu-
lar issue. Such discourses are based on the exchange of the involved individuals’ 
knowledge in the form of linguistic statements. These statements express the experi-
ence, values, contextual information and experts’ insights that enable stakeholders 
(i.e. decision makers, domain experts, knowledge workers) evaluate and incorporate 
new experiences and information [7]. As argumentative discourses evolve, the stake-
holders’ knowledge is usually clustered around specific ideas, solutions and views, 
while the whole collaboration process can result in knowledge exchange and recon-
struction [8]. The final outcome of such discourses is usually a set of decisions,  
resulted out of appropriate reasoning and evaluation mechanisms, which may then 
constitute new knowledge. If this new knowledge is made explicit properly (e.g. in 
the form of a structured argument), it can be reused in a future (context-related) deci-
sion making process. What derives from the above rationale is that, in a collaborative 
setting, there is a clear interrelation between the processes of knowledge management, 
argumentation and decision making. Consequently, there is a strong interplay between 
the concepts of knowledge, argument, and decision. It is this very interrelation, as 
sketched in Figure 1, which characterizes the conceptual modelling of our overall 
approach and forms the domain-independent part of the ontology model used.  

2.2   Domain-Specific Processes 

It has been widely argued that visualization of argumentation, conducted by a group 
of experts working collaboratively towards solving a problem, can facilitate the  
overall process in many ways, such as in explicating and sharing individual represen-
tations of the problem,  maintaining focus on the overall process, as well as in main-
taining consistency and increasing plausibility and accuracy [9]. Moreover, it leads to 
the enhancement of the group’s collective knowledge. For the above reasons, visuali-
zation issues received much attention while shaping the proposed approach.  
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Fig. 1. Domain-independent processes 

More specifically, in order to visualize knowledge-driven collaborative decision 
making processes, our approach takes into account how an argumentative (decision 
making related) discourse is structured and evaluated. Our approach comprises a set 
of Decision Making Frameworks (DMFs) in order to provide the necessary proce-
dures for the structuring of complex organizational problems. Actually, DMFs can be 
considered as models that enable the formalization of the above discourses. Being 
employed as a “backbone” of a particular discourse, a DMF does not limit partici-
pants in the expression of their diverse views, but it provides the guidelines for the 
evolvement of the underlying argumentation.  

At the same time, in order to evaluate the alternative courses of action, our ap-
proach employs a set of Scoring Mechanisms (SMs), which are actually models based 
on methods and techniques coming from the Multiple Criteria Decision Aid discipline 
[10]. These facilitate the selection of the most acceptable alternative solution by 
measuring the extent to which the alternative solutions meet the objectives set by the 
stakeholders (and accordingly sort the proposed courses of action). Furthermore, they 
provide the means for integrating multiple views of a problem and support both quan-
titative and qualitative criteria.  

Both DMFs and SMs are strongly dependent on the knowledge domain of the issue 
under consideration and delineate the domain-specific part of the ontology model to 
be used in a particular collaborative decision making setting (see Figure 2).  
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To give an example, let the knowledge domain of a decision making process being 
that of strategy development. In such a context, the overall process is carried out by a 
group of managers (strategists) aiming at matching the organization’s resources to the 
opportunities arising from the competitive environment [11]. This involves the identi-
fication of the basic goals of an enterprise, the consideration of alternative courses of 
action and the allocation of resources necessary for carrying out these goals [12]. The 
modelling of the underlying argumentative discourses in this context will be per-
formed according to widely used theories stemming from the Strategic Management 
research field. These theories provide CoPs developed in a business context with the 
means to develop strategic plans. For strategy development issues, we have adopted 
the SWOT (Strengths, Weaknesses, Opportunities, and Threats) framework [13], the 
Resource Based View (RBV) of the firm [14], and the Porter’s Five Forces analysis 
[15]. Each of these three approaches actually shapes a domain-specific DMF to be 
used for the modelling of the problem under consideration. On the other hand, for the 
calculation of a discourse’s outcome, we have employed a set of alternative SMs, 
which are based on the Analytic Hierarchy Process [16], the Multi-Attribute Utility 
Theory [17] and the Outranking Relations Techniques [18].  

3   The Supporting Tool  

Exploiting features and functionalities from diverse Artificial Intelligence and Opera-
tional Research fields (i.e. Decision Support Systems, Knowledge Management Sys-
tems, Multicriteria Decision Aid, Argumentation, Semantic Web), we have developed 
a web-based tool that can be employed as a forum of reciprocal knowledge exchange, 
conveyed through structured argumentative discourses, the ultimate aim being to 
support the related decision making process.  

3.1   Features and Functionalities 

According to our approach, a discourse can be initiated after a registered user’s re-
quest. The mandatory registration of the users’ personal and professional information 
serves their assignment to certain roles (i.e. discourse moderator, decision maker, 
domain expert, knowledge manager, external participant). With respect to the role 
assigned, each user has a specific access level; accordingly, each of them is associated 
to a specific set of permitted actions (for a particular discourse).  

After the definition of the issue under consideration (and the identification of the 
related knowledge domain), a set of rules is triggered in order to define the structuring 
of the Discourse Graph, which serves the visualization of a discourse. Actually, these 
rules associate the knowledge domain with the available DMFs and SMs. Although 
our tool is able to propose the appropriate structure of the Discourse Graph (by ex-
ploiting meta-data), the final selection of the DMF and SM to be adopted is up to the 
discourse moderator. Discourse participants may then contribute their positions 
through the above graph. In order to assure a high level of expressiveness, the pro-
posed tool enables stakeholders to contribute their individual positions in the form of 
linguistic statements. The creation of a statement comprises an insertion request and 
the definition of its type, content, related criterion (if applicable), and placement on 
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the Discourse Graph. Individual positions inserted in the graph, called hereafter dis-
course items, are considered and treated as knowledge items, and are associated with 
a specific semantic value according to their placement (in the graph) and their creator.  

The supported types of discourse items (i.e. goal, alternative, argument in favour 
or against, criterion and supporting evidence) comply with semantics explicitly de-
fined in our approach’s ontology model, while they are also associated with the set of 
parameters used in DMFs and SMs. More specifically, a goal corresponds to the dis-
course item that briefly describes the overall aim of a conducted discourse. This is 
always defined by the discourse moderator. Alternatives are the items representing the 
proposed courses of action. In order to state their personal beliefs about the proposed 
alternatives, discourse participants may attach arguments to them (speaking in favour 
or against them). Furthermore, discourse participants may relate their arguments to 
one or more criteria. A list of criteria is always provided to the users whenever a new 
argument is inserted in the Discourse Graph. In order not to limit participants in ex-
pressing their views, new criteria may be also asserted. In this case, such criteria are 
registered in the tool’s Knowledge Base (KB) and added to the above list. Finally, 
users can upload supporting evidence items (e.g. multimedia documents, URLs), thus 
providing additional information for their statements. Discourse items of past dis-
courses, containing related bodies of knowledge, can also be retrieved and reused in 
an ongoing discourse as supporting evidence. 

A key functionality of the proposed tool concerns the exploration of the decision 
makers’ statements, as these are expressed during argumentative discourses, in order 
to elicit knowledge related to the decision making process, the decision makers and 
the decision per se. In order to efficiently and effectively exploit the decision makers’ 
knowledge, the proposed approach maintains a set of user profiles. These provide 
information about the decision makers’ expertise, as well as their behaviour during 
their participation in the argumentative discourses and knowledge sharing activities. 
Besides the recording of the users’ personal and professional information (discussed 
above), this is accomplished by extracting a behaviour pattern (mental model), which 
is built by taking into account the users’ involvement in the overall process (e.g. num-
ber and type of discourse items inserted, frequency of their appearance, intervention 
on items inserted by others, etc.). Towards this aim, our approach exploits the deci-
sion makers’ actions to maintain a set of metadata reflecting their attitude in the spe-
cific knowledge domain [19]. Speaking about metadata, we refer to the structured 
information that describes, explains, locates, or makes it easier to retrieve, use or 
manage an information resource (e.g., information about how often the “cost” crite-
rion becomes the decisive factor for the resolution of a discourse, and which decision 
makers are always contributing to this issue). 

Another functionality enhancing knowledge elicitation builds around the construc-
tion of a chronicle that provides a summary of the decision makers’ actions during the 
evolution of a discourse. Pieces of these chronicles can be easily retrieved from the 
KB through a search engine (in order, for instance, to be reused in future discourses). 
The information acquired through chronicles can be further analysed through cluster 
analysis or causal maps in order to enrich the users’ profiles and amend their mental 
models. Furthermore, it can be used for the analysis and validation of the related  
decision making process.  
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3.2   An Example Case 

In this section, we demonstrate the features and functionalities of the proposed tool 
through a strategy development case concerning the choice of the location where a 
new plant should be placed. For this particular case, the RBV Decision Making 
Framework was employed for the structuring (modelling) of the discourse. This par-
ticular DMF involves two basic criteria, i.e. supporting activities and supporting re-
sources, which actually consist the core concepts of the RBV approach. Each of these 
criteria is associated with a list of sub-criteria (activities with the set {history, cost, 
dependability, flexibility, speed, quality} and resources with the set {level, cost, de-
pendability, flexibility, speed, quality}). As far as the SM is concerned, a generic 
algorithm, based on the principles of the Analytic Hierarchy Process, was employed 
for the evaluation of the overall discourse. 

 

Fig. 3. An instance of the Discourse Graph 

Figure 3 illustrates an instance of the Discourse Graph structured for this case. As 
shown, the overall issue was “New plant location” (appearing on the top of the win-
dow), while the goal to be met was “Increase capacity” (top of the Discourse Graph). 
Discourse participants have proposed (so far) three alternative solutions, namely 
Thessaloniki, Patras and Tirana. These solutions are supported by in favour and chal-
lenged by against arguments. For instance, a decision maker placed the in favour 
argument “Transport goods to our nearby distribution center” for the alternative 
“Thessaloniki”. This argument was associated to the “supporting activities” criterion 
and the “speed” sub-criterion, in particular. Discourse items are preceded by an iden-
tification label which is associated to their type (e.g. [SuAc02] refers to a supporting 
activity). Different colours and images are used in order for the users to better  
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visualize the different types of discourse items. Furthermore, by right clicking on 
them, users may see the list of permitted actions and act accordingly. 

Argumentation in our approach can be performed in multiple levels. As shown in 
Figure 3, another user has attached the item “Limited capacity of existing distribution 
center”, which is an argument against the above in favour argument. In the instance 
shown, this particular item has been selected (by clicking on it). Details concerning a 
selected item appear at the bottom right part of the window. This comprises informa-
tion about the item’s type, content, related criteria, supporting evidence, creator, date-
time of insertion, as well as related comments.  
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Fig. 4. The XML Schema for the structure of the Discourse Graph 

In general, whenever a new discourse item is inserted in the graph, a set of proce-
dures is executed by the tool to update the discourse status and evaluate the alterna-
tive solutions. At the same time, the chronicle functionality records the corresponding 
user’s action. These procedures are automatically triggered and are hidden from the 
discourse participants. The Discourse Graph gets automatically refreshed in order to 
graphically display the new entry and update the Discourse Summary and Current 
Decision results (appearing at the left part of the window). The Discourse Summary 
provides information about the number of participants that have contributed to the 
overall discourse, the number of alternative solutions that have been proposed, the 
number of in favour and against arguments inserted in the graph, as well as the num-
ber of criteria considered (i.e. the number of criteria associated with the discourse 
items). Furthermore, users can see the DMF and SM employed for the structure and 
evaluation, respectively, of the discourse. The Current Decision part of the window 
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provides a sorting of the proposed alternatives, according to the score they get each 
time (this score is calculated by the SM). At the instance shown in Figure 3, the alter-
native “Thessaloniki” appears to be winning (its priority is 81%). The date set for the 
closure of the discourse can be also indicated.  

After the closure of a discourse, all statements expressed are stored in the tool’s 
KB, classified according to their type and placement on the Discourse Graph. In gen-
eral, the storage of the overall discourse to the KB conforms to the XML Schema 
employed for the structuring of the discourse. For the strategy development issue 
under consideration, the discourse’s structure was delineated by the XML Schema 
appearing in Figure 4 (the figure also illustrates some instantiations of the Schema’s 
elements according to the discourse instance considered above). This particular 
Schema has derived after the joint consideration of the RBV DMF and the SM that is 
based on the principles of the Analytic Hierarchy Process. The overall discourse was 
stored as an XML document that complies with this Schema.  

3.3   Technological Issues 

In order to provide users with the necessary means to communicate in a distant and 
asynchronous mode, the proposed tool is a web-based application. The three-tier ar-
chitecture of the proposed tool first of all comprises a Graphical User Interface 
(GUI), which is an ASP.NET application (it can be accessed via any common web 
browser). This is actually the core component of our approach, since it reflects the 
tool’s decision support and knowledge management features and provides users with 
integrated services.  

A Knowledge Management module is responsible for the gathering and sharing of 
knowledge. More specifically, this module handles the extraction and collection of the 
pieces of knowledge that are embedded in the discourse participants’ statements 
(these are submitted to the tool via the GUI), as well as the uploading of them to the 
tool’s KB. Moreover, it provides users with the necessary functionalities for knowl-
edge extraction and sharing, thus aiding decision making activities. It also facilitates 
the generation and maintenance of the users’ profiles. The conceptual modelling of 
the KB complies with the KAD ontology model [20]. This ontology model has de-
rived after the thorough consideration of the domain-independent and the domain-
specific processes described in Sections 2.1 and 2.2, respectively.  

A Decision Support module is responsible for the appropriate handling of the ar-
gumentative discourses conducted by users, the ultimate aim being to support them in 
the underlying decision making processes. This module closely collaborates with the 
tool’s Model Base, where the DMFs and SMs models are maintained. A set of XML 
Schemata that comply with the abovementioned ontology’s semantics has been used 
for the representation of the DMFs. The mathematical models of the SMs have been 
implemented in C#.  

Finally, much attention was paid to openness and extensibility issues; we have 
thoroughly exploited the .NET and XML technologies in order to establish a high 
level of interoperability, as well as to assure generic, neutral and extensible  
information modelling. 
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4   Conclusions 

We have argued that a proper integration of Knowledge Management functionalities 
appears as a very promising solution for contemporary organizations to resolve deci-
sion making issues. Towards this aim, we presented a multidisciplinary approach that 
provides the means for capturing the organizational knowledge in order to augment 
teamwork in terms of knowledge elicitation, sharing and construction, thus enhancing 
decision making quality. The proposed web-based tool can serve as a forum of knowl-
edge exchange in natural language. This is through a Discourse Graph, which is struc-
tured according to the knowledge domain of the problem under consideration and is 
based on a properly defined ontology model for providing and accessing knowledge 
sources. The proposed approach elaborates a set of metadata to make explicit the 
relations occurring between the decision makers and their statements. In such a way, 
argumentative discourses carried out in collaborative decision making settings can be 
exploited for the elicitation of the decision makers’ knowledge. At the same time, our 
approach exploits well-established decision making models and techniques, with 
respect to the problem domain, in order to evaluate the proposed alternatives and 
establish an acceptable solution. We envisage it not just as another groupware solu-
tion, but as a highly active tool that provides a structured way for modelling and  
solving complex organizational problems. 
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Abstract. The market clearing prices in deregulated electricity markets are 
volatile. Good market clearing price forecasting will help producers and  
consumers to prepare their corresponding bidding strategies so as to maximize 
their profits. Market clearing price prediction is a difficult task since bidding 
strategies used by market participants are complicated and various uncertainties 
interact in an intricate way. This paper proposes an adaptively trained neural 
network to forecast the 24 day-ahead market-clearing prices. The adaptive train-
ing mechanism includes a feedback process that allows the artificial neural  
network to learn from its mistakes and correct its output by adjusting its archi-
tecture as new data becomes available. The methodology is applied to the  
California power market and the results prove the efficiency and practicality of 
the proposed method. 

1   Introduction 

Deregulation has a great impact on the electric power industry nowadays. In a deregu-
lated environment, electricity is supplied in a competitive market, and the pricing 
system plays an important role. In a pool-based electric energy market, producers 
submit to the market operator selling bids consisting of energy blocks and their corre-
sponding minimum selling prices, and consumers submit to the market operator buy-
ing bids consisting of energy blocks and their corresponding maximum buying prices. 
In turn, the market operator runs an unconstrained dispatch algorithm without trans-
mission and other security constraints, assuming the system as a single node intercon-
nected to neighboring systems through single transmission lines. This dispatch defines 
the market-clearing price (MCP) as the cost of supplying one more megawatt beyond 
the point where supply and demand matches for each market period, typically one hour. 

Producers and consumers rely on price forecast information to prepare their cor-
responding bidding strategies. A producer with low capability of altering MCPs 
(price-taker producer) needs day-ahead price forecasts to optimally self-schedule 
and to derive his bidding strategy in the pool. Retailers and large consumers need 
day-ahead MCPs for the same reasons as producers. However, MCPs in deregulated 
power markets are volatile. MCP prediction is a difficult task [1] since bidding 
strategies used by market participants are complicated and various uncertainties 
interact in an intricate way. 
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Many attempts have been made to forecast day-ahead electricity prices. Reported 
techniques include ARIMA models [2], dynamic regression models [3], other time 
series techniques [4,5], wavelet transform models [6,7], heuristics [8], Bayesian tech-
niques [9], and simulations and others [10-12]. 

Artificial neural network (ANN) method, because of its effectiveness and easy-to-
implement, is very promising in fulfilling MCP forecasting task. ANNs have been 
applied to forecasting prices in the England-Wales pool [13], the Australian market 
[14], the PJM Interconnection [15] and the New England ISO [16]. 

This paper proposes an adaptively trained neural network to forecast the 24 day-
ahead market-clearing prices. The adaptive training mechanism includes a feedback 
process that allows the ANN to learn from its mistakes and correct its output by ad-
justing its architecture as new data becomes available. The methodology is applied to 
the California power market. 

The paper is organized as follows: Section 2 formulates the forecasting problem. 
Section 3 describes the proposed methodology for MCP forecasting and presents the 
persistence method with which the proposed method is compared based on the mean 
average percentage error on the test set. The application of the proposed methodology 
to the California power market and the obtained results are described in Section 4. 
Section 5 concludes the paper. 

2   Problem Formulation 

In a deregulated market environment, the unconstrained market-clearing price of an 
electricity pool is essentially calculated as follows: 

• Generating companies submit bids to the electricity pool to supply a certain 
amount of electrical energy at a certain price for the period under consideration. 
These bids are ranked in order of increasing price. From this ranking, a curve 
showing the bid price as a function of the cumulative bid quantity is built. This 
curve is the supply curve of the market. 

• The demand curve of the market is established based on the consumer offers that 
consist of quantity and price and ranking these offers in decreasing order of price. 
Since the demand for electricity is highly inelastic, this step is sometimes omitted 
and the demand is set at a value determined using a forecast of the load, i.e. in this 
case the demand curve is assumed to be a vertical line at the value of the load 
forecast. 

• The intersection of the supply and demand curves represents the market-clearing 
price, i.e. the market equilibrium. 

All the bids submitted at a price lower than or equal to the market-clearing price 
are accepted and generators are instructed to produce the amount of energy corre-
sponding to their accepted bids. Similarly, all the offers submitted at a price greater 
than or equal to the market-clearing price are accepted and the consumers are in-
formed of the amount of energy that they are allowed to draw from the system. 

The market-clearing price represents the price of one additional megawatt-hour of 
energy. Generators are paid this MCP for every megawatt-hour that they produce, 
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whereas consumers pay the MCP for every megawatt-hour that they consume, irre-
spective of the bids and offers that they submitted. 

Producers and consumers rely on price forecast information to prepare their corre-
sponding bidding strategies. A producer with low capability of altering MCPs (price-
taker producer) needs day-ahead price forecasts to optimally self-schedule and to 
derive his bidding strategy in the pool [17,18].  

Retailers and large consumers need day-ahead MCPs for the same reasons as pro-
ducers. If a consumer is to buy on the spot market, it is essential that he predicts as 
accurately as possible the evolution of MCPs over the time horizon used to self-
schedule [19]. 

Forecasting MCPs accurately is extremely complex because of the number of in-
fluential factors and the lack of information on some of these factors. Since the MCP 
derives from the market equilibrium, it is influenced by both load and generation 
factors [10,12]. On the load side, all the temporal, meteorological, economic and 
special factors that are used in load forecasting should also be taken into account 
when forecasting prices. The generation side is considerably more troublesome be-
cause some events occur at random (e.g., failures leading to withdrawal of capacity 
and price spikes) and others are not always publicly announced in advance (e.g., 
planned outages for maintenance). In addition, when the locational marginal price is 
needed, transmission congestion can have a sudden and hard to predict effect. Finally, 
when competition is less perfect, some generators have the ability to influence prices 
to suit their own objectives. From the above, it is concluded that MCPs are volatile 
and MCP prediction is a difficult task since bidding strategies used by market partici-
pants are complicated and various uncertainties interact in an intricate way. 

The time framework to forecast the day-ahead MCPs in most markets is as follows. 
The 24 hourly MCPs for day d are required on day d-1, typically at hour hb (around 10 
am). On the other hand, data concerning results for day d-1 are available on day d-2 at 
hour hc (around noon). Therefore, the actual forecasting of market prices for day d can 
take place between hour hc of day d-2 and hour hb of day d-1. Therefore, to forecast 
the 24 hourly prices for day d, price data up to hour 24 of day d-1 are considered 
known. 

3   Forecasting Methodology 

3.1   ANN Method 

ANN is a computer information processing system that is capable of sufficiently rep-
resenting any non-linear functions [20]. The techniques based on ANN are especially 
effective in the solution of high complexity problems for which a traditional mathe-
matical model is difficult to build, where the nature of the input-output relationship is 
neither well defined nor easily computable. 

The most popular ANN architecture is the three-layer feed-forward system trained 
with a back-propagation algorithm. The success of this approach dwells in the fact 
that it can learn the relationship between input and output, by training the network 
off-line using historical data derived from the system, with a supervised learning 
technique. 



 Market Clearing Price Forecasting in Deregulated Electricity Markets 59 

In case of MCP forecasting, there is no simple relationship among the parameters 
involved in the determination of the MCP. ANNs, due to their highly non-linear capa-
bilities and universal approximation properties, are proposed in this paper for MCP 
forecasting. At the training stage, the proper ANN architecture (e.g., number and type 
of neurons and layers) is selected. An adaptive training mechanism allows the ANN 
to learn from its mistakes and correct its output by adjusting the parameters (weights) 
of its neurons. The adaptive training process enhances the performance of the pro-
posed method as additional training data get to be available. 

As input parameters to the ANN, three factors are considered: 1) historical MCP, 
2) historical load and 3) forecasted load. Historical information refers to the previ-
ous day information, e.g. historical load information includes the 24 hourly actual 
(known) loads of the previous day. Similarly, forecasted load information includes 
the 24 hourly forecasted loads of the day-ahead, i.e., the day for which the MCP is 
to be forecasted. If all the above three factors are considered as inputs to the ANN, 
then the input layer has 72 neurons. The proposed training mechanism ensures that 
the optimum number of hidden neurons is selected. The output layer of the ANN 
has 24 neurons, each one corresponding to the MCP of one of the 24 hours of the 
day-ahead. 

3.2   Persistence Method 

In order to evaluate the performance of the ANN, its forecasts are compared with 
those of the persistence method. According to the persistence method, the forecasted 
price, Price(d,h), for the hour h of the day-ahead d is calculated as follows: 
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h)1,-Load(d

)h,d(Load
)h,d(riceP −⋅=  (1) 

where Load(d,h) is the forecasted load for the hour h of the day-ahead d, Load(d-1,h) 
is the actual load for the hour h of the previous day d-1 and Price(d-1,h) is the actual 
price for  the hour h of the previous day d-1. 

3.3   Performance Evaluation 

To assess the prediction capacity of the ANN model and the persistence model, the 
mean average percentage error, MAPE, can be used: 
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where N is the number of hours, Actual_Price(i) is the actual MCP for the hour i and 
Forecast_Price(i) is the forecasted MCP for the hour i calculated by the model under 
consideration (persistence or ANN). 

However, the MAPE, as defined in (2), is not suitable for price forecasting, since it 
causes problems for zero MCPs. To overcome this problem, the following calculation 
for the MAPE is proposed and used throughout this paper: 
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where Average_Price is calculated as follows: 
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To assess the prediction capacity of the ANN model and the persistence model, the 
MAPE is used, as defined in (3). The model with the lower MAPE on the test set is 
the most suitable for MCP forecasting. 

3.4   Overview of the Proposed Methodology 

The proposed methodology for MCP forecasting has three steps: 

1. In the first step, the day-ahead load is predicted with the ANN method; 
2. In the second step, the MCPs are forecasted with the persistence method; 
3. In the third step, the MCPs are forecasted with the ANN method. 

The first step is to predict the day-ahead load, since this information is needed by 
the persistence method and also it is expected to be an important input parameter for 
the ANN model to predict the day-ahead MCPs. This load forecasting is implemented 
with a multilayer feedforward neural network, which has 48 input neurons and 24 
output neurons. The first 24 input neurons correspond to the 24 loads of the previous 
day (relatively to the day-ahead) and the rest 24 neurons correspond to the 24 loads of 
the same day (with the day-ahead) of the previous week. 

The second step is to forecast MCPs with the persistence method by using (1) and to 
evaluate the performance of the persistence method by using the MAPE definition of (3). 

The third step is to obtain the MCP forecast by using the ANN model. After many 
experiments, it was found that for the considered case study of Section 4, the best 
MCP forecasts are obtained by using 72 input neurons, out of which the 24 are for the 
24 MCPs of the previous day, the next 24 neurons are for the previous day hourly 
loads and the rest 24 neurons correspond to the day-ahead hourly loads. The ANN has 
24 output neurons, corresponding to day-ahead MCPs. 

MATLAB Neural Network Toolbox [21] is used for implementing the above steps 1 
and 3 (load and MCP forecasting with ANN). 

Since the weights of the ANN are initialized randomly in MATLAB neural net-
work toolbox, different executions of the ANN training and testing algorithm lead to 
different MAPE results. However, the objective is to train the ANN so as to provide 
the minimum MAPE for the test set. The proposed training mechanism automatically 
selects the neural network architecture with the minimum mean absolute percentage 
error on the test set for both the day-ahead load and MCP forecasting and this is 
achieved through the following steps: 

1. Various ANN architectures are considered; 
2. For each ANN architecture, the training and testing algorithm is executed 10 

times and the trained ANN with the minimum MAPE on the test set is stored; 
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3. Among all the ANN architectures, the optimum architecture is the one with the 
minimum MAPE on the test set. 

The structure of the ANN adapts itself as new data becomes available. This adapta-
tion mechanism improves the ANN performance. 

Fig. 1 presents the MCP forecasting methodology. 

ANN
48-15-24 ANN

72-15-24
(adaptive training)

Persistence

ANN_Load(d,h)Load(d-7,h)

Load(d-1,h)

Price(d-1,h)

ANN_Price(d,h)

Persistence_Price(d,h)

Price forecasting methodology for the test set

d: forecast day, d-1: previous day, h: hour (h=1,2,…,24)  

Fig. 1. MCP forecasting methodology 

4   Case Studies 

In this Section, the effectiveness of the proposed methodology is checked for the data 
of the California power market [22] for the year 1999. In the sequel, two case studies 
are analyzed in detail: in the first case study, the MCP data series are without price 
spikes, while in the second case study, the MCP data series include price spikes and 
as a consequence the MCP forecasting problem is more challenging. 

4.1   Case 1: Without Price Spikes 

In this section, the performance of the ANN model is compared with the performance 
of the persistence model for a time period without price spikes. The training period is 
from 1/3/1999 to 28/3/1999 and the testing period is from 29/3/1999 to 4/4/1999. As 
it can be seen from Fig. 2, the whole training and testing period has no price spikes. 
More specifically, the maximum MCP during that period is 35 $/MWh. On the other 
hand, the minimum MCP is 0 and this value justifies the necessity to define the 
MAPE from (3) instead of (2). 

Table 1 presents the impact of input parameters on the forecasting performance for 
the test set. It is concluded from Table 1 that the minimum MAPE (optimum perform-
ance) for MCP forecasting is obtained when using historical MCP, historical load and 
forecasted load as inputs to the ANN, in line with the proposed forecasting framework 
of Fig. 1. 
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Fig. 2. Actual unconstrained MCP curve of California power market from 1/3/1999 to 4/4/1999 

Table 1. Impact of input parameters on forecasting performance 

  MCP MAPE (%) 
Case Inputs ANN Persistence 

1 Historical MCP 9.78  
2 Historical MCP, historical load 9.09  
3 Historical MCP, historical load, forecasted load 8.44 10.19 

Table 2. Impact of quantity of training vectors on forecasting performance 

 Training vectors MCP MAPE (%) 
Case Period Quantity ANN Persistence 

1 15/3-28/3 14 9.20 11.05 
2 1/3-28/3 28 8.44 10.19 
3 1/2-28/3 56 8.81 10.72 
4 4/1-28/3 84 9.13 10.99 

Table 2 presents the impact of the quantity of input vectors on the forecasting per-
formance. It is concluded from Table 2 that the optimum performance for MCP fore-
casting is obtained when using 28 vectors that correspond to the 28 days before the 
week of the test set. That is why the training period has been selected to be from 
1/3/1999 to 28/3/1999 (i.e. 28 days). 

Having defined the appropriate input parameters (historical MCP, historical load, 
forecasted load) and the proper quantity of training vectors (28), in the sequel it is 
presented the way that the proposed methodology of Section 3.4 is applied in this 
particular case study. 

According to the proposed methodology in Section 3.4, the first step is to predict 
the day-ahead load. After trial and error, it was found that the optimum forecasting 
results are obtained with an ANN having the architecture 48-15-24, i.e., 48 input 
neurons, 15 neurons in the hidden layer and 24 output neurons. For this ANN, the 
MAPE on the training set and the test set is 1.31% and 1.77%, respectively. 
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The second step is to forecast MCPs with the persistence method. The results show 
that the training MAPE is 6.92% and the testing MAPE is 10.19%. 

The third step is to forecast MCPs with the ANN method. Table 3 shows the mini-
mum testing MAPE for ANN architectures with different number of neurons in the 
hidden layer. Following the training mechanism of Section 3.4 and using the results of 
Table 3, it is concluded that the optimum ANN architecture is 72-15-24, since it pro-
vides a minimum testing MAPE of 8.44%, which is 17.17% better than the testing 
MAPE of the persistence method (10.19%). In Fig. 3, the MCP forecast of the opti-
mum ANN versus the actual MCP is shown for the test set. 

Table 3. Evaluation of alternative ANN architectures for MCP forecasting 

Hidden neurons Minimum MAPE (%) Improvement versus persistence (%) 
10 8.93 12.37 
15 8.44 17.17 
20 9.19 9.81 
30 8.92 12.46 
40 9.44 7.36 
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Fig. 3. MCP forecast versus actual MCP for the test set (from 29/3/1999 to 4/4/1999) 

4.2   Case 2: With Price Spikes 

In this section, the performance of the ANN model is compared with the perform-
ance of the persistence model for a time period with price spikes. The training pe-
riod is from 16/6/1999 to 13/7/1999 and the testing period is from 14/7/1999 to 
20/7/1999.  

As it can be seen from Fig. 4, there are price spikes (e.g. prices over 80 $/MWh) 
in the period under consideration. More specifically, price spikes exist in 29/6, 30/6, 
1/7, 12/7, 13/7, 14/7 and 15/7/1999. The appearance of price spikes makes the fore-
casting problem more difficult. 

Table 4 presents the impact of the ANN adaptive training on the MCP forecast-
ing performance for the test set using the MCP forecasting framework proposed in 
Fig. 1. It is concluded from Table 4 that the MCP MAPE obtained with the ANN is  
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improved (reduced) as new data becomes available that is used for retraining the 
ANN. Moreover, the superiority of the proposed ANN method versus the persis-
tence method is obvious. 

Table 4. Impact of ANN adaptive training on ANN forecasting performance 

 Training vectors Testing vectors MCP MAPE (%) 
Case Period Quantity Period Quantity ANN Persistence 

1 14/6-11/7 28 14/7-20/7 7 22.63 35.28 
2 15/6-12/7 28 14/7-20/7 7 18.45 30.12 
3 16/6-13/7 28 14/7-20/7 7 15.87 27.33 
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Fig. 4. Actual unconstrained MCP curve of California power market from 16/6 to 20/7/1999 
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Fig. 5. MCP forecast versus actual MCP for the test set (from 14/7/1999 to 20/7/1999) 

In Fig. 5, the MCP forecast of the optimum ANN (case 3 of Table 4) versus the ac-
tual MCP is shown for the test set. 
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5   Conclusions 

The objective of this paper is to develop a simple and easy-to-use technique for the 
prediction of the hourly market clearing price in a deregulated electricity market envi-
ronment using only the publicly available information. The proposed method uses two 
ANNs: the first ANN predicts the hourly load and the second ANN estimates the 
hourly market clearing price. The output of the first ANN together with the previous 
day load and the previous day market-clearing price are used as input to the second 
ANN. 

An adaptive training mechanism is proposed, which includes a feedback process 
that allows the artificial neural network to learn from its mistakes and correct its out-
put by adjusting its architecture as new data becomes available. The adaptively 
trained ANN provides the minimum MAPE for the test set, i.e. the optimum perform-
ance. The testing MAPE of the ANN is compared with the testing MAPE of a persis-
tence method. 

The methodology is applied to the California power market. Two case studies are 
analyzed: the first is without price spikes, while in the second case study there are 
price spikes in the MCP data series. In the first case study, the ANN testing MAPE is 
8.44%, which is 17.17% better than the testing MAPE of the persistence method. In 
the second case study, the ANN testing MAPE is 15.87%, which is 41.93% better 
than the testing MAPE of the persistence method. These results prove the efficiency 
and practicality of the proposed method for forecasting the market-clearing price in 
deregulated electricity markets. 
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Abstract. A random signal-based learning merged with simulated annealing 
(SARSL), which is serial algorithm, has been considered by the authors. But the 
serial nature of SARSL degrades its performance as the complexity of the 
search space is increasing. To solve this problem, this paper proposes a popula-
tion structure of SARSL (PSARSL) which enables multi-point search. More-
over, adaptive partitioning method (APM) is used to reduce the optimization 
time. The validity of the proposed algorithm is conformed by applying it to a 
simple test function example and a general version of fuzzy controller design. 

1   Introduction 

During the past decades, the role of optimization has steadily increased in such di-
verse areas, such as, electrical engineering, computer science, and communication. In 
practice, optimization problems become more and more complex. Many large-scale 
combinatorial optimization problems can only be solved approximately, which is 
closely related to the fact that many of these problems have been proved NP-hard. 
Their deterministic polynomial time algorithms are unlikely to exist. The quality of 
the final solution is in contradiction with computation time. To search an optimum of 
a function with continuous variables is difficult if there are many peaks and valleys. 
In these cases, traditional optimization methods are not competent. They will either be 
trapped to local optima or need much more search time. In recent years, many re-
searchers have been trying to find new ways to solve these difficult problems, and 
stochastic approaches have attracted much attention [1]-[3]. 

Random signal-based learning merged with simulated annealing (SARSL) is a 
powerful optimization algorithm as proved in [3]. But it can not find the global  
optimum of complex problem very well because of its serial nature. In this paper, a 
population structure of SARSL (PSARSL) is proposed. The PSARSL is an extended 
version of SARSL as a population structure. The PSARSL enables the SARSL to ex-
plore the search space starting from various random initial states, and then each 
SARSL in the population exploits the search space with the help of SA. Besides, this 
paper considers an adaptive partitioning method (APM) to reduce the optimization 
time and enhance the accuracy. The performance of the proposed method is compared 
with that of other stochastic optimization algorithms with respect to computational ef-
fort and accuracy. For this comparison, the test functions optimization and a fuzzy 
controller optimization for an inverted pendulum are considered. 
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2   Overview of SARSL 

The main idea of the random signal-based learning (RSL) [3] is that the random value 
randomly agitates the state in the range of learning rate in order to find the optimal 
state. If the learning rate is quite small, the state can exploit the search space (fine 
learning), but can not explore (coarse leaning). On the contrary, if the learning rate is 
large enough, then exploration of the search rather than exploitation is emphasized. 
This is a trade-off between small and large learning rate. Since the candidate solution 
moves in a downhill direction very quickly with a small learning rate, RSL is a very 
effective algorithm for the local search. 

The SARSL [3] is a modified RSL with the help of simulated annealing (SA). The 
SA allows a system to change its state to a higher energy state occasionally such that 
it has a chance to jump out of local minima and seek the global minimum [4]. The SA 
possesses a formal proof of convergence to the global optimum [5][6]. This conver-
gence proof relies on a very slow cooling schedule of setting the temperature. While 
this cooling schedule is impractical, it identifies a useful trade-off where longer cool-
ing schedules tend to lead to better quality solutions. In SA, the downhill moves are 
always accepted, whereas the uphill moves are accepted with the probability (P) that 
is a function of temperature. A brief explanation of SARSL is described as follows: 

Step 1. Initialize the state at random. Initialize the temperature T. 
Step 2. Evaluate the new state using RSL. 
Step 3. Qold=performance of the old state, Qnew=performance of the new state. 
Step 4. If Qnew<Qold then the new state is accepted for the next epoch, else compute P 

and then compare P with the random generated number in [0,1]. If P>random 
number, then the new state is accepted, else the new state is rejected. 

Step 5. Cooling down the temperature as T=T*cooling rate. 
Step 6. If the stopping criterion is satisfied end algorithm, else go to Step 2. 

Example 1. To show the local search ability of RSL, the following nonlinear function, 
described in Fig. 1, is used [7] 
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Fig. 1. The shape of nonlinear function F(x) that has a global minimum in x=0.07715 
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F(x)=(x+0.9)(x+0.7)(x+0.2)(x-0.4)(x-0.7)(x-0.9)+0.04. (1) 

where –1<x<1. F(x) has two local minima and one global minimum. The purpose of 
this example is to find the x that makes the F(x) minimum. Figs. 2 and 3 depict the re-
sults of RSL and SARSL for different initial states. Fig. 2 shows that RSL is a good 
local search algorithm because all the initial states converge into each local minimum 
exactly. But Fig. 3 shows that the results of SARSL converge into a global minimum 
for all initial states. This means that SARSL, though it is serial algorithm, is more 
powerful local search algorithm for the function with many peaks and valleys. 
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Fig. 2. The result of RSL for different initial states 
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Fig. 3. The result of SARSL for different initial states 

3   Description of the Proposed Algorithm 

Though, SARSL is a good optimization algorithm for a simple optimization problem, 
as shown in Example 1, it may not be a good algorithm for a complex one because of  
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Fig. 4. The flowchart of PSARSL 

its serial nature. To overcome this shortcoming, a population structure of SARSL 
(PSARSL), that is an extension of SARSL as a population structure, is proposed as 
described in Fig. 4. The PSARSL can get the diversity of solution set by starting with 
different initial states, and then performs local search for each local area. Therefore, 
PSARSL can find more accurate solution than SARSL with lower computational ef-
fort, because PSARSL searches different local areas with corresponding initial states 
and SARSL (serial algorithm) is a good local search algorithm as proved in Fig. 3. As 
shown in Fig. 4, each serial algorithm of PSARSL starts from corresponding initial 
states generated at random. These m serial algorithms search each local area and fi-
nally converge on the near global optima. 

In case of complex optimization problems, adaptive partitioning method (APM) is 
very helpful in the reduction of computational effort and enhancement of accuracy 
[8]. In this paper, the following APM is used to enhance the performance of PSARSL: 

Step 1. The original search region is equally partitioned into K rectangles (subre-
gions). 

Step 2. Generate R uniformly distributed random states for each subregion, and 
then evaluate the performance index for all random states. 

Step 3. The subregion that contains the best performed state is further equally parti-
tioned into K subregions, and the best performed state is updated. 

Step 4. If the partitioning has not been performed in the surrounding subregions 
(the subregions except the currently partitioning subregion) for S steps, go 
to next step, else go to Step 2. 
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Step 5. Use PSARSL in the most promising subregion that has taken from APM to 
find the global optimum, and additionally, apply simple genetic algorithm 
(SGA) with small population to the surrounding subregions (consider these 
subregions as one) because there is a little possibility to exist the global  
optimum. 

Example 2. In this example, the following two-dimensional test function [1] is con-
sidered to clarify the APM described above: 

4,1))(001.01/()5.0(sin5.0),( 222222 −≤≤−++−+−= yxyxyxyxF . (2) 

This function has a global maximum in (x, y)=(0, 0) as 1, and many local maxima, 
whose values are 0.990283, are around the global maximum. Fig. 5 describes the  
 

     

                                    (a)                                                                             (b) 

   

                                       (c)                                                                        (d) 

Fig. 5. Contours of the most promising subregions for each APM iterations: (a) Iteration 0=[-2, 
4]x[-2, 4] (original region), (b) Iteration 1=[-2, 1]x[-2, 1] (subregion taken from the 1st itera-
tion), (c) Iteration 2=[-0.5, 1]x[-0.5, 1] (subregion taken from the 2nd iteration), (d) Iteration 
3=[-0.5, 0.25]x[-0.5, 0.25] (subregion taken from the 3rd iteration) 
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contours of the most promising subregions for each APM iterations, where K=4, 
R=20, and S=4. This APM has been performed 30 independent times, and finally, the 
subregion including global optimum is always survived in the last iteration step of 
APM as the most promising subregion. Once the most promising subregion has been 
taken from APM, the PSARSL can find the global optimum in the subregion, as 
shown in Fig. 5(d), more easily. 

From this example we can expect that the complexity of the search space for the 
most promising subregion obtained by APM is much reduced than that of the original 
one, and the probability of containing the global optimum inside the obtained subre-
gion is very high. This makes PSARSL to find the optimal state more effectively. Ad-
ditionally, a SGA is used to explore the surrounding subregions with small population 
because there is a small possibility that the global optimum can be found in the sur-
rounding subregions. 

4   Experimental Results 

To verify the effectiveness of the proposed method, we consider several benchmark 
functions and a fuzzy controller design example. The parameters used in the experiment 
are set by trial and error, and are defined as follows: learning rate=0.01, cooling 
rate=0.98, initial temperature=0.1, population size of PSARSL and SGA=20, maximum 
number of parallel epoch for PSARSL and SGA=200, crossover rate=0.8, mutation 
rate=0.1, K=4, R=20, and S=4. The proposed method will be compared with PSARSL 
without APM. Moreover, in this simulation, standard version of genetic algorithm (GA), 
which is well-known population structure optimization algorithm, is considered as well. 
For the reasonable comparison the maximum number of parallel epoch for PSARSL and 
GA without APM=1000, and initial temperature for PSARSL without APM=1.0 (others 
are the same as above), and each algorithm is run 30 times independently. 

4.1   Optimization of the Test Functions 

We employ four real-valued benchmark test functions [1], given in Table 1, to dem-
onstrate the mechanics of the proposed method. This table shows high dimensional 
problem (f1, f4) and low dimensional problem (f5, f6) together. 

The results of optimization are summarized in Table 2. This table shows the per-
centage of global optimum (optimization accuracy) and the average number of func-
tion evaluation (optimization speed) to reach 10-5 error, respectively. The optimization 
accuracy of the proposed method and GA is very similar, while the optimization 
speed is very different, i.e. the proposed method is much faster than GA in these four 
test functions because of using APM. In the proposed method, the most promising 
subregion obtained by APM contains a global optimum as 97.5% for all test function 
optimizations. The performance of PSARSL (without APM) is inferior to that of oth-
ers as we expected above. 

4.2   Applications to Fuzzy Controller Design 

To show the effectiveness of the proposed method, optimization of the fuzzy control-
ler for balancing an inverted pendulum system, where a free-falling pole is mounted  
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Table 1. Test functions and their specifications 

Name Function 
Global 
optimum 
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Table 2. Optimization results of the test functions 

Name Algorithms 
% of global 
optimum 

Average number of 
function evaluation to 
reach global optimum 

f1 Proposed method 96.7 5317.5 
f1 PSARSL without APM 76.7 12836.1 
f1 GA 93.3 7162.6 
f4 Proposed method 93.3 6024.7 
f4 PSARSL without APM 73.3 15520.3 
f4 GA 90 8317.9 
f5 Proposed method 100 3492.3 
f5 PSARSL without APM 80 10893.6 
f5 GA 100 5351.1 
f6 Proposed method 100 3016.8 
f6 PSARSL without APM 86.7 7921.3 
f6 GA 100 5719.6 

on a cart that is controlled by an actuator, is considered here. The control objective is 
to produce an appropriate actuator force to control the motion of the cart so that the 
pole can be balanced in a vertical position. Given that no friction exists in the system, 
and let x =1

 and x =2
, then the state equation can be expressed as [3]: 
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where M (mass of the cart) is 1.0Kg, m (mass of the pole) is 0.1Kg, l (half length of 
the pole) is 0.5m, g (gravity acceleration) is 9.8m/s2, and F is the applied force in 
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Newton. To simplify the problem, only the control of the pole is considered for the 
inverted pendulum system, that is, the considered states are the angle, θ , and the an-
gular velocity, θ , of the pole with respect to the vertical axis. The fuzzy controller for 
this system consists of 25 possible rules that have antecedent parts with 5 fixed trian-
gular membership functions (fuzzy sets) for each input variable, and 25 consequent 
part membership functions [3]. Mamdani-type fuzzy model [9] is used in this exam-
ple. The proposed algorithm optimizes 25 centers and 25 widths of the consequent 
part membership functions of the rule. The range of centers and width is [-1, 1]. In 
this experiment, the following performance index, pursue decreasing, is used: 

=

+=
q

i
ii eeQ

1

22 ][ . (4) 

where q is the number of input-output pairs. The performance index is evaluated by 
controlling the inverted pendulum during 5s (seconds), where the initial angle and an-
gular velocity of the pendulum are ±0.3rad (radian) and zero, respectively. The failure 
limit of the angle of the pendulum is ±1.0rad and the sampling period is 0.01s. 

Table 3 describes the average simulation results (average over 30 independent simu-
lations) for each algorithm. The maximum number of function (performance index) 
evaluation for each algorithm is 20000. This means that each algorithm has been per-
formed with the same computational effort. In this table, the average best Q (perform-
ance index) and the average number of function evaluation to reach 1% of the best Q  
 

Table 3. Average simulation results 

Algorithm 
The avg. 
best Q 

The avg. number of function 
evaluation to reach 1% of the best Q 

Proposed method 12.01 10346.2 
PSARSL without APM 15.12 15274.7 
GA 12.27 12154.9 
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Fig. 6. Average control result of each algorithm 
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Fig. 7. Averaged control result of each algorithm: l=1.0m 

show the accuracy and speed, respectively. As can be seen, the proposed method is su-
perior to other algorithms with respect to optimization accuracy and speed. 

Fig. 6 shows the average control result of the inverted pendulum obtained by the 
30 optimized fuzzy controllers for each algorithm. From this figure, we can see that 
the fuzzy controllers optimized by the proposed method control the inverted pendu-
lum much better than other algorithms. 

Fig. 7 describes the result when half length of pole, l, is changed as 1.0m long. 
This result shows the robustness of the optimized fuzzy controllers for the system pa-
rameter change. As can bee seen, the fuzzy controllers constructed by the proposed 
method are more robust than those of other algorithms in terms of parameter change 
of the system. 

5   Conclusions 

This paper proposed the adaptive partitioning-based stochastic optimization algorithm 
to reduce the optimization time and enhance the accuracy. The adaptive partitioning 
method (APM) finds the most promising subregion containing the global or near 
global optima to decrease the complexity of the search space. The population struc-
ture of SARSL (PSARSL) was applied to this subregion to find the optimum state, 
while a simple genetic algorithm was used to search the surrounding subregions to 
find the missing optimum state which may occur very rarely. The validity was con-
firmed by the optimization of the benchmark test functions and the fuzzy controller 
for the inverted pendulum. As is shown, the proposed method is superior to PSARSL 
and GA (without APM) with respect to optimization speed and accuracy. This means 
that APM is very effective to enhance the performance of PSARSL. For the further 
research, the more complex general problems should be considered, and the more 
deep theoretical analysis rather than heuristic approach is needed. 



76 C.-W. Han and J.-I. Park 

References 

1. De Jong, K.: An Analysis of the Behavior of a Class of Genetic Adaptive Systems. Ph.D. 
dissertation, Dept. Computer Sci., Univ. Michigan, Ann Arbor, MI (1975) 

2. Goldberg, D.E.: Genetic Algorithms in Search, Optimization and Machine Learning. Addi-
son-Wesley, Reading, MA (1989) 

3. Han, C.W., Park, J.I.: Design of a Fuzzy Controller using Random Signal-based Learning 
Employing Simulated Annealing. Proc. of the IEEE Conference on Decision and Control, 
Sydney, Australia (2000) 396-397 

4. Kirkpatrick, S., Gelatt Jr., C.D., Vecchi, M.P.: Optimization by Simulated Annealing. Sci-
ence, Vol. 220, No. 4598 (1983) 671-680 

5. Romeo, F., Sangiovanni-Vincentelli, A.: A Theoretical Framework for Simulated Anneal-
ing. Algorithmica, Vol. 6 (1991) 302-345 

6. Sullivan, K.A., Jacobson, S.H.: A Convergence Analysis of Generalized Hill Climbing Al-
gorithms. IEEE Trans. Automatic Control, Vol. 46, No. 8 (2001) 1288-1293 

7. Jeong, I.K., Lee, J.J.: Adaptive Simulated Annealing Genetic Algorithm for Control Appli-
cations. International Journal of Systems Science, Vol. 27, No. 2 (1996) 241-253 

8. Tang, Z.B.: Partitioned Random Search to Optimization. Proc. of the American Control 
Conference, San Francisco (1993) 

9. Procyk, T.J., Mamdani, E.H.: A Linguistic Self-organizing Process Controller. Automatica, 
Vol. 15, No. 1 (1979) 15-30 



G. Antoniou et al. (Eds.): SETN 2006, LNAI 3955, pp. 77 – 86, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

Fuzzy Granulation-Based Cascade Fuzzy Neural 
Networks Optimized by GA-RSL 

Chang-Wook Han and Jung-Il Park 

School of Electrical Engineering and Computer Science, Yeungnam University, 
214-1 Dae-dong, Gyongsan, Gyongbuk, 712-749 South Korea 

{cwhan, jipark}@yumail.ac.kr 

Abstract. This paper is concerned with cascade fuzzy neural networks and its 
optimization. These networks come with sound and transparent logic character-
istics by being developed with the aid of AND and OR fuzzy neurons and sub-
sequently logic processors (LPs). We discuss main functional properties of the 
model and relate them to its form of cascade type of systems formed as a stack 
of LPs. The structure of the network that deals with a selection of a subset of 
input variables and their distribution across the individual LPs is optimized with 
the use of genetic algorithms (GA). We discuss random signal-based learning 
(RSL), a local search technique, aimed at further refinement of the connections 
of the neurons (GA-RSL). We elaborate on the interpretation aspects of the 
network and show how this leads to a Boolean or multi-valued logic description 
of the experimental data. Two kinds of standard data sets are discussed with re-
spect to the performance of the constructed networks and their interpretability. 

1   Introduction 

The essential feature of fuzzy and neurofuzy systems lies in its logic fabric. It can 
manifest in many different conceptual ways and is realized at different implementa-
tion levels. A general framework of fuzzy modeling that is general and yet specific 
enough to support realization of detailed models can be envisioned as a two-layer ar-
chitecture. The interface layer realizes all communication between the external world 
and the processing core of the model. More specifically, the role of the interface is to 
accept any input datum no matter what its format is (say, numeric values, fuzzy sets 
or sets) and translate it into the internal format acceptable for the processing purposes. 
No matter what the details of such transformation are, in essence it converts physical 
variables into more abstract and logic-driven format of membership grades of the cor-
responding fuzzy sets. There has been an array of approaches to realize such trans-
formation, say through possibility, necessity and compatibility measures. Likewise to 
communicate the results of logic processing back to the physical environment, we end 
up with a broad range of so-called defuzzification procedures [1]-[4]. As the entire 
processing done by the model is realized on a more abstract level, it implies that we 
have to confine ourselves to the logic-oriented nature of the model as well as develop 
logic-based processing within such model. 

The primary objective of this study is to develop a cascade fuzzy neural network 
[1] with genetic algorithm (GA) [5][6] and random signal-based learning (RSL)  
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[7]-[9], analyze its properties and introduce a comprehensive development environ-
ment. These networks implement the logic-based mapping between input and output 
spaces viewed as multidimensional unit hyper-cubes that is we are concerned about 
the relationship from [0,1]n to [0,1]m, and thus come with interpretation transparency 
augmented by learning capabilities. The cascade nature of the network supports 
modularity and allows building reduced models on a basis of a subset of the most es-
sential input variables. This feature is particularly appealing when we are concerned 
with the design of fuzzy models in presence of a high number of variables whose re-
duction becomes inevitable. GA optimizes the order of the variables and the binary 
connections of the neurons, and then RSL refines the binary connections, namely GA-
RSL optimization. To verify the effectiveness of the GA-RSL optimization, two kinds 
of numeric data sets are discussed with respect to the performance of the constructed 
networks and their interpretability. 

2   The Logic Processor (LP) 

As originally introduced in [1], fuzzy neurons emerge as result of a vivid synergy  
between fuzzy set constructs and neural networks. In essence, these neurons are func-
tional units that retain logic aspects of processing and learning capabilities character-
istic for artificial neurons and neural networks.  Two generic types of fuzzy neurons 
are considered: 

AND neuron is a nonlinear logic processing element with n-inputs x [0,1]n produc-
ing an output y governed by the expression 

y = AND(x; w) )s(T
1

ii

n

i

xw
=

= . (1) 

where w denotes an n-dimensional vector of adjustable connections (weights). The 
composition of x and w is realized by an t-s composition operator based on t- and s-
norms, that is, “s” denoting some s-norm and “t” standing for a t-norm. As t- norms 
(s-norms) carry a transparent logic interpretation, we can look at as a two-phase ag-
gregation process: first individual inputs (coordinates of x) are combined or-wise with 
the corresponding weights and these results produced at the level of the individual ag-
gregation are aggregated and-wise with the aid of the t-norm. 

By reverting the order of the t- and s-norms in the aggregation of the inputs, we end 
up with a category of OR neurons, 

y= OR(x; w) )t(S
1

ii

n

i

xw
=

= . (2) 

We note that this neuron carries out some and-wise aggregation of the inputs followed 
by the global or-wise combination of these partial results. 

Some obvious observations hold: 

- For binary inputs and connections, the neurons transform to standard AND 
and OR gates. 

- The higher the values of the connections in the OR neuron, the more essen-
tial the corresponding inputs. This observation helps eliminate irrelevant  
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inputs; the inputs associated with the connections whose values are below a 
certain threshold are eliminated. An opposite relationship holds for the AND 
neuron; here the connections close to zero identify the relevant inputs. 

- The change in the values of the connections of the neuron is essential to the 
development of the learning capabilities of a network formed by such neu-
rons; this parametric flexibility is an important feature to be exploited in the 
design of the networks. 

The LP, described in Fig. 1, is a basic two-level construct formed by a collection of 
“h” AND neurons whose results of computing are then processed by a single OR neu-
ron located in the output layer. Because of the location of the AND neurons, we will 
be referring to them as a hidden layer of the LP. 

y
ix

V w

1z

hz

)(n )(h
 

Fig. 1. Architecture of the LP regarded as a generic processing unit 

Each LP is uniquely characterized by a number of parameters: a number of inputs 
(n), number of nodes in the hidden layer (h) and an array of connections of the AND 
neurons as well as the OR neuron in the output layer. Bearing in mind the topology of 
the LP, the connections of the AND neurons can be systematically represented in a 
matrix form V while the connections of the OR neuron are collected in a single vector 
form (w).  We write the following detailed expressions 

zj = AND(x, Vj), j=1,2,…, h         y = OR (z, w). (3) 

where z is a vector of outputs of the AND neurons (z = [z1 z2… zh]
T) while Vj denotes 

the j-th column of the connection matrix V. 

3   A Cascade Fuzzy Neural Network 

As LPs are our basic functional modules, there are several viable options to build an 
overall architecture. Here we discuss them and analyze its functional properties. 

LPs are basic functional modules of the network that are combined into a cascaded 
structure. The essence of this architecture is to stack the LPs one on another. This re-
sults in a certain sequence of input variables. To assure that the resulting network is 
homogeneous, we use LPs with only two inputs, as shown in Fig. 2. In this sense, 
with “n” input variables, we end up with (n-1) LPs being used in the network.  
Each LP is fully described by a set of the connections (V and w). To emphasize the  
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Fig. 2. A cascaded network realized as a nested collection of LPs 
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Fig. 3. Logic processor along with its possible logic descriptors; see description in the text 

cascade-type of architecture of the network, we index each LP by referring to its con-
nections as V[ii] and w[ii] with “ii’ being an index of the LP in the cascade sequence. 

To gain a better view at the mapping realized by the network, it is advantageous to 
discuss the functional aspects of a single logic processor. We start with the simplest 
possible topology. We assume that the number of AND neurons (hidden layer) is 
equal to 2 and consider a binary character of the connections, see Fig. 3. 

Based on the values of the connection matrices (w and V) we arrive at the follow-
ing logic expressions (let us remind that the rows of V contain the values of the con-
nections originating from a certain input node to the two AND neurons in the hidden 
layer; the columns are labeled by the corresponding AND nodes) 

w = [1  0]     V =
11

00
   h1 = x           h2 = x        y = h1 OR 0 = x 

w = [1  0]     V =
10

10
   h1= x AND z,   h2 = 1,   y = h1 OR 0 = x AND z 

In a nutshell, the proposed network realizes a successive realization of the logic 
model by incorporating more variables by augmenting its structure by a basic (ge-
neric) unit once at a time. 

4   Development of the Cascade Type Network 

The evolutionary optimization [5][6] is an attractive avenue to exploit in the devel-
opment of the cascade network. In this learning scenario, we arrange all elements to 
be optimized (that is a sequence and a subset of input variables, and the connections 
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of the logic processors) into a single chromosome and carry out their genetic optimi-
zation [1]. The considered form of the chromosome for this optimization is described 
in Fig. 4. The input sequence of the variables (and thus is involved in the structural 
optimization of the network) and the connections (parametric optimization) are the 
phenotype of the chromosome. The sequence gene of input variables to be used in the 
model (we allow for a high level of flexibility by choosing only a subset of the input 
variables) consists of “n” real numbers in the unit interval. These entries are assigned 
integer numbers that correspond to their ranking in the chromosome. The first “p” en-
tries of the chromosome (assuming that we are interested in “p” variables) are then 
used in the structure of the network. For instance, if the chromosome consists of the 
following entries: 0.5 0.94 0.1 0.82 0.7 (n = 5) and we are interested in p=3 variables, 
the ranking leads to the sequence of integers 2 4 5 1 3 and we choose x2, x4, and x5. 

0.24 0.62 .  .  .0.47 0.80

1 2 3 n

WeightsSequence

LP1 LP2 .  .  . LPp-1

 

Fig. 4. Structure of a chromosome for the optimization of cascade fuzzy neural networks 

The resulting connections of GA are binary. Instead of going ahead with the con-
tinuous connections, the intent of GA is to focus on the structure and rough (binary) 
values of the connections. This is legitimate in light of the general character of genetic 
optimization: we can explore the search space however there is no guarantee that the 
detailed solution could be found. The promising Boolean solution can be next refined 
by allowing for the values of the connections confined to the unit interval. Such re-
finement is accomplished by the RSL [7-9] that is quite complementary to the GA; 
while could be easily trapped in a local minimum, it leads to a detailed solution. The 
complete learning mode is composed then as a sequence of GA followed by the RSL, 
let us express as GA-RSL (two-step optimization). A brief explanation of the RSL is 
described as follows: 

Step 1. Initialize the states at random. 
Step 2. Evaluate the new state using RSL. 
Step 3. Qold=performance of the old state, Qnew=performance of the new state. 
Step 4. If Qnew<Qold then the new state is accepted for the next epoch, else the new 

state is rejected. 
Step 5. If the stopping criterion is satisfied end algorithm, else go to Step 2. 

To shows the local search ability of the RSL, the following nonlinear function is 
considered when -1<x<1: 

F(x)=(x+0.9)(x+0.7)(x+0.2)(x-0.4)(x-0.7)(x-0.9)+0.04 (4) 

The optimization goal of this example is to find the x that makes the F(x) minimum. 
Fig. 5 shows the shape of F(x) which has two local minima and one global minimum. 
Fig. 6 describes six curves which are the estimated x from six independent executions 
of the RSL with different initial states. As is shown in this figure, the accurate local 
optima are always found very quickly by the RSL. 
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Fig. 6. The estimated x for each different initial state 

5    Experimental Studies 

The experiments deal with a standard data set, i.e. Auto- MPG data (available on the 
Machine Learning site at the University of California at Irvine) and Box-Jenkins gas-
furnace data [15], those are commonly used in the development of various models. 

The genetic optimization is supported by a standard form of GA with real-number 
encoding as shown in Fig. 4. The parameters of the optimization environment are in-
cluded in Table 1 and these are fixed for all experiments; it has been found that under 
these conditions the optimization was carried out efficiently and resulted in meaning-
ful results. In the experiments, we confine ourselves to the two commonly encoun-
tered models of triangular norms by implementing t-norm as an algebraic product and 
realizing s-norm in the form of the probabilistic sum. 
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Table 1. Experimental setup of the parameters of the optimization environment 

Algorithm Parameter Value 
Population size 50 
Maximum generation 100 
Crossover rate 0.8 

GA 

Mutation rate 0.1 
Learning rate 0.05 

 5 
RSL 

Maximum iteration no. 2000 

Apparently, the optimization of the fuzzy sets standing in the interfaces could be 
beneficial to the model and contribute to the enhancement of its quality. Accepting 
this point of view, for the purpose of this study we assume that fuzzy sets of the input 
and output interfaces are given in advance and left unchanged. Our focal point is the 
cascade fuzzy neural network and its optimization. We do not claim that the selection 
and number of fuzzy sets forming the interfaces are not important in general. For the 
purpose of this study we keep this part fixed and this allows us to concentrate on the 
core processing realized in a cascade type of fuzzy neural network [1]. 

To support interpretation, when it comes to the presentation of the resulting rules, 
we “binarize” the connections, that is, convert them to 0 or 1 depending where they 
are originally positioned with respect to the threshold level of 0.5 (the connections 
whose values are located in the vicinity of 0.5 are less obvious than those positioned 
close to 0 or 1). 

A GA optimizes all parameters (binary connections) and structure. By carrying out 
RSL refinement we enhance the parametric details of the network and reveal how much 
these impact its performance. The performance of the network is described by means  
of RMSE between the desired output and the actual output. To get the reasonable  
experimental results, each network has been simulated 10 times independently. In this 
experiment, Auto-MPG and Box-Jenkins gas-furnace data are used to compare the per-
formance of the proposed method with the method in [10] which constructed the fuzzy 
system based on the significance degree of the input variable. 

5.1   Auto-MPG Data 

Auto-MPG data comes from the Machine Learning repository and deals with fuel 
consumption in miles per gallon. Each vehicle is described by the following variables: 
number of cylinders (CYL), displacement (DIS), horsepower (HP), weight (W), ac-
celeration (ACC), model year (MODEL), and miles per gallon (MPG, treated as the 
output). For each variable, we set up three Gaussian fuzzy sets with an overlap of 0.5. 
Because of these fuzzy sets, we end up with 18 input variables (6*3). For all but the 
model year we accept three labels, those are SMALL, MEDIUM, and LARGE. The 
age of the vehicle is quantified as OLD, MEDIUM, and NEW. Among 392 data vec-
tor, we divide it 2/3 for training and 1/3 for testing. 

We again exercised the learning scenarios that GA optimizes the input sequence 
and binary connections for different number of input and then the RSL refines the 
connections of the neurons positioned in the unit interval. All logic processors have 
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two AND neurons in their hidden layers. In the experiments, we limit the number of 
input variables (note that each original variable has its internal manifestation through 
three fuzzy sets) and consider 3, 5, 7, and 9 number of input. The selection of these 
variables is also genetically optimized and in this way we can reduce the size of the 
model as well as reveal a hierarchy of the input fuzzy sets. 

Table 2 shows the average performance index (RMSE) over 10 independent simula-
tions for the GA mode of learning with 3, 5, 7, and 9 input variables (fuzzy sets) and 
RSL refinement of the result obtained by GA (GA-RSL). Shadowed entries indicate 
the best results of the performance index. The values in the brackets are the result of 
the testing set. From the results we can see that the binary connections optimized by 
GA are further refined by RSL. Actually, it is not possible to compare the proposed 
method with the algorithm introduce in [1] and [10] because the same training and test-
ing data are not used. However, the performance of the proposed method is superior to 
that of the algorithm in [10] with respect to the accuracy and the reduction ability of 
the input variables. But we can not see the superiority of the proposed method to the 
algorithm in [1], i.e., the performance is very similar. Though the performance is very 
similar, the proposed method is very simple algorithm that does not need very complex 
mathematics (gradient-based method in [1] needs very complex differential equations). 

The interpretation of the networks leads to interesting results. We assume that the 
inputs are binary to simplify the rules and organize them in Table 3 which reveals one 
of the ten simulations with 5 input variables (fuzzy sets). The resulting rules are 
highly intuitive both in terms of how we would sense about fuel efficiency of a vehi-
cle depending on its features. 

Table 2. Average performance index (RMSE) over 10 independent simulations for the GA 
mode of learning with 3, 5, 7, and 9 input variables and RSL refinement for the result obtained 
by GA (GA-RSL). The values in the brackets are the result of the testing set. 

Algorithm 3 5 7 9 
GA 2.62 

(2.64) 
2.59 
(2.63) 

2.60 
(2.63) 

2.60 
(2.64) 

GA-RSL 2.57 
(2.58) 

2.48 
(2.50) 

2.50 
(2.53) 

2.51 
(2.54) 

Table 3. A collection of fuzzy rules produced by the resulting networks 

Algo-
rithm 

Rules 

GA If [HP is large] OR [W is large] OR [ACC is small] then [MPG is 
small] 
If [MODEL is new] OR [HP is small] then [MPG is medium] 
If [W is small] AND [HP is small] AND [CYL is medium] then 
[MPG is large] 

GA-
RSL 

If [HP is large] OR [W is large] then [MPG is small] 
If [MODEL is new] OR [HP is small] then [MPG is medium] 
If [W is small] AND [HP is small] then [MPG is large] 
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Table 4. Average performance index (RMSE) over 10 independent simulations for the GA 
mode of learning with 3, 5, 7, and 9 input variables and RSL refinement for the result obtained 
by GA (GA-RSL). The values in the brackets are the result of the testing set. 

Algorithm 3 5 7 9 
GA 0.50 

(0.53) 
0.45 
(0.47) 

0.46 
(0.49) 

0.45 
(0.48) 

GA-RSL 0.40 
(0.42) 

0.35 
(0.37) 

0.37 
(0.38) 

0.36 
(0.38) 

Table 5. A collection of fuzzy rules produced by the resulting networks 

Algo-
rithm 

Rules 

GA If [y(t-1) is small AND u(t-4) is large AND u(t-3) is large] OR [y(t-
2) is small] then [y(t) is small] 
If [y(t-1) is medium] and [u(t-4) is medium] then [y(t) is medium] 
If [y(t-1) is large] AND [u(t-4) is medium] AND [u(t-3) is medium] 
then [y(t) is large] 

GA-
RSL 

If [y(t-1) is small AND u(t-4) is large AND u(t-3) is large] then [y(t) 
is small] 
If [y(t-1) is medium] and [u(t-4) is medium] then [y(t) is medium] 
If [y(t-1) is large] AND [u(t-4) is medium] AND [u(t-3) is medium] 
then [y(t) is large] 

5.2   Box-Jenkins Gas-Furnace Data 

Another example for the comparison is Box-Jenkins gas-furnace data which is a sin-
gle input-output time series data for a gas furnace process with gas flow rate u(t) as 
input and the CO2 concentration y(t) as output. We consider 10 input variables de-
scribed in [10]. The first half of the date is used as training and remaining data is used 
as testing. All the experimental conditions are the same as the previous example 
(Auto-MPG data). The simulation results are described in Table 4 with respect to 
RMSE. Though, the considered data for training and testing are different, the pro-
posed method performs better than the algorithm in [10] with respect to the testing 
data prediction RMSE. The comparison result of the GA-RSL with the algorithm in 
[1] is similar to the case of Auto-MPG data. A collection of resulting fuzzy rules 
translated from the data are summarized in Table 5. 

6   Conclusions 

We have introduced and developed cascade fuzzy neural networks with the use of 
GA-RSL. The network exhibits a transparent logic structure that supports all interpre-
tation faculties. We showed that the genetically optimized network help concentrate 
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on the processing a subset of the most essential variables. The comprehensive devel-
opment environment consisting of GA-RSL helps complete structural and parametric 
design of the network. The experimental results help quantify the performance of the 
network and provide interesting interpretation of the available data. 
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Using Self-similarity Matrices for Structure
Mining on News Video
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Abstract. Video broadcast series like news or magazine broadcasts
usually expose a strong temporal structure, along with a characteris-
tic audio-visual appearance. This results in frequent patterns occurring
in the video signal. We propose an algorithm for the automatic detection
of such patterns that exploits the video’s self-similarity induced by the
patterns. The approach is applied to the problem of anchor shot detec-
tion, but can also be used for other related purposes. Tests on real-world
video data show that it is possible with our method to detect anchor
shots fully automatically with high reliability.

1 Introduction / Related Work

The detection of frequent patterns in video is useful in the case when the given
videos expose a strong temporal structure. The results of an anchor shot de-
tection, for example, may be used to help finding story boundaries in news or
magazine broadcasts. Other examples are special screens or video sequences used
in news videos to announce different topics. Patterns are used in these videos to
make it possible for the viewer to easily follow the broadcast and to recognize
its structure. They also make it possible to do this so-called “Video Parsing” [1]
automatically.

Hauptmann et al. [2] use an SVM on color and face features to identify anchor
shots in news videos. In addition to training the SVM, their classifier requires
learning of a weighted image grid for the color features to account for changing
anchors, clothing, etc. between the different news videos.

In [3], similar features are used, but instead of training, models for each ex-
pected presentation type have to be provided manually.

Kobla et al. [4] use the notion of “Video Trails” to identify similar shots in a
video without training. However, they directly work on features extracted from
the video frames, which makes it difficult to identify clusters because of the vast
amount of frames that do not belong to any class and clog the feature space.

In this paper we present an automatic method for identifying frequent pat-
terns, that does not work directly on image features, but on a matrix of similarity
between different time points in the video. The method is very general and may
be applied to other problems as well, but here we focus on the problem of anchor
shot detection.

The next section descibes our algorithm, which is followed by our experimental
results. We conclude with Sect. 4.

G. Antoniou et al. (Eds.): SETN 2006, LNAI 3955, pp. 87–94, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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2 Proposed Approach

Our proposed algorithm consists of two steps:

– Computation of a self-similarity matrix
Based on a similarity measure between two time points in the video, a two-
dimensional symmetric matrix is computed, whose height and width is de-
pendent on the length of the video.

– Clustering on rows of the self-similarity matrix
Here we use a simple K-Means clustering algorithm to find patterns in the
matrix, but other clustering methods might also be used.

Both steps can be customized depending on the problem at hand. Here we
focus on anchor shot detection. In the next section, the computation of the self-
similarity matrix is described in further detail, followed by an overview of the
clustering step.

2.1 Self-similarity Matrix

The self-similarity matrix M is a N ×N matrix defined as:

Mij = S(ti, tj), (1)

where S(ti, tj) is a similarity measure between two timepoints ti and tj in the
video. In our case, we choose frame-based timepoints t1, . . . , ti, . . . , tj , . . . , tN
that are multiples of ten, i.e., N = N ′/10 for a video with N ′ frames.

The form of the similarity measure S ∈ [0, 1] (where 1 corresponds to maximal
similarity, and 0 corresponds to minimal similarity) depends on the kind of
patterns to be detected. Assuming that presentations are always shot in a certain
setting and show the same presenter, for our purpose we define S as the product
of a color distribution-based and a face-based similarity:

S(ti, tj) = Scolor(I(ti), I(tj)) · Sface(I(ti), I(tj)), (2)

where I(t) is the video frame at timepoint t. This measure is based on visual
information only, i.e., the video frames, but other modes, e.g., audio data, may
also be incorporated, if they contain information useful for the solution of the
problem.

The color-based similarity is given by:

Scolor(I(ti), I(tj)) = s(‖CC(I(ti))− CC(I(tj))‖), (3)

where CC(I(t)) is the color correlogram according to [5] of frame I(t), and ‖. . .‖
denotes the L2-Norm. Our assumption here is that presentations are always
placed in the same or just a limited number of different studio settings. We
choose the color correlogram feature as a representation of the visual appearance
of the setting.
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The face-based similarity is given by:

Sface(I(ti), I(tj)) =
{

0 if ¬face in(I(ti)) ∨ ¬face in(I(tj))
s(‖face(I(ti))− face(I(tj))‖) otherwise (4)

where face in(I(t)) ∈ {true, false} is true iff a face was detected in I(t), and
face(I(t)) ∈ N 4 are the coordinates of the rectangle enclosing the dominant
detected face in I(t), if any. For face detection we use the algorithm by Lienhardt
et al. [6].

Note that the form of the face-based measure means that a frame is dissimilar
to each other frame (including itself) if it contains no face. However, this does not
affect the algorithm in general. It just reflects our assumption that the anchor
shots we want to find always show a face, and that this face is always shown at
the same or a limited number of different positions in the video.

Finally, s(x) as referenced in Equations 3 and 4 is the GemanMcLure proba-
bility distribution, scaled to [0, 1]:

s(xi) =
e

−x2
i

σ2+x2
i − e−1

1− e−1 (5)

where the scale σ is proportional to the median of the distance values:

σ =
median(x1, . . . , xi, . . . , xN2)

3
(6)

We use s(x) to convert distance values (low values correspond to high similarity)
to similarity values between 0 and 1 (where high values denote high similarity).

Figure 1 shows an example similarity matrx. Dark areas denote high similarity.
The main anchor sequences in the beginning and the financial news presentations
at the beginning of the second half can be easily identified by the human eye.

2.2 Clustering

The similarity matrix computed in the previous section reveals temporal patterns
of reoccurring frames, which in our case correspond to frames showing a face in a
similar size and position, and a similar color distribution. Each row of the matrix
contains a frame’s similarity to each other considered frame. Frames belonging
to a type of presentation will be more similar to other frames of the same type,
and those in turn will also be similar to all the other frames of that type. If we
see a row in the similarity matrix as a multidimensional feature vector, we find
that rows corresponding to a frame of the same type of presentation will form a
cluster in this new feature space.

Note that by clustering using the similarity matrix instead of using image
features directly, we just need a similarity or distance measure between two
frames (or time points in a video, respectively). We thus omit the need for
features that lie in a vector space.
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Fig. 1. Example of a similarity matrix computed on a video of “CNN Headline News”,
using color and face similarity

By applying a clustering algorithm to the matrix rows we can find the different
types of presentations and we will also have a mapping from frame to presenta-
tion type. We use an adapted simple K-Means clustering algorithm. The number
of classes to use as input for the algorithm depends on how many frequently oc-
curring different presentation types we expect in a video. One additional class is
added for all frames not belonging to any presentation. Our changes to the orig-
inal K-Means algorithm ensure that these frames are all put into the same class.

We adapt the K-Means algorithm by weighting rows according to the sum
of all entries, and by using a slightly different distance measure and a slightly
different mean. The reasons for these changes are given below. The distance
d(i, j) between two matrix rows i and j used for clustering is defined as:

d(i, j) =

√√√√ N∑
k=1

d(i, j, k)2 (7)
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d(i, j, k) = (Mik −Mjk) · wd(i, j) (8)

wd(i, j) =
{

0 if |i− j| < 50,
1 otherwise (9)

By using this adapted distance measure we give more weight to similar frames
that are not temporally adjacent, supporting frequently occurring patterns. The
adapted mean c(C, k) for column k of all rows belonging to the class C is defined
by:

c(C, k) =
∑

i∈C Mik · wd(i, k) · wr(i)∑
i∈C wd(i, k) · wr(i)

(10)

where

wr(i) =
N∑

k=1

Mik (11)

is the weight of row i. The adapted mean makes sure that high values in the
diagonal of the similarity matrix do not distort clustering and that all frames not
belonging to any frequently occurring pattern are clustered in the same class.

3 Experimental Results

We test our algorithm on several videos from the news broadcast series “CNN
Headline News” from 1998 and the german magazine broadcast “ZDF Auslands-
journal” from 2002. In “CNN Headline News” we expect three frequently used
types of presentations (see Fig. 2 for examples): Main anchor centered (a), main
anchor with image on the right (b), and financial news presenter (c). We there-
fore cluster using four classes, three for the presentation types, and one for all
other frames. For “ZDF Auslandsjournal” we use two classes, one for the main
presentation (see Fig. 2 (d) as an example), and one for all other frames.

Figure 3 shows the results of our algorithm compared to the manually anno-
tated ground truth. Table 1 lists the error rate. The second column shows the
total amount of false classified frames. The third column shows the amount of
false classified frames in relation to the total number of frames that belong to one
presentation type. The latter measure is shown because the number of frames
not belonging to any presentation type is comparatively large. Note that there is
only one presentation (at the end of the third video) that was not detected at all,
and just one presentation (in the beginning of the first video) that was mistaken
for another presentation type. The other errors are mainly due to single missed
frames, probably caused by a wrong face detection result.

Figure 4 shows example frames from the detected presentations, one for each
type and video. Note that a model for each presentation type would be diffi-
cult to create because of varying setting, clothing, and camera position between
the different videos. It would probably at least require some supervision, which
means a considerable effort for a human annotator.
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(a) (b)

(c) (d)

Fig. 2. Examples of frequent presentations in “CNN Headline News” (a), (b), (c) and
“ZDF Auslandsjournal” (d)

(a)
(b)
(c)
(d)
(e)
(f)

Fig. 3. Ground truth (a, c, e) and results of our algorithm (b, d, f) applied to three
instances of the news broadcast series “CNN Headline News”. The three identified
types of presentations are shown in red (main anchor centered), blue (main anchor
with image on the right), and black (financial news presenter), respectively.

Table 1. Error rate for three test videos from “CNN Headline News”

Video Total error Error regarding presentations only
1 1.37% 10.85%
2 1.18% 6.22%
3 0.73% 8.20%

The magazine “ZDF Auslandsjournal” just contains one presentation type
that occurs often enough to be identified as a class. All three presentations
of that type were correctly detected, Fig. 5 shows example frames from these
presentations.
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Fig. 4. Examples for each presentation type found by the algorithm. Each row cor-
responds to one video of “CNN Headline News”. Each column corresponds to one
identified presentation type.

Fig. 5. Examples for each presentation found in the video from “ZDF Auslandsjournal”

4 Conclusions and Outlook

We have presented a method for detection of frequently occurring patterns in
videos and successfully applied it to the problem of anchor shot detection. The
method works fully automatically and just needs as input the number of expected
presentation types. No examples are required.
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A suggestion to further reduce the error rate is to incorporate some kind
of temporal constraint to account for the single misclassified frames inside a
presentation. It may also be possible to find missed presentations by looking for
frames that are similar to examples from the automatically identified classes.

Another extension of our method could be to create an inter-video similarity
matrix to find sequences occurring in several videos but not frequently enough
in one video to be clustered into one class. This includes, e.g., introduction
sequences, weather maps, etc.
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Abstract. This paper presents a content-based approach to spam detection 
based on low-level information. Instead of the traditional 'bag of words' repre-
sentation, we use a 'bag of character n-grams' representation which avoids the 
sparse data problem that arises in n-grams on the word-level. Moreover, it is 
language-independent and does not require any lemmatizer or 'deep' text pre-
processing. Based on experiments on Ling-Spam corpus we evaluate the pro-
posed representation in combination with support vector machines. Both binary 
and term-frequency representations achieve high precision rates while maintain-
ing recall on equally high level, which is a crucial factor for anti-spam filters, a 
cost sensitive application. 

1   Introduction 

Nowadays, e-mail is one of the cheapest and fastest available means of communica-
tion. However, a major problem of any internet user is the increasing number of unso-
licited commercial e-mail, or spam. Spam messages waste both valuable time of the 
users and important bandwidth of internet connections. Moreover, they are usually 
associated with annoying material (e.g. pornographic site advertisements) or the  
distribution of computer viruses. Hence, there is an increasing need for effective anti-
spam filters that either automate the detection and removal of spam messages or in-
form the user of potential spam messages. 

Early spam filters were based on blacklists of known spammers and handcrafted 
rules for detecting typical spam phrases (e.g., ‘free pics’). The development of such 
filters is a time-consuming procedure. Moreover, they can easily be fooled by using 
forged e-mail addresses or variations of known phrases that is still readable for a 
human (e.g., f*r*e*e.). Hence, new rules have to be incorporated continuously to 
maintain the effectiveness of the filter. 

Recent advances in applying machine learning techniques to text categorization [1] 
inspired researchers to develop content-based spam filters. In more detail, a collection 
of both known spam and legitimate (non-spam) messages is used by a supervised 
learning algorithm (e.g., decision trees, support vector machines, etc.) to develop a 
model for automatically classifying new, unseen messages to one of these two  
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categories. That way, it is easy to develop personalized filters suitable for either a 
specific user or a mailing list moderator.  

Spam detection is not a typical text categorization task since it has some intriguing 
characteristics. In particular, both spam and legitimate messages can cover a variety 
of topics and genres. In other words, both classes are not homogeneous. Moreover, 
the length of e-mail messages varies from a couple of text lines to dozens of text lines. 
In addition, the message may contain grammatical errors and strange abbreviations 
(sometimes inspired by spammers in order to fool spam filters). Therefore, the learn-
ing model should be robust in such conditions. Furthermore, besides the content of the 
body of the e-mail messages, useful information can be found in e-mail address, at-
tachments etc. Such additional information can considerably assist the effectiveness 
of spam filters [2]. Last, but not least, spam detection is a cost sensitive procedure. In 
the case of a fully-automated spam filter, the cost of characterizing a legitimate mes-
sage as spam is much higher than letting a few spam messages pass. This fact of cru-
cial importance should be considered in evaluating spam detection approaches. 

All supervised learning algorithms require a suitable representation of the mes-
sages, usually in the form of an attribute vector. So far, the vast majority of machine 
learning approaches to spam detection use the bag of words representation, that is, 
each message is considered as a set of words that occur a certain number of times [2, 
3, 4, 5]. Putting it another way, the context information for a word is not taken into 
account. The word-based text representations require a tokenizer (to split the message 
into tokens) and usually a lemmatizer (to reduce the set of words). A common prac-
tice of spammers is to attempt to confuse tokenizers, using structures such as ‘f.r.e.e.’, 
‘f-r-e-e-’, ‘f r e e’, etc. The use of a lemmatizer is language-dependent procedure. 
There is no effective lemmatizers available for any natural language, especially for 
morphologically rich languages. On the other hand, word n-grams, i.e., contiguous 
sequences of n words, have also been examined [6]. Such approaches attempt to take 
advantage of phrasal information (e.g., ‘buy now’), that distinguish spam from legiti-
mate messages. However, word n-grams considerably increase the dimensionality of 
the problem and the results so far are not encouraging. 

In this paper, we focus on a different but simple text representation. In particular, 
each message is considered as a bag of character n-grams, that is n contiguous char-
acters. For example, the character 4-grams of the beginning of this paragraph would 
be: ‘In  t’, ‘n th’, ‘ thi’, ‘this’, ‘his ’, ‘is p’, ‘s pa’, ‘ pap’, ‘pape’, ‘aper’, etc. Character 
n-grams are able to capture information on various levels: lexical (‘the ’, ‘free’), 
word-class (‘ed ’, ‘ing ’), structural (‘!!!’, ‘f.r.’). In addition, they are robust to gram-
matical errors and strange usage of abbreviations, punctuation marks etc. The bag of 
character n-grams representation is language-independent and does not require any 
text preprocessing (tokenizer, lemmatizer, or other ‘deep’ NLP tools). It has already 
been used in several tasks including language identification [7], authorship attribution 
[8], and topic-based text categorization [9] with remarkable results in comparison to 
word-based representations.  

An important characteristic of the n-grams on the character-level is that it avoids 
(at least to a great extent) the problem of sparse data that arises when using n-grams 
on the word level. That is, there is much less character combinations than word com-
binations, therefore, less n-grams will have zero frequency. On the other hand, the 
proposed representation still produces a considerably larger feature set in comparison 
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with traditional bag of words representations. Therefore, learning algorithms able to 
deal with high dimensional spaces should be used. Support Vector Machines (SVM) 
is a supervised learning algorithm based on the structural risk minimization principle 
[10]. One of the most remarkable properties of SVMs is that their learning ability is 
independent of the feature space dimensionality, because they measure the complexity 
of the hypotheses based on the margin with which they separate the data, instead of 
the features. The application of SVMs to text categorization tasks [11] has shown the 
effectiveness of this approach when dealing with high dimensional data. 

In this paper, we propose a content-based spam detection approach based on a bag 
of character n-grams representation and a SVM. No extra information coming from, 
e-mail address of the sender, attachments etc. is taken into account. Experiments on 
the publicly available Ling-Spam benchmark corpus provide evidence that our  
approach achieve high spam precision results while maintaining spam recall on 
equally-high level. Given a cost sensitive evaluation setting, we show that the pro-
posed approach performs better than previous word-based methods. 

The rest of this paper is organized as follows: Section 2 includes related work on 
spam detection. Section 3 describes our approach and Section 4 contains the per-
formed experiments. Finally, section 5 summarizes the conclusions drawn from this 
study and indicates future work directions. 

2   Related Work 

Probably the first study employing machine learning methods for spam filtering was 
published in 1998 [2]. A Bayesian classifier was trained on manually categorized 
legitimate and spam messages and its performance on unseen cases was remarkable. 
Since then, several machine learning algorithms have been tested on this task, includ-
ing boosting decision trees and support vector machines [5], memory-based algo-
rithms [4], and ensembles of classifiers based on stacking [12].  

On the other hand, a number of text representations have been proposed dealing 
mainly with word tokens and inspired from information retrieval. One common 
method is to use binary attributes corresponding to word occurrence [2, 4]. Alterna-
tive methods include word (term) frequencies [6], tf-idf [5], and word-position-based 
attributes [13]. The dimensionality of the resulting attribute vectors is usually reduced 
by removing attributes that correspond to words occurring only a few times. Recent 
work [13] has showed that the removal of the most frequent words (like ‘and’, ‘to’ 
etc.) considerably improves the classification accuracy. Another common practice is 
to use a lemmatizer [3] for converting each word-type to its lemma (‘copies’ becomes 
‘copy’). Naturally, the performance of the lemmatizer affects the accuracy of the filter 
and makes the method language-dependent. Finally, the dimensionality of the attrib-
ute vector can be further reduced by applying a feature selection method [14] that 
ranks the attributes according to their significance in distinguishing among the two 
classes. Only a predefined number of top ranked attributes are, then, used in the learn-
ing model. 

In addition, word n-grams have also been proposed [6, 13] but, so far, the results 
are not encouraging. Although such a representation captures phrasal information, 
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sometimes particularly crucial, the dimensionality of the problem increases signifi-
cantly. Moreover, the sparse data problem arises since there are many word combina-
tions with low frequency of occurrence. 

A couple of recent studies attempt to utilize a character-level representation of e-
mail messages. In [15] a suffix-tree approach is described which outperforms a tradi-
tional Bayesian classifier that is based on a bag of words representation. On the other 
hand, a representation based on the combination of character 2-grams and 3-grams is 
proposed in [16]. However, preliminary results in an e-mail categorization task 
(where many message classes are available) show that approaches based on word-
based representations perform slightly better. 

Research in spam detection was considerably assisted by publicly available 
benchmark corpora, so that different approaches to be evaluated on the same testing 
ground. Nowadays, there are several such benchmark corpora that come from either 
mailing list messages, hence avoiding privacy issues of legitimate messages, (e.g., 
Ling-Spam1) or the mailboxes of specific users (e.g., SpamAssasin2).  

3   Our Approach 

First, for a given n, we extract the L most frequent character n-grams of the training 
corpus.  Let <g1, g2, …, gL> be the ordered list (in decreasing frequency) of the most 
frequent n-grams of the training corpus.  Then, each message is represented as a vec-
tor of length L <x1, x2, …, xL>, where xi depends on gi. In more detail, we examine 
two representations: 

Binary: The value of xi may be 1 (if gi is included at least once in the message) or 0 
(if gi is not included in the message). 
Term Frequency (TF): The value of xi corresponds to the frequency of occurrence 
(normalized by the message length) of gi in the message. 

The produced vectors can be arbitrarily long. On one hand, if L is chosen too short, 
the messages are not represented adequately. On the other hand, if L is chosen too 
long the dimensionality of the problem increases significantly. In the experiments 
described in the next section, L was set to 4,000. A feature selection method can then 
be applied to the resulting vectors, so that only the most significant attributes contrib-
ute to the classification model. A feature selection method that proved to be quite 
effective for text categorization tasks is information gain [14]. The information gain 
of a feature xi is defined as an expected reduction in entropy by taking xi as given: 

IG(C, xi) = H(C) – H(C| xi) (1) 

where C denotes the class of the message (C ∈ {spam, legitimate}) and H(C) is the 
entropy of C. In other words, IG(C, xi) is the information gained by knowing xi. In-
formation gain helps us to sort the features according to their significance in distin-
guishing between spam and legitimate messages. Only the first m most significant 
attributes are, then, taken into account. 

                                                           
1 Available at: http://www.aueb.gr/users/ion/data/lingspam_public.tar.gz 
2 Available at: http://spamassasin.org/publiccorpus/ 
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The produced vectors (of length m) of the training set are used to train a SVM clas-
sifier. The Weka [18] implementation of SVM was used (default parameters were set 
in all reported experiments). 

4   Experiments 

4.1   Benchmark Corpus 

The corpus used in this paper is Ling-Spam consisting of 2,893 emails, 481 spam 
messages and 2,412 legitimate messages taken from postings of a mailing list about 
linguistics. This corpus has a relatively low spam rate (16%) and the legitimate  
messages are not as heterogeneous as the messages found in the personal inbox of a 
specific user. However, it has already been used in previous studies [3, 4, 15] and 
comparison of our results with previous word-based methods is feasible. Moreover, it 
provides evidence about the effectiveness of our approach as assistance to mailing list 
moderators. 

The bare version of this corpus was used (no lemmatizing or stop-word removal 
was performed) so that to be able to extract accurate character n-gram frequencies. 
Unfortunately, this corpus was already converted to lower case, so it was not possible 
to explore the significance of upper case characters. 

In the experiments described below, a ten-fold cross-validation procedure was fol-
lowed. That is, the entire corpus was divided into ten equal parts, in each fold a dif-
ferent part is used as test set and the remaining parts as training set. Final results come 
from averaging the results of each fold.  

4.2   Evaluation Measures 

Two well known measures from information retrieval community, recall and preci-
sion, can describe in detail the effectiveness of a spam detection approach. In more 
detail, given that nS S is the amount of spam messages correctly recognized, nS L is 
the amount of spam messages incorrectly categorized as legitimate, and nL S is the 
amount of legitimate messages incorrectly classified as spam, then, spam recall and 
spam precision can be defined as follows: 

LSSS

SS

nn

n

→→

→

+
=  Recall Spam  (2) 

SLSS

SS

nn

n

→→

→

+
=Precision Spam  (3) 

In intuitive terms, spam recall is an indication of filter effectiveness (the higher the 
recall, the less spam messages pass) while spam precision is an indication of filter 
safety (the higher the precision, the less legitimate messages blocked). 

However, spam detection is a cost sensitive classification task. So, it is much worse 
to misclassify a legitimate message as spam than vice versa. Therefore, we need an 
evaluation measure that incorporates an indication of this cost. A cost factor  is as-
signed to each legitimate message, that is, each legitimate message is considered as  
messages [3, 4]. In other words, if a legitimate message is misclassified,  errors  
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occur. A cost-sensitive evaluation measure, the Total Cost Ratio (TCR) can, then, be 
defined [3, 4] as follows: 

LSSL

LSSS

nn

nn

→→

→→

+⋅
+

=
λ

TCR  (4) 

The higher the TCR, the better the performance of the approach. In addition, if 
TCR is lower than 1, then the filter should not be used (the cost of blocking legitimate 
messages is too high). To be in accordance with previous studies, three cost scenarios 
were examined: 

Low cost scenario ( =1): This corresponds to an anti-spam filter that lets a message 
classified as spam to reach the mailbox of the receiver along with a warning that the 
message is probably spam. 
Medium cost scenario ( =9): This corresponds to an anti-spam filter that blocks a 
message classified as spam and the sender is informed to resend the message. 
High cost scenario ( =999): This corresponds to a fully-automated filter that deletes 
a message classified as spam without notifying either the receiver or the sender. 

4.3   Results 

Three sets of experiments were performed based on character 3-gram, 4-gram, and 5-
gram representations, respectively. In all three cases, both binary and TF attributes 
were examined. Moreover, different values of the m attributes left after the feature 
selection procedure were tested (m starts from 250 and then varies from 500 to 4000 
by 500).  

The results of the application of our approach to Ling-Spam are shown in Fig. 1. 
As can be seen, for binary attributes, 4-grams seems to provide the more reliable 
representation (for m>2000). On the other hand, for TF attributes there is no clear 
winner. More significantly, binary attributes seem to provide better spam precision  
results while TF attributes are better in terms of spam recall. In most cases, spam 
recall was higher than 97% while, at the same time, spam recall was higher than 98%. 
Moreover, a few thousands of features are required to get these results. This is in 
contrast to previous word-based approaches that deal with limited amount (a few 
hundreds) of attributes. This provides another evidence that SVM can effectively cope 
with high dimensional data. 

The results of the cost-sensitive evaluation are shown in Fig. 2. In particular, TCR 
values for 3-grams, 4-grams, and 5-grams are given for varying number of attributes. 
Results are given for both binary and TF attributes as well as the three evaluation 
scenarios ( =1, 9, and 999, respectively). As can be seen, in all three scenarios, a 
representation based on character 4-grams with binary attributes provides the best 
results. This stands for a relatively high number of attributes (m>2500). For =1, and 
=9 the TCR results are well above 1 indicating the effectiveness of the filter. On the 

other hand, for =999, the TCR results are less than 1 indicating that the filter should 
not be used at all. However, it is difficult for this scenario to be used in practice. 
Table 1 shows a comparison of the proposed approach with previously published 
results on the same corpus in terms of spam recall, spam precision, and TCR values.  
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Fig. 1. Spam recall and spam precision of the proposed approach based on character 3-grams, 
4-grams, and 5-grams and varying number of attributes. Top: binary attributes. Bottom: TF 
attributes. 

    In more detail, best results achieved by three methods are reported: a Naïve Bayes 
(NB) classifier [3], a Memory-Based Learner (MBL) [4], and a Stacked Generaliza-
tion approach (SG) [12] using word-based features and a Suffix Tree (ST) [15] ap-
proach based on character-level information. The number of attributes that correspond 
to the best results of each method is also given. It should be noted that the results for 
the ST approach are referred to a sub-corpus of Ling-Spam with a proportion of spam 
to legitimate messages approximately equal to the entire Ling-Spam corpus (200 
spam and 1,000 legitimate messages). Moreover, no results were reported for the SG 
approach based on the high cost scenario. 
    As concerns the TCR, the proposed approach is by far more effective than word-
based approaches for the low and medium cost scenarios. This is due to the fact that it 
manages to achieve high spam recall while maintaining spam precision on equally-
high level. ST is also quite competitive. This provides extra evidence that character-
based representations are better able to capture the characteristics of spam messages. 
On the other hand, the proposed approach failed to produce a TCR value greater than 
1 for the high cost scenario. That is because the precision failed to be 100%. It must  
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Fig. 2. Results of cost-sensitive evaluation. TCR values for =1(top), =9 (middle), and =999 
(bottom) and varying number of attributes and n-gram length. Left column: binary attributes. 
Right column: TF attributes. 

be underlined that previous studies [3, 4] show that TCR is not stable for the high cost 
scenario and it is common for TCR to exceed 1 only for very specific settings. Hence, 
it is not yet feasible to construct a practical filter based on this scenario. 
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Table 1. Comparison cost-sensitive evaluation ( =1, 9, and 999) of the proposed approach with 
previously published results on Ling-Spam. Best reported results for spam recall, spam preci-
sion, and TCR are given. ST results refer to a sub-corpus of Ling-Spam. 

Approach  Attributes Recall Precision TCR 
NB 1 100 82.35% 99.02% 5.41 
MBL 1 600 88.60% 97.39% 7.81 
SG 1 300 89.60% 98.70% 8.60 
ST 1 - 97.22% 100% 35.97 
Proposed 1 3,500 98.50% 99.60% 52.75 
NB 9 100 77.57% 99.45% 3.82 
MBL 9 700 81.93% 98.79% 3.64 
SG 9 100 84.80% 98.80% 4.08 
ST 9 - 98.89% 98.89% 9.01 
Proposed 9 3,500 98.50% 99.60% 19.76 
NB 999 300 63.67% 100% 2.86 
MBL 999 600 59.91% 100% 2.49 
ST 999 - 97.78% 100% 45.04 
Proposed 999 3,500 98.50% 99.60% 0.25 

5   Conclusions 

In this paper we presented a content-based approach to spam detection. In contrast to 
the majority of previous studies, character-level information is used to represent the 
messages. The performed experiments indicate that a character n-gram representa-
tion in combination with a support vector classifier is an effective approach for  
anti-spam filters. The presented results show that the proposed method considerably 
improves the best reported results on the same corpus for two out of three cost-
sensitive scenarios. The amount of attributes required for achieving that performance 
is considerably higher in comparison to word-based approaches. On the other hand, 
the proposed method failed to be competitive in the framework of a fully-automated 
filter ( =999). However, that scenario does not yet correspond to systems of every-
day use. 

A publicly available corpus (Ling-Spam) was used for evaluating our approach. 
Since the legitimate messages of this corpus include mailing list messages about a 
specific topic (linguistics), they are less heterogeneous than the messages found in the 
inbox of a particular user. Therefore, the experimental results suggest the application 
of the proposed method to anti-spam filters assisting mainly mailing list moderators. 
However, more extensive evaluation on corpora coming from personal user inboxes is 
needed.  

The presented experiments were based on a predefined n-gram length (n=3, 4, or 5) 
and all messages were converted to lower case. A promising future work direction 
would be the combination of variable-length n-grams and the distinction between 
lower case and upper case n-grams. 
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Abstract. The intermittent nature of the wind creates significant uncertainty in 
the operation of power systems with increased wind power penetration. Con- 
siderable efforts have been made for the accurate prediction of the wind power 
using either statistical or physical models. In this paper, a method based on Ar-
tificial Neural Network (ANN) is proposed in order to improve the predictions 
of an existing neuro-fuzzy wind power forecasting model taking into account 
the evaluation results from the use of this wind power forecasting tool. Thus, an 
improved wind power forecasting is achieved and a better estimation of the 
confidence interval of the proposed model is provided. 

            Keywords: Artificial neural networks, wind power forecasting, prediction error. 

1   Introduction 

Wind power is one of the dominant Renewable Energy Sources (RES) since, by the 
end of 2004, over 47 GW have been installed worldwide, 34 GW of which in Europe 
[1]. In Greece, the installed wind power capacity is 567 MW, 164.5 MW of which in 
the autonomous power systems of Greek islands [2]. The intermittent nature of wind 
power production forces the power systems operators maintaining significant percent-
age of spinning reserve to compensate for uncertainties in wind power product-ion. 
Sometimes, especially in autonomous power systems with increased wind power 
penetration, operators may even consider totally unreliable the wind power production 
leading the system to operate with excessive spinning reserve and thus increasing its 
operating cost. 

In the past few years, there have been several studies on wind power forecasting. 
The simplest method of all, more suitable for shorter prediction horizon, is the persis-
tence method, considering that the expected wind power production in the following 
few hours will be the same as the current hour. The accuracy of the persistence 
method is reduced as the prediction horizon is increased. Wind power forecasting 
methods include models based on statistical methods as presented in [3] and methods 
based on Artificial Neural Networks (ANN), e.g. Radial Basis Functions topology [4] 
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or adaptive Fuzzy-Neural networks [5, 6]. Some efforts have been also made with 
time series and ARMA models, requiring however, transformation and standardiza-
tion, given the non-Gaussian nature of the hourly wind speed distribution and the non-
stationary nature of its daily evolution [7]. A more detailed literature overview of the 
developed wind power forecasting tools is described in [8]. Some of these methods 
use meteorological information, mainly wind speed, especially for longer period fore-
casts, provided by Numerical Weather Prediction (NWP) models like SKIRON and 
Hirlam. 

The impact of improved wind forecasting tool with actual data for the last 4 
months of 2001 has shown that improvement of wind forecasting errors has signifi-
cant economic impact in the operation of the power system due to the reduction of 
spinning reserve requirements [9]. The reduction in the operating cost is about 1.8%-
3.5% if a reliable forecast is used that allows the reduction of spinning reserve in the 
50% of wind power production. The reduction in the operating cost is about 2.3%-
5.3% if a reliable forecast is used that allows the reduction of spinning reserve in the 
20% of wind power production. Therefore, the more reliable the wind power forecast-
ing is, the more confident the operators of the power systems are for the wind power 
production forecast and thus, the spinning reserve requirements can be further re-
duced, leading to the reduction of the power system operating cost. 

The developers of wind power forecasting models provide their end-users with the 
Mean Absolute Percentage Error (MAPE) index for their model expressed as a per-
centage of the installed wind power capacity. This index, however, does not give very 
much information neither about the performance of the wind power forecasting tool 
for different forecasting horizon nor about its performance for a variety of forecasted 
wind power values. Some wind power forecasting tools also provide as output the 
confidence interval of the wind power forecast based on the estimation of the weather 
stability and other parameters having to do with the forecasting model itself [10]. 
Such information helps the operators to estimate the range of the expected wind 
power production and thus the spinning reserve requirements to cope with the wind 
power production uncertainty. 

In this paper, a method is proposed based on ANN, in order to improve the per-
formance of an existing wind power forecasting tool. This method uses as inputs the 
outputs of the wind power forecasting model and trains the ANN using the results 
from the evaluation of the forecasting model. The output of the ANN is a new and 
improved wind power forecast. Moreover, an 85% confidence interval is provided to 
the operators for this improved wind power forecast.  

The methodology followed to derive the improved wind power forecast is de-
scribed in detail in Section 2. This methodology is applied to the wind power forecast-
ing model developed within the MORE CARE framework [11, 12] that was executed 
off-line to produce wind power forecasts for a period with available meteorological 
data from SKIRON for the power system of Crete. Some information on the power 
system of Crete is provided in Section 3 concerning mainly the wind power. Section 4 
presents results from the application of the proposed methodology to the power sys-
tem of Crete evaluating the improved forecast obtained using as a criterion the change 
in the 85% interval and the MAPE. Conclusions are drawn in Section 5. 
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2   Improved Wind Power Forecasting 

In this paper, an existing neuro-fuzzy wind power forecasting tool, considered as a 
black box, is combined with an ANN, whose general structure is shown in Fig. 1, in 
order to improve the accuracy of the wind power forecast. 
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Fig. 1. General structure of the combined ANN and Neural –Fuzzy Network 

The improved wind power forecasting methodology consists of the following 4 
steps:  

1. Creation of two independent Data Sets (DS) by off-line execution of the fore-
casting model, 

2. Split of DS into Learning Set (LS) and Test Set (TS), 
3. Creation and Training of the ANNs, 
4. Evaluation of the ANN outputs and confidence interval derivation. 

2.1  Preparation of the LS and TS  

The DS for the ANN model is created as follows: The MORE CARE wind power 
prediction tool was run off-line for the last 4 months of 2001 providing forecasts for 
each hour at 24 hour steps. The next 24 hours forecasted values plus an indicator for 
the current hour are used as inputs for the DS, which consists of 663 time-series in our 
case study. This DS contains periods of various wind power production levels ranging 
from very low to very high wind power production.  

To ensure more reliable results and to avoid confidence intervals with values below 
zero or above the wind power capacity, the DS is split into two major classes accord-
ing to the forecasted values: the first one, with half the data contains values of 0-10 
MW (DS1) and the second one with the rest available predictions has prediction val-
ues of 10-67.35 MW (DS2).  

Each DS is split into a LS and TS. In our case, 2/3 of the data in each DS was used 
for training and 1/3 was used for the test. The TS data was used for estimating the 
confidence interval of the existing forecasting tool. Thus, an objective comparison 
with the same set of data can be performed. 

2.2   Creation and Training of the ANNs  

For each one of DS1 and DS2 and for each hour, an ANN has been developed, thus a 
total number of 48 ANNs has been used.  

After the training procedure, the neural network is able to learn (generalize) the in-
put-output relationship and thus to predict the wind power to any input vector outside 
the training set.However, good generalization depends on the network structure. In 
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particular, small size networks are not able to approximate complicated input-output 
relationships. On the other hand, recent studies on learning versus generalization 
network capabilities including the VC dimension [13] indicate that an unnecessarily 
large network size heavily deteriorating generalization. In our approach, we adopt a 
back-propagation variant [14] in a constructive framework [15], which begins with a 
small size network and subsequently adds neurons to improve the network perform-
ance. A validation data set has been also used during training to control learning with 
respect to the generalization ability of the network. 

In Table 1, the results of different extensively studied ANN architectures for a va-
riety of hour-ahead predictions are presented. The selected architecture is the one with 
the minimum MAPE during the whole prediction horizon. In the specific study, the 
optimal ANN structure for both classes was the one consisting of 3 hidden layers of 
13 neurons each, namely 25-13-13-13-1. In Fig. 2, the performance of the selected 
ANN architecture for different number of epochs is examined as far as MAPE is con-
cerned. According to this figure, the optimal number of epochs was 15. 

Table 1. MAPE of TS in the 10-67.35 MW class for different ANN architectures 

MAPE of 10-67.35 MW class ANN architecture 
1 hour ahead 

prediction 
12 hour ahead 

prediction 
24 hour ahead 

prediction 
25-13-1 
25-25-1 

25-13-13-1 
25-25-25-1 

25-13-13-13-1 

10.72% 
10.05% 
9.59% 

10.01% 
9.40% 

12.68% 
11.86% 
12.06% 
11.69% 
11.66% 

11.27% 
10.74% 
10.44% 
10.41% 
10.22% 
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Fig. 2. Performance of the 25-13-13-13-1 ANN architecture for the MAPE estimation of the 
24th hour ahead prediction 

2.3   Evaluation of the ANN Output and Confidence Interval Derivation 

The output of the ANN is the improved wind power prediction for each studied inter-
val. In order to evaluate the performance of the ANN, the MAPE is calculated com-
paring the outputs of the improved wind power forecast with the actual wind power 
production from the wind parks of Crete for the period of study; i.e. 4 last months of 
2001. The MAPE index for the ANN is calculated as follows:  
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where er is the wind power prediction error, Pf is the forecasted wind power provided 
by the ANN, Pa is the actual wind power, Pi is the total installed wind power capacity 
and N is the number of hours studied (for our application N=24). For the island of 
Crete, Pi=67.35 MW, for the year 2001. Negative values of er mean underestimation 
of the ANN output, while positive mean overestimation. 

Overestimation of wind power, leads to lack of energy unless sufficient spinning 
reserve has been committed to the power system. Thus, the higher the overestimation 
of the forecasting model, the higher the spinning reserve that should be maintained, 
leading to more units to be committed for the same load and thus the higher the oper-
ating cost. On the other hand, underestimation of wind power has as an impact that 
the committed units operate in lower efficiency operating points increasing their oper-
ating cost. 

After the evaluation of the improved wind power forecast tool is complete, an 85% 
confidence interval of the forecasting error is derived in order to help the operators to 
determine their spinning reserve policy as far as wind power forecast uncertainty is 
concerned. 

3   Crete Power System 

Crete is the largest isolated power network in Greece with significant wind power 
penetration around 10% of the annual island demand since 2000. The instantaneous 
wind power penetration has reached 39% during some valley hours in winter and 
early spring [9]. The installed wind power capacity on the island is currently 
105.15 MW. There are also installed 690 MW of various thermal units, such as diesel, 
gas turbines, steam turbines and one combined cycle unit in three power plants.  

Public Power Corporation (PPC) is the operator of this power system and is obliged 
to buy at specific price (90% of the retail low voltage price), the energy produced by 
the wind park installations. Thus, the improved wind power forecasting and the estima-
tion of its confidence interval are significant, especially during low load periods, when 
slow response units, steam turbines and combined cycle units operate to avoid commit-
ting surplus units or not having enough units to compensate for unit loss. 

In our study, data from the last 4 months of 2001 was used, when the installed 
wind power capacity was 67.35 MW. 

4   Results 

In Table 2, the MAPE for both the existing neuro-fuzzy wind power forecasting 
model and the proposed methodology are presented for the TS data. In all cases, espe-
cially in the 0-10 MW class, the proposed methodology offers much better results. 
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Table 2. Comparison of TS MAPE for the 0-10 MW class and for the 10-67.35 MW class for 
the existing wind power forecasting tool (neuro-fuzzy model) and the proposed model (ANN) 

0-10 MW class  
MAPE on test test 

 10-67.35 MW class  
MAPE on test test 

Estimation 
(Hours 
ahead) Neuro-fuzzy 

model 
Improved 

model (ANN)
 Neuro-fuzzy 

model 
Improved 

model (ANN) 
1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 

19.10% 
21.70% 
20.74% 
21.93% 
22.27% 
21.07% 
23.40% 
25.58% 
20.82% 
21.53% 
21.46% 
24.44% 
23.79% 
23.14% 
23.49% 
24.01% 
28.10% 
24.20% 
22.54% 
23.67% 
23.30% 
23.16% 
22.40% 
24.32% 

9.04% 
11.88% 
11.53% 
11.22% 
12.32% 
11.29% 
11.88% 
14.56% 
11.37% 
13.53% 
12.10% 
14.37% 
14.01% 
12.48% 
11.53% 
12.29% 
14.57% 
12.18% 
13.70% 
11.73% 
13.45% 
13.84% 
13.12% 
12.79% 

 18.10% 
15.38% 
16.71% 
16.70% 
15.41% 
15.43% 
15.63% 
15.36% 
16.64% 
18.53% 
16.94% 
17.52% 
15.30% 
15.45% 
16.59% 
17.12% 
17.68% 
17.00% 
15.48% 
15.53% 
17.41% 
16.46% 
19.44% 
17.52% 

9.40% 
9.54% 
9.37% 

11.16% 
10.03% 
10.46% 
10.69% 
10.43% 
11.27% 
11.16% 
11.02% 
11.66% 
11.21% 
10.82% 
11.61% 
11.23% 
10.00% 
9.94% 

11.05% 
9.51% 

10.33% 
9.99% 
8.96% 

10.22% 

The MAPE differences range from 8.00% (10th hour estimation) to 13.53% (17th hour 
estimation) for the 0-10 MW class and from 4.09% (13th hour estimation) to 10.48% 
(23rd hour estimation) for the 10-67.35 MW class. 

In Tables 3 and 4, the 85% confidence intervals, expressed as 7.5% and 92.5% per-
centiles (ptl) on the test set for the two classes of wind power forecasting values are 
presented, according to both the outputs of the existing model and the proposed 
method, respectively. 

The proposed methodology provides significant reduction to each confidence in-
terval range and much smaller underestimated values, so the power system operator 
can estimate the wind power production more accurately avoiding committing more 
units than necessary. More specifically, in the 0-10 MW class, the existing model’s 
lowest underestimating errors are always under -40%, while in the proposed model 
the corresponding values only once exceed -30%. In the 10-67.35 MW class, the 
underestimation error differences are smaller, but in almost every case are over 10%. 
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Table 3. 85% confidence interval (c.i.) for the estimated error of 0-10 MW class and 10-67.35 
MW class of the wind power forecasting tool (neuro-fuzzy model) 

0-10 MW class  10-67.35 MW class Estimation 
(Hours ahead) 7.5% ptl 92.5% ptl  7.5% ptl 92.5% ptl 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 

-41.80% 
-46.52% 
-42.52% 
-46.38% 
-48.88% 
-42.88% 
-50.01% 
-50.09% 
-44.91% 
-48.35% 
-48.08% 
-52.55% 
-50.71% 
-48.77% 
-52.14% 
-50.47% 
-54.43% 
-53.52% 
-49.90% 
-51.27% 
-49.34% 
-50.36% 
-51.51% 
-53.64% 

2.04% 
0.99% 
3.26% 
1.56% 
2.15% 
0.98% 
0.44% 
0.93% 
7.22% 
8.37% 
8.59% 
7.90% 
8.08% 
2.60% 
5.45% 
7.77% 
0.64% 
2.95% 
6.19% 
7.98% 
2.07% 
8.47% 
3.19% 
1.92% 

 -42.75% 
-40.18% 
-35.79% 
-43.21% 
-31.54% 
-33.81% 
-31.40% 
-32.43% 
-35.25% 
-35.28% 
-36.97% 
-42.85% 
-33.40% 
-30.44% 
-33.30% 
-35.33% 
-34.35% 
-31.31% 
-28.21% 
-29.53% 
-33.38% 
-27.19% 
-31.55% 
-30.99% 

14.80% 
15.96% 
14.87% 
13.47% 
20.46% 
17.85% 
20.88% 
13.35% 
17.70% 
19.20% 
21.60% 
19.36% 
16.28% 
26.17% 
22.94% 
23.81% 
25.29% 
26.49% 
23.93% 
24.03% 
26.60% 
32.02% 
27.59% 
30.92% 

 

For both classes, smaller differences of the confidence intervals’ largest overestima-
tion values are observed, especially in the 0-10 MW class, where for some estimations 
the initial model gives slightly better results. 

Figs. 3 and 4 provide the difference in the forecast and actual operation for specific 
values of the studied period for the existing neuro-fuzzy model and the proposed 
ANN model. For each case, the minimum and maximum value of the wind power is 
also displayed, as it results from the upper and lower boundary of the 85% confidence 
interval. The reference date is the 28/12/2001 and prediction time 12:00. This predic-
tion time-series offers wide variation of the predicted values from the neuro-fuzzy 
model, the input data of the ANN model, ranging between 5.18 MW and 45.23 MW. 
Thus a more representative analysis of models’ performance can be done. The se-
lected time-series also provides acceptable number of data for both classes of wind 
power prediction of the initial model (8 data from the 0-10 MW class and 16 data 
from 10-67.35 MW class). The comparison of Figs. 3 and 4 proves that the perform-
ance of the proposed ANN is much better than the existing model, since the ANN 
wind power estimation is much more accurate, while its 85% confidence interval is 
significantly narrower. 
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Table 4. 85% confidence interval (c.i.) for the estimated error of 0-10 MW class and 10-67.35 
MW class of the proposed ANN 

0-10 MW class  10-67.35 MW class Estimation 
(Hours ahead) 7.5% ptl 92.5% ptl  7.5% ptl 92.5% ptl 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 

-13.12% 
-21.88% 
-9.50% 

-14.83% 
-15.91% 
-20.91% 
-25.95% 
-33.77% 
-20.40% 
-16.93% 
-21.77% 
-25.00% 
-20.07% 
-21.21% 
-18.18% 
-20.30% 
-27.83% 
-19.05% 
-19.19% 
-19.20% 
-15.55% 
-20.42% 
-19.44% 
-28.20% 

1.36% 
3.18% 
0.70% 
1.31% 
1.81% 
2.83% 
2.07% 
1.88% 
1.87% 
4.43% 
1.90% 
1.54% 
3.54% 
2.46% 
0.80% 
1.95% 
5.50% 
2.62% 
2.81% 
2.88% 
2.32% 
5.06% 
2.92% 
2.69% 

 -14.94% 
-15.56% 
-16.73% 
-18.17% 
-15.72% 
-16.32% 
-15.90% 
-20.45% 
-16.48% 
-22.03% 
-15.97% 
-20.39% 
-17.29% 
-15.86% 
-20.65% 
-20.03% 
-21.10% 
-11.62% 
-17.35% 
-14.00% 
-20.10% 
-17.02% 
-16.32% 
-14.99% 

6.64% 
10.57% 
6.25% 
4.00% 
8.64% 
6.84% 
6.88% 
9.11% 

10.23% 
6.50% 
9.65% 
7.32% 
9.60% 

12.14% 
13.39% 
9.82% 
8.88% 
8.42% 

10.46% 
8.46% 
8.01% 
8.36% 
6.40% 

12.34% 
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Fig. 3. Forecast versus actual wind power and min/max boundaries of 85% confidence intervals 
for the existing neuro-fuzzy model for the 28/12/2001 at 12:00 
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Fig. 4. Forecast versus actual wind power and min/max boundaries of 85% confidence intervals 
for the proposed ANN model for the 28/12/2001 at 12:00 

The economic impact of the improvements of the wind power forecasting, espe-
cially for confidence interval, is due to the reduction of spinning reserve requirements 
to compensate for the wrong estimation of wind. It is considered that the spinning 
reserve requirements is given by the following equation: 

powerwindervalintconfforecloadresSpin ___1.0_ ⋅+⋅=  (3) 

where conf_interval is the 92.5% percentile (ptl) values used corresponding to the 
larger user-defined acceptable wind underestimation level, load_forec is the fore-
casted load and wind_power is the installed wind power capacity. 

The impact of reduced spinning reserve is shown in Table 5 for two characteristic 
days corresponding to the two classes of the test sets and for different loading condi-
tions. During Day 1, low loading, the wind power forecast never exceeded 10 MW, 
while during Day 2, high loading, the wind power forecast was always over 10 MW 
so the corresponding data should be used from Tables 3 and 4. 

It can be seen that there are significant savings in the operating cost during medium 
to high wind power conditions during high load conditions reaching 1.00%. This is 
due to the fact that the more expensive gas turbines are committed for less time, or 
less of these units are required. 

Table 5. Characteristic days used for indicating the impact of improved wind power confidence 
interval 

Day Total daily 
demand 
(MWh) 

Average Wind 
Power Production 

(MW) 

Characterization Percentage 
Savings 

Day 1 5197.4 1.3 Low Load, Low Wind 
Production 

0.05% 

Day 2 7396.5 26.6 High Load, Medium 
Wind Production 

1.00% 
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5   Conclusions 

This paper proposes a combined neuro-fuzzy and ANN model for wind power fore-
casting. The output of an existing neuro-fuzzy wind power prediction tool is used as 
input to the proposed ANN structure. It is shown that the proposed ANN model ex-
ploits the past performance of the neuro-fuzzy model and provides more accurate 
wind power forecasting values. More specifically, the proposed method offers signifi-
cant improvements in all crucial information for power system operators, concerning 
wind power prediction and its uncertainty estimation, providing narrower confidence 
intervals for the predicted wind power. Thus the operator can very quickly and very 
accurately have improved wind power forecast with narrower confidence intervals 
based on the initial wind power forecast provided by the Neuro-fuzzy tool or any 
other wind power forecasting algorithm. Thus, the power systems operators have at 
their disposal much more accurate information on the expected wind power in the 
following few hours, that can be used as inputs for the economic scheduling functions 
of the power systems. Reduction of the uncertainty concerning wind power, especially 
for autonomous power systems helps in increasing the confidence of the power sys-
tems operators on wind power and its further exploitation. 
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Abstract. This paper presents a new bidding strategy for continuous double 
auctions (CDA) designed for Mertacor, a successful trading agent, which won 
the first price in the “travel game” of Trading Agent Competition (TAC) for 
2005. TAC provides a realistic benchmarking environment in which various 
travel commodities are offered in simultaneous online auctions. Among these, 
entertainment tickets are traded in CDA. The latter, represent the most dynamic 
part of the TAC game, in which agents are both sellers and buyers. In a CDA 
many uncertainty factors are introduced, because prices are constantly changing 
during the game and price fluctuations are hard to be predicted. In order to deal 
with these factors of uncertainty we have designed a strategy based on achiev-
ing a pre-defined long-term profit. This preserves the bidding attitude of our 
agent and shows flexibility in changes of the environment. We finally present 
and discuss the results of TAC-05, as well as an analysis of agents performance 
in the entertainment auctions. 

1   Introduction 

The advent of Internet and accompanying networking infrastructures has significantly 
contributed to the development of electronic commerce today. As more computational 
and networking resources become available to the users, electronic transactions move 
to more sophisticated ways of process automation. Autonomous agents that partici-
pate in online trading environments with the goal to increase revenue for humans, 
represent such an advanced paradigm of process automation. Designing effective 
bidding strategies for agents that participate in uncertain competitive auction envi-
ronments, is typically based on the optimization of an objective function of the profit 
or savings they materialize. As uncertainty increases in the environment, the devel-
opment of appropriate heuristics becomes a compulsory task for trading agent design. 
The measurement of agents’ performance is commonly provided by a benchmark 
platform, which encounters the clients’ utility accomplished, as well as the expendi-
ture costs. The international Trading Agent Competition (TAC) [10] provides one of 
the most popular and realistic benchmark environments where a number of autono-
mous trading agents compete to each other in order to assembly travel packages on 
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behalf of a number of clients. Goods are procured in multiple online simultaneous and 
interrelated auctions of different types. The “travel” (or “classic”) game scenario of 
TAC involves three types of such auctions; a) continuous one-sided that sell flight 
tickets, b) ascending multi-unit auctions for booking hotel rooms, and c) continuous 
double auctions (CDA) for entertainment tickets.  

In this paper we present Mertacor, an agent that ended up first in the finals of TAC 
for 2005 (TAC-05). In particular, we describe the bidding strategy developed for 
entertainment auctions, providing at the same time a generic bidding framework for 
the CDA environment. The latter is the most common variation of double auctions [2] 
as it is applied in many real life cases, the most typical of which is the stock market. 
In simple double auctions sellers advertise their offered services or items at prices 
called asks, while buyers respond, according to their preferences over the available 
auctioned resources, by posting their desired buying prices called bids. A CDA sup-
ports transactions between buyers and sellers that may occur continuously over a 
specific trading period. In this auction setup, buyers and sellers are allowed to con-
tinuously update or even withdraw their bids or asks at any time throughout the trad-
ing period [5]. We especially focus on the CDA bidding component of Mertacor, 
because this is the most generic and non game-specific part of its compound bidding 
strategy. Thus, this paper’s main contribution is the introduction of a new bidding 
strategy for CDA, realized in the form of entertainment auctions in the context of 
TAC.  

The paper is structured as follows. First, in Section 2 we give an overview of the 
trading simulation environment on which the developed methodologies are applied. 
Section 3 reviews related work in trading agent design. Next, Section 4, describes the 
details of the bidding strategy for CDA deployed by our agent. In Section 5 we pre-
sent an analysis of the agent performance results taken from TAC-05 environment. 
Finally, Section 6 concludes the paper. 

2   The Trading Agent Competition 

The TAC (http://www.sics.se/tac) provides a competitive trading environ-
ment in which each participating agent operates with the goal of assembling travel 
packages on behalf of eight clients. Each package refers to a 5-day period travel and 
consists of a round-trip flight, a hotel reservation and tickets for three different enter-
tainment events. The clients have separate preferences over the arrival and departure 
dates, the type of hotel and entertainment events they wish to visit, which are ran-
domly assigned to each client at the beginning of the game. The objective of each 
agent is to maximize the total satisfaction of its clients. In the TAC simulation envi-
ronment, all three kinds of commodities (flights, hotels and entertainment tickets) are 
sold in simultaneous online interrelated auctions of three different types, running over 
a game, which lasts for 9 minutes. These are described in the following. 

Flight auctions: There is only one airline company that sells tickets in single seller 
continuous one-sided auctions, which close at the end of the game. Each auction sells 
tickets for a particular day and direction, whereas an unlimited number of seats are 
available. Prices in flight auctions are updated according to a random walk process.  
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 Hotel auctions: There are two hotels in which clients can stay between the arrival and 
departure dates. The one is more preferable than the other, thus it is expected to be 
more expensive. Hotel rooms are traded in standard ascending multi-unit 16th price 
English auctions, which close at randomly determined times in the last 8 minutes of 
the game. In each auction 16 rooms are offered for each combination of hotel and 
night.  

Entertainment auctions: Entertainment tickets are traded in continuous double auc-
tions, which are held between the participants during the game. Each agent holds a 
randomly chosen number of tickets from the beginning of the game and can be either 
a buyer or a seller. Entertainment ticket auctions clear continuously. On clearing, bids 
match immediately. A bid that does not completely match remains standing in the 
auction.  

The score that the agent receives at the end of each game is calculated as the utility 
minus the expenditure costs. The utility function in its general form is: 

 
 Utility = 1000 – travelPenalty + hotelBonus + FunBonus  (1) 
 
Apart from tackling with the utility optimization problem, TAC participants need to 

also deal with many uncertainty factors introduced by the different nature of each 
auction types and the interrelations that hold between them. For example, the agents 
need to acquire flight tickets, hotel rooms and entertainment tickets so that are all 
consistent with the preferred arrival and departure dates. Moreover, the agents may 
advance their performance and bidding accuracy when they deploy price prediction 
mechanisms in their decision-making process. Indeed, price prediction in TAC has 
been thoroughly used for efficient decision-making various agent-development teams 
have developed many forecasting methods [10].  

Regarding the entertainment ticket auctions, one way to deal with uncertainty is to 
deduce how much an agent valuates a particular item. This involves an appropriate 
representation of the profit, which is expected to be obtained from every transaction. 
Moreover, agents should also take compound decisions, including how much and 
when to bid and to preserve a consistent bidding behavior in all auctions.  

3   Related Work 

Since the beginning of the competition in 2000, the TAC problem attracted many 
participants from different countries and organizations. ATTac-2000 agent [8] made 
the first key contribution to this challenging area. The intricacies of the game were 
clarified and attacked in a systematic way. ATTac-2000 was the first agent who won 
the TAC. The notion of marginal utility was then recognized to play an important role 
in the TAC game framework. In fact it has been proven that bidding marginal values 
in sequential auctions with deterministic prices is an optimal strategy and a fairly 
satisfactory one in the TAC environment [3]. 

Since the first TAC, teams concentrated their efforts mainly on developing effec-
tive ways of price prediction. Due to space limitations we only refer here to those 
approaches that most influenced our work. A novel price prediction method was  
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designed for agent SouthamptonTAC [4], which was a competent in TAC-01 and 
TAC-02, by the application of fuzzy techniques. Regarding the entertainment auc-
tions, the same agent deploys a strategy, according to which it submits offers (bids or 
asks) based on the number of items returned by an allocation optimization procedure, 
driven by Linear Programming (LP) [6]. In order to determine the price to be offered, 
the agent calculates the bid value using the equation  ( )bid V tφ= − , where V is the 

valuation of the item and ( ) 0tφ > , is a time-dependent descending function. In the 

case that the agent acts as a seller, the ask price is determined by the equation: 
( )ask V tφ= + . The ( )tφ  function represents the profit that the agent receives as the 

auction progresses. Being a descending function, ( )tφ  leads to a profit, which de-

creases as the auction reaches its end. SouthamptonTAC team participated in TAC-05 
with agent Dolphin. Agent Walverine [1] on the other hand provides an analytical 
approach relied on the principles of a competitive economy for the hotel and  
flight auction, while it handles the CDAs as completely unpredictable by the use of 
heuristics.  

Another approach was proposed by agent whitebear [9], which simply, but also in-
terestingly enough, used average prices for the prediction of the hotel auctions closing 
prices. The main strategy of agent whitbear for CDAs is to buy/sell the entertainment 
tickets it needs/does not need at a price equal to the current bid/ask plus an increment 
step. This behavior is modified at the early stages of the game, where the agent in-
tends to buy tickets at low prices, even if it does not really need them. The agent 
adopts this tactic in order to increase its flexibility in the market. Moreover, when 
whitebear deduces that its competitor will increase its profit, it retains transactions. 
This bidding attitude relaxes at the later stages of the auction. Making extensive ex-
perimentation on mixing of different ‘boundary’ strategies and keeping the design as 
simple as possible, whitebear proved to be the most robust agent in the short TAC 
classic game history.  

LearnAgents [7] also uses an LP model for allocating the acquired items to all the 
clients the agent serves. LP calculates the optimal allocation of the acquired goods 
given the buying price of each item. Although this approach works for the flight and 
hotel auctions, its application in the domain of the entertainment auctions is non-
trivial. LearnAgents tries to make predictions about how the transaction prices will 
evolve during the game. For this reason it preserves a very active bidding behavior.  

4   A Strategy for Entertainment Auctions 

Entertainment auctions are continuous double sided auctions, where agents receive 
new price quotes every 30 seconds and bids are processed continuously. Agents in-
volved in CDAs are both buyers and sellers. Although the TAC entertainment auc-
tions adhere to the continuous double auction protocol applied in the stock market, 
they formulate a more simplified auction environment for two reasons. First, the 
number of eight participants is significantly lower than the ones met in a typical stock 
market. Second, the agents remain adherent to their initial plans about acquiring the 
desired tickets. This is not always the case in a real stock market, where traders may 
deploy totally unpredicted bidding behaviors. However, the general model of the 
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bidding mechanism presented in this paper applies on any CDA environment with the 
appropriate parameterization. In particular, the structure of the decision algorithm 
deployed by Mertacor can be applied as is in the generic CDA case. The only aspect 
that needs to be taken into account is to change the values of the various variables that 
determine the decisions to be taken. These are clarified in the description of the 
Mertacor’s bidding algorithm in the remaining section. 

As it was previously mentioned, the main problem that a bidding strategy design 
copes with is the efficient estimation of the unique private valuation that an agent 
assigns to a particular entertainment ticket at a given moment. Each item in the CDA 
environment is intended to be acquired by only one client that the agent represents. 
Each client has a preference over each ticket, expressed by a real number, randomly 
drawn in the interval [0, 200]. This value represents the bonus that the agent receives 
by buying one ticket of the desired type for its client. Although assigning a value to 
each ticket is a TAC-specific manner for evaluating the available items in the auction, 
it also reflects the client preferences in the real stock market, which is a specific in-
stance of CDA. Indeed, in the stock market a client desires to buy stocks instead of 
entertainment tickets at a particular price range. The bonus value imposes a constraint 
to agents according to which, buying a ticket at a price higher than the bonus value is 
not a preferable action. Although such a statement is intuitively correct, is not a suffi-
cient criterion for the evaluation of a potential transaction. If, for instance, the bonus 
value for a particular ticket is 120, then buying it at 100 seems undoubtedly a profit-
able choice, which results in a profit of 120-100=20. However, if the corresponding 
seller values it for 40, the aforementioned transaction results in a profit of 100-40=60 
> 20 for the competitor, hence to a loss for the buyer. Thus, understanding how much 
the other competitors valuate the auctioned items is a critical strategic element that 
may significantly improve an agent’s performance.  

Mertacor’s bidding mechanism in entertainment auctions is based on a simple and 
consistent algorithm that aims to achieve a long-term profit at the end of the auction 
based on the following hypothesis. Assume that a seller in a CDA wants to sell a 
resource at a price that will lead to a satisfactory profit M. A successful seller should 
be flexible, i.e., to accept transactions at different prices. Therefore, there must be 
some tolerance ranges around the value of M where a transaction is still accepted. Let 
us also assume that the seller, after finding the best buy offer, accepts a transaction 
whose profit is R. Then, if R is close to M the buyer decides to sell the ticket, other-
wise (if R is far from M) it prefers to send a new sell offer to the potential buyers. 

The goal of our seller agent is not the achievement of a profit in every single trans-
action, because this would result in the completion of very few transactions, but the 
collection of a positive mean profit from all the transactions it completes.  

It is very critical for the agent to posses an effective manner to calculate profit, 
based on the information available in the CDA environment. When the agent is pre-
pared to complete a transaction it has to firstly evaluate the auctioned item. This in-
volves the calculation of the ticket valuation V, based on the client preferences. E.g., 
if a client desires to acquire a particular ticket, this will be highly valuated. Otherwise 
it may have a low or no value to buy. The next step for the agent is to deduce the 
potential profit that will make from a specific transaction. Apart from the calculated 
valuation of the item that the agent desires to buy, it also knows the current bid or ask 
price, if it is a buyer or a seller respectively. An intuition about the notion of profit 



 A Long-Term Profit Seeking Strategy for Continuous Double Auctions in a TAC 121 

that stems form the generic CDA environment is that a buyer agent makes a high 
profit if it buys at a very low price compared to how much it truly evaluates the de-
sired item. Similarly, a seller agent makes a high profit if it sells much higher than it 
believes the true price of the item is. The question here is “how much it sells?” and 
the answer depends on the specific CDA environment and the allowed price ranges in 
this environment. Thus, in general, if a seller asked for a price of Pb for a specific 
auctioned item, a buyer would make a high profit if its valuation V about the item was 
V >> Pb , e.g. V = 2Pb, and then the profit would be V – Pb = Pb.  In order to achieve at 
least such a profit, the agent should assign to its expected profit a value of V – 2Pb. 
Thus, the agent submits a buying bid, only if its expected profit is positive.  

The notion of profit has been defined in Mertacor in the following manner. 

a) If the agent needs to buy a ticket whose value has been estimated equal to V 
and the current bid price is Pb , then profit  is defined as: 2profit V Pb= − ⋅ . 

b) If the agent wants to sell the ticket it holds, the value of the ticket is V, and 
the current ask price is Pa , then profit  is given by the equation 

2profit P Va= − ⋅   

Defining profit in this way is a substantial step for the evaluation of both the buy-
ing and selling transactions, because it guarantees that profit gained by the competitor 
it will be relatively close to the one gained by Mertacor. The above definition of profit 
is valid in the TAC-specific CDA. If we would like to apply our bidding algorithm on 
the generic CDA case, this definition should be adopted accordingly. Mertacor’s  
selling strategy for the entertainment auctions is implemented by the proce- 
dure MertacorSellStrategy illustrated in Fig. 1. We describe its functionality in what  
follows.  

The procedure iterates over all tickets that the agents possesses. The target variable 
represents the long-term average profit that the agent aims at achieving. This is set to 
a pre-specified value for each of the entertainment tickets. Typical values for target 
lie on [5, 10]. The variable mean is set equal to the current mean value of profit 
gained over the previously completed transactions. This is calculated by the function 
getMeanValue() in row 3. Variable M, which is given by the following equation:  

 = ⋅ + ⋅M A target B mean  (2) 

is used to determine the range of the profit sought. After experiments, the weights A 
and B were chosen to be A=0.7 and B=0.3. These values show that our agent seeks for 
a profit highly influenced (70%) by the value of target. In order to keep our agent 
adherent to this goal, we impose (row 5) the variable M to only take values in the 
range [a1 ⋅ target, a2 ⋅  target]. Suitable values for the parameters a2 and a1 in the TAC 
environment are a1 = 1/2, a2 = 3/2. For this reason, we use function relocateM() (row 
6), which returns values in the range [min {target, mean}, max {target, mean}].  In 
order to calculate current ticket’s valuation V, our agent calls function calcVal(), in 
row 8, which makes use of a LP model. Since we are interested in always selling 
higher than a determined reserve price Vo, if V<Vo we set V=Vo in row 9. This pre-
vents Mertacor from selling at very low prices. The choice of upper bound Vo for 
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PROCEDURE MertacorSellStrategy 
1: FOR each entertainment ticket in possession  
2:  Assign a pre-specified value to target; 

3:  mean ← getMeanValue(); 

4:  M ←  A*target + B*mean;  

5:  IF M ≤ (1/2)*target OR M  (3/2)*target THEN 

6:      M ←  relocateM(); 

7:  END IF 

8:  V ←  calcVal();  

9:  IF V < Vo THEN V ← Vo; END IF 

10:  profit ← Pa– 2*V; 

11:  Mt ← w(t)*M; 

12:  Ra ← M; 

13:  Rb ← 3*M/2; 

14:  Rc ← rand(M/2, M); 

15:  IF profit  Mt-Ra THEN sellTicket();  

16:  ELSE IF profit  Mt-Rb THEN ask (Mt-Ra+2*V);  

17:  ELSE ask (Mt - Rc +2*V);  

18:  END IF 

19: END FOR 

Fig. 1. The selling strategy deployed by Metacor in the entertainment auctions 

Mertacor was Vo = $40.  In the next step Mertacor calculates the profit it would make 
in a potential transaction by using the equation  

 = −2profit P Va  (3) 

This preserves our agent’s goal, which is to keep E{profit}=target, where the E{.} 
operator denotes the mean value.  

As it was previously stated, M is the profit that Mertacor assumes to be satisfac-
tory. Any CDA market offers different opportunities for a bidder to make profit with 
respect to different times in the game. Thus, M is actually a time-dependant variable. 
For this purpose we define in row 11 a new variable ( )M w t Mt = that introduces a time-

depended low bound for the desired profit. The w(t) function is graphically repre-
sented in Fig. 2. From this graph we can quantitatively monitor the time in the game 
at which Mertacor seeks for the highest profit. The form of the w(t) function is deter-
mined based on the specific requirements of the auction environment. For instance, in 
TAC the duration of all auctions is 9 minutes, while the hotel auctions close every 
minute on the minute. Thus, in the middle of the game half of the hotel auctions are 
closed. At this point uncertainty about how feasible is to assemble valid travel pack-
ages reaches its maximum value. After the fifth minute, the game approaches its end, 
since all hotel auctions for at least one particular day will be closed. This is the reason 
why we have chosen the form of w(t) depicted in Fig. 2. The peak that appears in the 
middle of the game (4.5 minutes) represents the maximum profit sought at that time. 
The demand for profit decreases and then remains constant at a relatively low value as 
the game reaches its end. The specific w(t) is based on the intuition that big uncer-
tainty results in big profit.  
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Fig. 2. The w(t) function plotted over time (in minutes)  

Next, we define three variables, namely Ra, Rb and Rc, in rows 12, 13 and 14 re-
spectively. The variable Ra determines the case where R is near M. This case indicates 
that there is an explicit interest from buyers and the transaction is still satisfactory. 
The variable Rb is used to handle a second case, where R is neither near nor far from 
the desired profit . It represents the case where the buyer is interested in the pro-
cured resource but the transaction is not yet satisfactory. The variable Rc is defined to 
cover the case where there is no real interest from the buyers’ side to obtain the auc-
tioned resource. In this case our agent sends an offer that results in a bigger profit than 
in the first case. Function rand() in row 14 returns a random number uniformly dis-
tributed in the range [M/2, M]. 

In order to decide when to bid, our agent uses the three decision rules shown in 
rows 15-17. According to these rules, Mertacor sells the ticket it currently possesses if 
the profit to be achieved is Mt-Ra or above. This is done by function sellTicket(), in 
row 15. Otherwise, it asks for those prices that will result in a profit equal to or bigger 
than either Mt-Ra or Mt-Rc. Our agent submits its ask price (derived from Eq. (3)) for 
both cases, by invoking the ask() function in rows 16 and 17, respectively.  

Since Rc ≤ Ra the expected profit will be at least equal to (w(t)-1)M. From Fig. 2 we 
can see that w(t)  1  for most of the time.  During the last 30 seconds of the game 
w(t) is fixed to value 0.8 and the profit becomes -0.2M, which is negative. Thus, if M 
has a big value, a transaction occurred during the last 30 seconds of the game, will 
lead to a big loss. In addition to this, transactions occurring at times close to the mid-
dle of the game are not so likely to happen, because the quantity (w(t)-1)M is rela-
tively big. This will lead to a decrease of the overall average profit. In addition, from 
Eq. (3) it is derived that M will also decrease. On the other hand, if M is small, trans-
actions that lead to a positive profit are more likely to happen, while negative profit 
transactions will result in a small loss. The aforementioned mechanism is highly adap-
tive to changes in the market environment, since when a big profit is assumed the 
number of transactions is reduced and vice versa. The buying bidding strategy of 
Mertacor is completely symmetrical to the selling strategy. 

The decision mechanism described above ensures that each increase/decrease of 
the  variable results in certain conditions in the environment that strive M to the 
opposite direction. These conditions become more active as the  variable is mono-
tonic. Preserving such a dynamic equilibrium for M makes Mertacor acting in an 
autonomous manner, adopting a realistic bidding behavior. 
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5   Benchmarking Results 

In the 6th TAC, the agents were evaluated according to the average score they gained 
at each round. The TAC servers calculate the score of each agent when a game fin-
ishes and this is equal to the utility minus expenditure costs. The utility is given by 
equation (1). For each round the average score determines the performance metric for 
all agents. TAC-05 consisted of 4 rounds. In the first (qualifying) round of TAC all 
eleven agents (for the complete list of participants, please see: http// 
www.sics.se/tac) participated in 600 games, running for almost two weeks. Our 
agent ranked fourth, gaining a score of 3918.45, which was 240.33 below the top 
score achieved by agent whitebear05. In this round Mertacor employed a greedy bid-
ding strategy to deal with the entertainment auctions. Next, in the seeding round 680 
games were played using the same server configuration. At the beginning of this 
round we introduced the bidding algorithm presented in this paper, assigning the rela-
tively high value of 12 to the target parameter. In this round Mertacor improved its 
overall performance. It finished third with the score of 4033.32, managing to reduce 
its distance from the top score agent whitebear05 to 135.29. In the semi-final round 
ten participants competed in 56 games. Mertacor only fixed some bugs, compared to 
its version in the previous round and it finally retained its performance by gaining a 
score of 4023.88.  

Eight out of the ten competitors who participated in the semi-finals were invited to 
the final round. 40 games in the final round were concurrently played in two TAC 
servers, namely tac1 and tac2, resulting in 80 games. Compared to the semi-final 
round, Mertacor improved its entertainment bidding strategy, because it fine-tuned its 
parameters. In particular, we decided to lower the value of the target parameter to 5. 
This proved to be a critical intervention that significantly increased Mertacor’s per-
formance and ranked it as the top-scoring agent of TAC-05. Fig. 3 shows the average 
scores of the four top-scoring agents in the various rounds of TAC.  
    Apart from the overall benchmarking results provided by TAC, we have also  
conducted an additional analysis of the agents’ performance regarding only the  
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Fig. 4. Average Profit collected by the four top-scoring agents in the final round when they 
participated in buying, selling and in both types of transactions. The results correspond to data 
from TAC servers tac1 and tac2. 

entertainment auctions. In this respect, we measured the profits that the agents made 
in their transactions, in all games of the final round. The results of this analysis are 
shown in Fig. 4. For each agent we measured the average profit collected in buying, 
selling and both types of transactions. Mertacor’s performance with respect to buying 
transactions is extremely high compared to the other competitors’. This shows that the 
proposed algorithm is particularly efficient in buying transactions. Mertacor performs 
almost as well as its competitors in selling transactions. In the latter case the best 
performing agent is Dolphin. Noticeably, Mertacor is the only agent that manages to 
receive a positive profit when participating in buying transactions. This aspect of 
Mertacor’s bidding algorithm resulted in an overall better performance of Mertacor in 
entertainment auctions.  

6   Conclusions 

This paper presented a bidding strategy for CDA, which was designed for agent 
Mertacor, the first finalist in the TAC-05. We analyzed our bidding/selling strategy 
for CDA and provided the details of its internal mechanisms. Our strategy was de-
signed with the goal to achieve a long-term profit specified by a target value. This 
strategy proved to be robust and easily adaptable to market fluctuations. Our agent, 
which exploited a combination of strategies, accomplished an outperforming score in 
the TAC. The element that boosted Mertacor’s performance was the CDA bidding 
component, since a fine-tuning of their parameters resulted in a better performance. 
The bidding algorithm presented in this paper proved to be valid for the TAC-specific 
CDA setup. Slight modifications of the proposed strategy allow it to be applied on the 
generic CDA environment. The strong point of the strategy is that its main decision 
mechanism is applicable on any CDA setup. In order to build an efficient strategy 
tailored to the specific needs of any particular CDA we need to define the correct 
values for the target, as well as the Ra, Rb, Rc parameters.  
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Abstract. The leap from decision support to autonomous systems has
often raised a number of issues, namely system safety, soundness and
security. Depending on the field of application, these issues can either
be easily overcome or even hinder progress. In the case of Supply Chain
Management (SCM), where system performance implies loss or profit,
these issues are of high importance. SCM environments are often dy-
namic markets providing incomplete information, therefore demanding
intelligent solutions which can adhere to environment rules, perceive vari-
ations, and act in order to achieve maximum revenue. Advancing on the
way such autonomous solutions deal with the SCM process, we have
built a robust, highly-adaptable and easily-configurable mechanism for
efficiently dealing with all SCM facets, from material procurement and
inventory management to goods production and shipment. Our agent has
been crash-tested in one of the most challenging SCM environments, the
trading agent competition SCM game and has proven capable of provid-
ing advanced SCM solutions on behalf of its owner. This paper introduces
Mertacor and its main architectural primitives, provides an overview of
the TAC SCM environment, and discusses Mertacor’s performance.

1 Introduction

Current trends in Decision Support (DS) Supply Chain Management (SCM)
software tend to integrate Supplier Relationship Management (SRM), Customer
Relationship Management (CRM), and Enterprise Resource Planning (ERP)
primitives, in order to provide competitive business solutions. DS SCM software
efficiently monitors and records all transactions, while supply chain strategies
are applied at various stages of the process, in order to reduce cost and improve
service levels [1].

Nevertheless, in such systems human expertise is imperative, and this usu-
ally leads to their deprecation, from advanced DS systems to mere transactional
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databases. In addition, the flourishing of virtual organizations and electronic
marketplaces, has led to the shift from traditional markets, relying on long-term
trading partner relationships, to more dynamic SCM environments, where goods
(raw material, end products) are auctioned between interested parties (suppli-
ers, manufacturers, customers), and advanced bidding strategies are employed in
order to achieve optimal results. The structure of these auction environments re-
quires computational strength and accurate timing, therefore implying the need
for autonomous SCM solutions, which shall identify rapid market changes and
handle them in a cost-effective manner, in order to profit from specific econom-
ical regimes. Nevertheless, these SCM solutions should also satisfy all security,
safety and soundness issues that may arise in such uncertain environments.

Recent research literature acknowledges intelligent agents as the most appro-
priate technology for trading and auctioning in electronic markets [2]. Equipped
with smart strategies and efficient learning techniques, agents can provide robust
solutions to deal with uncertainty and complexity. The more dynamic the SCM
environment, the more intelligent the agent has to be.

In this context, we introduce Mertacor, an agent that employs a robust SCM
mechanism for trading within a dynamic SCM environment. Mertacor takes over
all company activities, aiming to maximize company revenue. Through extensive
analysis, a number of key points within the SCM process have been identified
and incorporated into the agent’s trading mechanism. By the use of heuristics,
SCM business rules, scheduling algorithms, data mining techniques and fail-safe
mechanisms, Mertacor proves extremely capable of trading with other entities,
within a dynamic, multi-variate, uncertain environment. Mertacor performance
has been extensively tested through its participation in one of the most de-
manding trading agent competitions, the Trading Agent Competition (TAC)
SCM game (http://www.sics.se/tac).

The rest of the paper is organized as follows: Section 2 provides an overview
of the TAC SCM environment, in order to specify the framework Mertacor was
tested on. Section 3 describes the functional characteristics of Mertacor, while
Section 4 delves deeper into the implementation with respect to TAC SCM.
Finally, Section 5 discusses Mertacor results at the TAC SCM game, while
Section 6 summarizes work conducted and concludes the paper.

2 TAC SCM Overview

Within the TAC SCM game [3], agents act as Personal Computer (PC) manufac-
turers, competing with others on supplier and customer contracts. Throughout
the duration of the game, each agent has to: (a) negotiate supply contracts,
(b) bid for customer orders, (c) manage daily assembly activities and, (d) ship
completed orders to customers.

A maximum number of six agents can connect to the TAC SCM game server,
which simulates the suppliers and customers, and provides banking, production,
and warehousing services to the competitors. Each agent is running its own PC
assembling unit, which has limited production capacity. Sixteen (16) different
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types of PCs can be assembled, each requiring a different component compilation.
The ten (10) different components available (CPUs, Motherboards, Memory, and
Hard disk drives) can be procured through sending RFQs (Request For Quote)
and issuing orders to the suppliers. Every day customers send RFQs and agents
bid on them, depending on their ability to satisfy delivery dates and prices. The
bid price should not exceed the reserve price the customer requires, which is
between 75 − 125% of nominal price of PC components. The next day, if an
agent’s quote is a winning offer, customer sends the order to the agent. To get
paid, the agent must either assemble the ordered PCs or supply the customer
with PCs already stocked in inventory on time. If an agent fails in delivering
customers orders, it is charged with a penalty. Winner is declared the agent
with the greater revenue at the end of the game. Game length is 220 days, with
each day lasting 15 seconds. Fig. 1 provides a schematic representation of the
game. A more detailed description of the game can be found at [4].

Fig. 1. An overview of the TAC SCM game

3 Agent Mertacor

Taking a closer look at the TAC SCM specifications, one can easily distinguish
four (4) primary SCM facets: a. Component Supplies Procurement, dealing with
negotiations on cheap component contracts, b. Inventory Management, manag-
ing stock requirements c. Production and Delivery Scheduling, and d. Customer
Bidding, dealing with negotiations on PC sales. In order to better manage and
efficiently act on each one, Mertacor has employed a modular architecture. Each
task is delegated to a specific module, while all modules act in close collaboration.



130 I. Kontogounis et al.

Fig. 2. The architecture of agent Mertacor

Mertacor, being a wrapper around the modules, ensures communication with sup-
pliers and customers. Such a modular architecture can be easily applied to other
environments also, outside the constraints of the competition. Following other suc-
cessful paradigms [5, 6], Mertacor exploits the integration of techniques from the
Operations Research (OR) literature, namely heuristics and adaptive algorithms,
as well as statistical modeling. The overall Mertacor architecture is illustrated in
Fig. 2, where four core modules can be identified:

1. The Inventory Module (IM)
2. The Procuring Module(PM)
3. The Factory Module (FM), and
4. The Bidding Module (BM)

IM constitutes the cornerstone of one’s supply chain structure. SCM literature
provides many paradigms of IM techniques, i.e. make-to-stock and make-to-order.
Mertacor realizes an assemble-to-order system (ATO), a hybrid combination of
the two aforementioned paradigms, which proves suitable in environments where
assembly times are significantly smaller than replenishment times [7]. Addition-
ally, an ATO system eliminates end-product inventory, reduces storage costs, im-
proves forecast accuracy through demand aggregation, and provides quicker
response time for order fulfillments through risk pooling.

Both PM and FM are based on heuristics. PM, which is primarily responsible
for balancing the need for cheap component procurement to the running needs of
the assembly line, attempts prediction of future demands, in order to pre-order
affordable components. For FM, which is responsible for producing accurate
schedules and for providing the bidder with information on the factory produc-
tion capacity, a simulation procedure along with some heuristic algorithms was
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adopted. The simulator creates a projection of what the factory should expect
in the near future (usually when conditions are less likely to change) and then
diffuses this information to the rest of the modules.

With respect to bidding, a statistical model, capable of predicting the winning
price of an order, was developed. Certain customer RFQ properties and the
running SCM environment state are used to predict. Training data are derived
from logs of previously played games, while some simple but effective fail-safe
mechanisms were added, in case the predicted models are invalid. This learning
approach proved to be fairly accurate, abiding by the standard rules of a market.
Thus, the simulation can be considered realistic and the learning methodology
applicable in real life domains.

4 Agent Modules

4.1 Inventory Management

An ATO system works as follows: The main goal of the system is to define
certain inventory levels (thresholds) that need to be satisfied and below which
replenishment is needed. These thresholds are calculated in real time for each
component using the following equation [1, 7]:

R = DAV GLAV G + z
√

LAV GD2
STD + D2

AV GL2
STD

where D is the demand for specific component, L is the supplier lead time and
z is a safety factor denoting the service level.

Demand is given in terms of products from the orders made by the customers.
Statistics of product demand may vary making the thresholds more unstable.
Nevertheless, by approximating demand in terms of product ranges (high-end,
mid-end, low-end), smaller variations can be achieved. Additionally, in ATO no
finished product inventory is kept (lower storage costs) and since components
are shared along many products: (a) the levels of the thresholds are lowered due
to aggregation of demands (b) internal component exchanges are applicable in
order to avoid late orders and penalties. Component demand is calculated on
the range demand by applying the scheme in Fig. 3, which has been adjusted
to the TAC SCM specs. Minimum and maximum levels are also coded as fail-
safes. The aforementioned system can handle unique components for the product
families and can be extended to become a configure-to-order system (CTO),
where there are no pre-specified end-products and the customer can personally
select the set of components [7].

4.2 Component Procurement

Mertacor’s performance is highly dependent on two factors: (a) having an in-
ventory filled up with cheap components and (b) satisfying the inventory levels,
since each delayed order implies a penalty and after five days, order cancellation.
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Comp. ID Low Medium High

1 0.4 0.33 0.0
2 0.0 0.17 0.6
3 0.6 0.17 0.0
4 0.0 0.33 0.4
5 0.4 0.5 0.6
6 0.6 0.5 0.4
7 0.8 0.5 0.4
8 0.2 0.5 0.8
9 0.6 0.5 0.4
10 0.4 0.5 0.6

Fig. 3. Mapping range demand to component demand

In order to cope with these requirements, we have developed a simple strategy,
which is divided into two distinct phases: initial and standard.

Mertacor initial procurement strategy is followed for the first two days. The
RFQs sent to the suppliers on Day-0 and Day-1 aim to build an initial inventory
so that Mertacor can start production immediately and therefore start bidding
for orders from the first day. The components procured are predictably expensive,
nevertheless their usability is increased, since at the beginning of the game,
competition is not that strong, leading to higher product prices. On Day-1,
another bundle of RFQs is sent, aiming to acquire relatively large quantities of
cheap components for the following days.

On Day-2 Mertacor switches to a normal-state procurement strategy, de-
signed to satisfy the aforementioned goals. It uses all five (5) available RFQs
per component and per supplier each day, to maximize knowledge of the sup-
plier’s selling prices (probing). RFQs sent by our agent can be divided into three
categories:

– Normal procurement RFQs, aiming to satisfy inventory reorder levels and
allow bidding for customer orders in the near future. Quantities for these
RFQs are calculated based on the reorder levels of the inventory manager.

– Critical procurement RFQs, a special state in which our agent tries to procure
components in order to satisfy customer orders.

– Early procurement RFQs, in an effort to obtain low-priced components sev-
eral days before they may be needed. These RFQs indicate quantities that
if ordered, they would cause inventory to exceed reorder levels, so that there
is no need for normal procurement after some posterior point in the game.

4.3 Production and Delivery Scheduling

The FM is responsible for: (a) generating production and delivery schedules
schedules, (b) adjusting inventory levels, and (c) adjusting available factory cy-
cles. This module is also assigned the task of integrating the procuring, inventory
and sales parts. FM is the most resource demanding module of the agent. It im-
plements a factory simulator, which simulates the operation of the factory for
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several days in the future, attempting to produce a draft of what will follow,
based on knowledge on future supplier deliveries, customer deliveries, customer
orders, future production and delivery schedules. When the schedules are pro-
duced, they are communicated to the interested parties. The number of future
days Mertacor is simulating is defined as look-ahead time. For the current im-
plementation the look-ahead time has been specified to fifteen (15) days.

The algorithm used by the factory simulator to predict forecoming inventory
needs is iterative. For each day of the look-ahead period starting from today, the
agent has to:

1. Update current inventory with supplier deliveries expected today
2. Update inventory with products assembled from factory (last schedule)
3. Remove components that are needed for tomorrows production
4. Remove products that are to be delivered tomorrow
5. Remaining inventory is the starting inventory for next day

This way the agent is aware of the expected inventory levels and factory cycles
for the next 15 days, and alerts the bidder not to exceed these levels.

The daily production schedule includes the orders that fit within the daily
factory capacity (2000 cycles). In case there are more orders and the capacity is
exhausted, a greedy scheduling procedure is employed:

– Customer orders are sorted based on due date
– Orders with the same due date are sorted based on penalty
– Orders with similar due dates and penalties are sorted based on expected

profit, that is unit price x quantity

Another parameter taken into account are the potential orders that should
be scheduled. Not all available factory capacity for future days is committed
to current RFQs, but a constantly decreasing fraction of the factory’s nominal
capacity. Thus, it is possible to save cycles for profitable RFQs, expected in the
next days. If an RFQ can be successfully scheduled, the bidder is given a signal
to go ahead and place a bid for that RFQ.

4.4 Bidding

Our bidding strategy is focused on finding the optimal bidding price for each RFQ
received and then deciding on which of these RFQs to bid, sorting on anticipated
profit. Mertacor’s initial hypothesis is that every bid it places will be successful,
and in order to realize it, a bidding mechanism based on machine learning tech-
niques has been implemented. Through this mechanism, the market is modeled
off-line based on data from past games. Twenty five (25) attributes were initially
selected. Through a cross-validation procedure, using multiple linear regression
(MLR) and backward elimination based on the F-statistic, the most parsimonious
model within “one-standard-error” from the minimum was picked, leaving seven
final predictors [8]. The initial set of attributes, which was formulated by intuition,
is the same as in [9], while the data mining algorithm that has eventually been
selected to model the market is the M5’ [10], since it outperformed other similar
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Table 1. The attributes used to predict order prices. These are: the RFQ’s due date,
its reserve price, the highest and lowest prices for the previous two days, and the
current demand of PCs. The value of the intercept was 1515.94.

Feature Due Date Res. Price High-1 High-2 Low-1 Low-2 Demand
β -8.08 15.69 161.04 66.45 67.97 39.42 9.32

algorithms with respect to root mean square error (RMSE). The optimal, in our
case, β coefficients for MLR can be found in Table 1.

This modeling provides us with the parameters that potentially affect the
bidding strategies of the marketplace. Since inputs are normalized, the β values
are directly comparable and their signs indicate the correlation between the
input and the output. Interesting rules that may be derived are: the higher
the highest and lowest prices for the past two days, the higher the current price;
the later an order is due, the lower its price; the bigger the reserve price, the
higher the offer to the customer; the higher the demand from the customer-side,
the higher the prices, since there is less competition.

The bidding module also incorporates two on-line modeling mechanisms: a
fail-safe mechanism designed to function complementary to the trained models,
handling unexpected circumstances of selling prices, and an overbidding mecha-
nism to help with filling the capacity given by the scheduler.

The former, named the follower for its ability to follow prices on-line, eval-
uates the minimum and maximum prices for PCs ordered the previous day as
provided by the daily price reports, and predicts the approximate level of bid-
ding price for each RFQ. The follower deploys linear interpolation based on the
assumption that the maximum price paid corresponds to the maximum customer
RFQ reserve price, while the minimum price paid corresponds to the minimum
RFQ reserve price. Let PM be the model price and PF the follower price. Then,
the final bid price is calculated as follows:

if(|PF − PM |/PM )% < threshold(10%), PM , else, PF

Experimenting has shown that this fail-safe mechanism has significantly helped
Mertacor through sudden market changes, especially at the start and end peri-
ods of games, when the game unfolded in unpredictable manners. Results showed
a 20% improvement in RMSE accuracy compared to other on-line naive mecha-
nisms [11]. Additionally, to support the use of the off-line model versus the on-line,
a increase of 13% in RMSE accuracy was measured, favoring the former approach.

As far as overbidding is concerned, a scheme using the k-Nearest Neighbors (k-
NN) algorithm [10] was developed to produce a probability of acceptance for each
bid placed. Having identified the probability of a RFQ becoming an order, the
bidding module signals the scheduler to commit only the fraction of the capacity
that corresponds to that probability, letting the remaining capacity for the next
RFQ in the row. The probability is calculated as the fraction of the n neighbors
that became orders versus the total number of neighbors k (n/k). For the TAC
SCM game, a value of k=10 was used. The neighbors/exemplars are RFQs sent
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to the customers the previous day(s) tagged either as accepted or rejected. The
set of attributes used are the attributes selected for the off-line model.

5 Competition Results

Mertacor participated in the TAC SCM 2005 competition and performed quite
well in all rounds. It came 11th among the 32 teams that participated in the qual-
ifying phase and 10th among the 25 teams in the seeding phase. Going through
the results of the qualifying rounds, we came to the conclusion that the reduced
Mertacor efficiency was due to the fact that our agent was trained to cope with
strong competition, accomplished only when six competitors participated. This,
unfortunately, was not certain through the preliminary phase. During the finals,
though, where the games played were much more competitive than in the pre-
vious rounds, Mertacor was a top scorer in the quarter finals and placed 3rd
in the semi finals. At the final round Mertacor competed with the other 5 best
scoring agents and finished 3rd, with a positive bank balance (See Table 2).

Even though numerous games must be played in order to evaluate the “true”
value of an agent and its game profile with respect to the others, we will restrict
our analysis to the results in Table 2 displaying some of the strong points and
drawbacks of the developed design. First of all, the ATO system employed, along
with the procurement strategy followed, resulted to an agent with the lowest
storage costs, high delivery performance rates from agents willing to risk the
100% delivery rate for more profit, and low material costs. One could argue that
the last metric also accounts for the inability to compete for orders, but once
put into perspective of Mertacor’s performance, good inventory management is
implied. In addition, the bidding module ensures a high Average Selling Price
(ASP) for the agent (2nd with a 0.776 normalized ASP - 0,780 for agent Maxon).

One of the most characteristic drawbacks of the final was the expensive con-
tracts with suppliers, placing Mertacor 6th, with 0,726 average normalized CPU
buying price (the most expensive component - 0,694 for agent Southampton-
SCM). Another bottleneck was the low factory utilization (equivalent to low
revenue) that can be interpreted to low throughput (rate of products out of the

Table 2. Mean skills of the agents in the finals for a total of 16 games. The skills
are: final bank balance (Score), revenue, cost of components, storage costs, delivery
performance and factory utilization.

Agent Score ($) Revenue ($) Material ($) Storage ($) Del. (%) Util. (%)

TacTex-05 4.741 M 108.586 M 100.614 M 2.013 M 97,75 87,81
SouthamptonSCM 1.604 M 108.246 M 102.375 M 2.843 M 98,06 87,75
Mertacor 546 272 75.582 M 72.639 M 1.730 M 98,88 60,63
Deep Maize -220 503 107.681 M 103.309 M 2.645 M 97,31 85,13
MinneTAC -311 844 81.903 M 79.728 M 1.887 M 99,88 65,00
Maxon -1.985 M 71.105 M 68.588 M 3.520 M 100 56,19
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factory versus components in the factory) causing additional reduction to profit.
A balance between high selling prices and high throughput is imperative.

6 Conclusions

In this paper, we have introduced Mertacor, a SCM agent designed to participate
in the TAC SCM game 2005. The agent employs a combination of OR, heuristic
and statistical modeling techniques, in order to manage a wide range of activities
in an efficient manner. The architecture proposed is generic, and can be applied
to other SCM environments also. Focusing on specific points, one can see that
the inventory management system, designed for the IBM PC production line,
performed very well, in an uncertain and dynamic environment, outside the
assumptions made by the authors. The learning models were able to capture the
dynamics of the markets at hand, while the heuristics applied to the supplies and
the factory modules worked well enough for the agent to be ranked 3rd in the
competition. As far as the TAC community is concerned, we have introduced
some novel ideas that could help further improve the game. Future research
work on Mertacor includes the development of more accurate predictors on the
behavior of both customers and suppliers. That, along with some improvements
in the heuristics, would allow a bigger factory throughput, which is the confining
factor for Mertacor.
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Abstract. Probabilistic Latent Semantic Indexing (PLSI) is a statistical tech-
nique for automatic document indexing. A novel method is proposed for updat-
ing PLSI when new documents arrive. The proposed method adds incrementally
the words of any new document in the term-document matrix and derives the up-
dating equations for the probability of terms given the class (i.e. latent) variables
and the probability of documents given the latent variables. The performance of
the proposed method is compared to that of the folding-in algorithm, which is
an inexpensive, but potentially inaccurate updating method. It is demonstrated
that the proposed updating algorithm outperforms the folding-in method with re-
spect to the mean squared error between the aforementioned probabilities as they
are estimated by the two updating methods and the original non-adaptive PLSI
algorithm.

1 Introduction

Information Retrieval (IR) is the research topic that examines how people find informa-
tion and how tools (such as search engines and catalogues) can be constructed to help
people to retrieve information. IR has attracted the attention of researchers for more
than 40 years. Nowadays, the World Wide Web is one example of information overload
and its expansion has generated needs for more efficient access to global and corporate
information repositories. Such repositories are usually text-based, but they increasingly
include multimedia content. In this paper, we focus on text-based IR.

The paper builds on the vector space model [1], where the available textual data of
the training corpus along with the query-documents are represented by numerical vec-
tors. Each vector element corresponds to a different term, that is, a distinct word in
the corpus [2]. It is generally agreed upon that the contextual similarity between docu-
ments exists also in their vectorial representation. Therefore, similarity can be assessed
by a vector metric. There are two drawbacks in the original vector space model tech-
niques such as word polysemy (i.e., when one word has many meanings e.g saturn) and
synonymy (i.e., two or more words have the same meaning e.g. car and automobile).
Polysemy tends to reduce precision, while synonymy tends to reduce recall.

Several vector space dimensionality reduction methods have been proposed in or-
der to solve the two aforementioned problems. For example, latent semantic indexing
(LSI) maps the documents and the terms onto the so-called latent semantic space [3].
LSI performs dimensionality reduction by using singular value decomposition (SVD).

G. Antoniou et al. (Eds.): SETN 2006, LNAI 3955, pp. 137–147, 2006.
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However, although LSI yields good results, many problems arise due to the lack of a
statistical foundation. This happens because LSI assumes that words and documents
form a joint Gaussian model. However, Gaussian models can generate negative val-
ues. Document vectors whose elements are simply the term counts cannot admit neg-
ative values. Contrary to the LSI, a method that has a firm statistical foundation is the
probabilistic latent semantic indexing (PLSI) [4]. PLSI is based on a statistical model,
the so called aspect model [5, 6]. It allows to deal with polysemous and synonymous
words. It has been proved that it outperforms LSI in document and word clustering
applications.

In this paper, a novel method is proposed for updating PLSI when new documents
arrive. The proposed method adds incrementally the words of any new document in the
term-document matrix and derives the updating equations for the probability of terms
given the class (i.e. latent) variables and the probability of the documents given the
latent variables. Such an updating scheme is very useful when we deal with applications
that refresh their term-document matrix very often. A typical example is a web crawler
[7]. The performance of the proposed method is compared to that of the folding-in
algorithm, which is an inexpensive, but potentially inaccurate updating method. It is
demonstrated that the proposed updating algorithm outperforms the folding-in method
with respect to the mean squared error between the aforementioned probabilities as
they are estimated by the two updating methods and the original non-adaptive PLSI
algorithm.

The outline of the paper is as follows. Section 2 describes briefly LSI, while PLSI is
presented in Section 3. The proposed updating algorithm is derived in Section 4. Exper-
imental results are demonstrated in Section 5 and conclusions are drawn in Section 6.

2 Latent Semantic Indexing

LSI has demonstrated an improved performance over the traditional vector space tech-
niques and it has been successfully employed in many IR systems [3]. It is an optimal
special case of multidimensional scaling [8] that aims at discovering something about
the meaning behind the terms and about the topics in the documents, where the topic is
an unobservable (i.e., a latent) variable. LSI models the semantics of the domain in or-
der to yield additional relevant keywords and to reveal the “hidden” concepts of a given
corpus while eliminating the high order noise. The attractive point of the method is that
it captures the higher order “latent” structure of word usage across the documents rather
than just the word surface level. This is done by modeling the association between the
terms and the documents based on how terms co-occur across documents. The key idea
of LSI is to map terms and documents to a vector space with reduced dimensionality,
the latent semantic space. Let X be the T ×N term-document co-occurrence matrix of
rank r <= min(T, N). LSI is based on an application of SVD to X:

X = U D V� (1)

where U and V are both column-orthogonal matrices, D is an r × r diagonal matrix
that contains the non-zero singular values of X, and 	 is the transposition operator. An
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approximation of X is computed by preserving only the largest K < r singular values
of D in D̃ and setting the remaining singular values to zero:

X̃ = UD̃V�. (2)

Eq. (2) indicates that the new document-term matrix X̃ is no more sparse. So we hope
to compute a meaningful association between document pairs and that terms with the
same meaning will be mapped to the same subspace.

3 Probabilistic Latent Semantic Indexing

Recently, LSI has been criticized, because its probabilistic model does not match the
observed data. Thus, a novel alternative is proposed the so called PLSI that is based on
a multinomial model. It has been reported to yield better results for document and word
clustering than the standard LSI [4]. PLSI is based on the so called aspect model [5].
In the sequel, the variables z, t, and d denote indices to topics, terms, and documents,
respectively. The aspect model is a latent variable model for co-occurrence data which
associates an unobserved class variable z = 1, 2, . . . , K with each observation. So,
for any text document d = 1, 2, . . . , N we assume that the occurrence of a term t =
1, 2, . . . , T in the document is an observed variable and the topic z is an unobserved one.
PLSI defines a generative model for term-document co-occurrences. The assumption is
that each term t in a given document d is generated from a latent topic z, i.e. a term
is conditionally independent from its original document given the latent topic it was
generated from. The data generation process can be described as follows[9]:

1. Select a document d = δ with probability P (d = δ).
2. Pick a latent topic z = k with probability P (z = k|d = δ).
3. Generate a term t = j with probability P (t = j|z = k).

Figure 1 depicts the data generation process. The generative process is described by the
joint distribution of a term t = j, a latent topic z = k, and a document d = δ:

P (d = δ, z = k, t = j) = P (d = δ)P (z = k|d = δ)P (t = j|z = k) (3)

and the joint distribution of the observed data is given by:

P (d = δ, t = j) =
K∑

k=1

P (d = δ, z = k, t = j)

= P (d = δ)
K∑

k=1

P (z = k|d = δ)P (t = j|z = k). (4)

δ z t

P (δ) P (z = k|d = δ) P (t = j|z = k)

Fig. 1. The data generation process
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From (4) one can notice that in contrast to document clustering models, document-
specific term distributions P (t|d) are obtained by a convex combination of the aspects
or factors P (t|z). Documents are not assigned to clusters. They are characterized by a
specific mixture of factors with weights P (z = k|d = δ). So each word in a document is
seen as a sample from a mixture model where mixture components are the multinomial
P (t = j|z = k) and the mixing proportions are P (z = k|d = δ). These mixing
weights offer more modeling power and are conceptually very different from posterior
probabilities in clustering models and (unsupervised) naive Bayes models.

To further simplify the notation we suppress δ, k, and j hereafter. In order to deter-
mine P (d), P (z|d), and P (t|z) we should maximize the log-likelihood function

L =
N∑

d=1

T∑
t=1

n(d, t) log P (d, t) (5)

where n(d, t) denotes the term frequency, i.e the number of times t occurred in d. It
is worth noting that an equivalent symmetric version of the model can be obtained
by inverting the conditional probability P (z|d) with the help of Bayes’ rule, which
results in

P (d, t) =
K∑

z=1

P (z)P (t|z)P (d|z). (6)

Eq. (6) is just a re-parameterized version of the generative models described by (3)
and (4).

The PLSI algorithm maximizes the log-likelihood of the model by using the Expec-
tation Maximization (EM) algorithm[10]. EM alternates between two steps:

1. An expectation step (E-step) where posterior probabilities are computed for the
latent variables z based on the current estimates of the parameters.

2. A maximization step (M-step), where parameters are updated for given posterior
probabilities computed in the previous E-step.

For the aspect model in the symmetric parameterization Bayes’ rule yields the E-step

P (z|d, t) =
P (z)P (t|z)P (d|z)∑K

z′=1 P (z′)P (t|z′)P (d|z′)
(7)

which is the probability that a term t in a particular document or context d is explained
by the factor corresponding to z. By straightforward calculations, one arrives at the
following M-step re-estimation equations [4]:

P (t|z) =
∑N

d=1 n(t, d)P (z|d, t)∑N
d=1

∑T
t′=1 n(t′, d)P (z|d, t′)

(8)

P (d|z) =
∑T

t=1 n(t, d)P (z|d, t)∑N
d′=1

∑T
t=1 n(t, d′)P (z|d′, t)

(9)

P (z) =
1
R

N∑
d=1

T∑
t=1

n(t, d)P (z|d, t) (10)
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where

R =
N∑

d=1

T∑
t=1

n(t, d). (11)

Alternating (7) with (8)-(10) defines a convergent procedure that approaches a local
maxima of the log-likelihood.

In [4], a generalization of the EM algorithm for mixture models is proposed, the so
called tempered EM (TEM). TEM is based on an entropic regularization and is closely
related to the deterministic annealing. In short, a control parameter β (the inverse com-
putational temperature) is introduced and the E-step is modified to

Pβ(z|d, t) =
P (z)[P (d|z)P (t|z)]β∑K

z′=1 P (z′)[P (t|z′)P (d|z′)]β
. (12)

For β = 1, (12) is the standard E-step, while for β < 1 the likelihood part in Bayes’ for-
mula is discounted. It can be shown that TEM minimizes an objective function known
as the free energy [11] and hence it defines a convergent algorithm. In the context of
PLSI, the main advantage of TEM is that it avoids overfitting. In order to determine the
optimal value of β the use of some held-out data is recommended [4]. The typical num-
ber of TEM iterations performed starting from randomized initial conditions is 40-60.

The PLSI model can be used to replace the original term-document representation by
a representation in a low-dimensional “latent” space in order to perform term clustering
or document retrieval. The components of the document in the low-dimensional space
are P (z = k|d), k = 1, 2, . . . , K and for each unseen document or query the aforemen-
tioned components are computed by maximizing the log-likelihood with P (t|z = k)
fixed [12]. It is obvious that PLSI is not a well-defined generative model of documents,
since there is no direct way to assign a probability to an unseen document. However,
a better performance for PLSI than LSI was reported on several corpora in [12]. In
particular, PLSI is found to perform well even in the cases where LSI fails completely.

4 Updating Scheme for Probabilistic Latent Semantic Indexing

One open problem for PLSI is its updating scheme. In the literature, the only available
solution is the well-known method of folding-in of a new document, where we project
the new document vector to the latent space [13]. However, this method is suitable
for document queries and not when new documents are added in the term-document
matrix and PLSI model has to be retrained. This happens because the folding-in method
calculates only the mixing proportion P (z|d) while the factors P (t|z) are kept fixed.

A novel method is proposed in this paper for updating all the PLSI model parameters.
To distinguish between P (t|z) and P (d|z) we introduce the notation P1(t|z) = P (t|z)
and P2(d|z) = P (d|z). Let us focus on the computations that take place when we
proceed from iteration l to iteration l + 1 of the EM algorithm. The E-step for iteration
l + 1 is given by

P (z|d, t)l+1 =
P (z)lP1(t|z)lP2(d|z)l∑K

z′=1 P (z)lP1(t|z′)lP2(d|z′)l

. (13)
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The M-step for updating P1(t|z) at iteration l + 1 is rewritten as

P ′
1(t|z)l+1 =

N∑
d=1

n(t, d)P (z|d, t)l+1 (14)

P1(t|z)l+1 =
P ′

1(t|z)l+1∑T
t′=1 P ′

1(t′|z)l+1
. (15)

By substituting (13) into (14) we obtain:

P ′
1(t|z)l+1 = P1(t|z)l

N∑
d=1

[
n(t, d) P2(d|z)l∑K

z′=1 P (z′)l P1(t|z′)l P2(d|z′)l

]
P (z)l (16)

Similarly, the M-step for updating P2(d|z) at iteration l + 1 is rewritten as

P ′
2(d|z)l+1 = P2(d|z)l

T∑
t=1

[
n(t, d) P1(t|z)l∑K

z′=1 P (z′)l P1(t|z′)l P2(d|z′)l

]
P (z)l (17)

P2(d|z)l+1 =
P ′

2(d|z)l+1∑N
d′=1 P ′

2(d′|z)l+1
. (18)

Let us assume that a new document indexed by d = N + 1 is added at the end of
the lth iteration that contains only one word that appears a times. We also assume that
the addition of the new document alters neither the number of topics nor the vocabulary
of terms. Without any loss of generality, let us assume that the single word is the first
word in the vocabulary, i.e. t = 1. Therefore, n(1, N + 1) = a and n(t, N + 1) = 0,
t = 2, . . . , T . Let P2 be the N ×T matrix with elements P2(d|z), d = 1, 2, . . . , N and
t = 1, 2, . . . , T . To initialize the recursion for the (l + 1)th iteration, we simply append
a new row to P2 with elements P2(N + 1|z)l that are numbers uniformly distributed
in the interval [0, 1] and we normalize so that each column in P2 has a unit sum. Under
the just described conditions, it can be proven that (16) takes the form

P ′′
1 (t|z)l+1 = P ′

1(t|z)l+1 + P1(t|z)l
n(t, N + 1) P2(N + 1|z)l∑K

z′=1 P (z′) P1(t|z′)l P2(N + 1|z′)l

P (z)l

(19)
where P ′

1(t|z)l+1 is simply the value predicted by (16) before the addition of the new
document. Eq. (19) is further simplified to

P ′′
1 (1|z) =

⎧⎪⎨⎪⎩
P ′

1(1|z)l+1 + P1(1|z)l·
· a P2(N+1|z)l∑

K
z′=1 P (z′)l P1(1|z′)l P2(N+1|z′)l

P (z)l t = 1

P ′(t|z)l+1 if t 
= 1.

(20)

Let

A′
l+1 =

T∑
t=1

P ′
1(t|z)l+1 (21)

A′′
l+1 =

T∑
t=1

P ′′
1 (t|z)l+1 = A′

l+1 + P ′′
1 (1|z)l+1 − P ′

1(1|z)l+1. (22)
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Eq. (15) is simply rewritten as

P1(t|z)l+1 =
P ′′

1 (t|z)l+1∑T
t′=1 P ′′

1 (t′|z)l+1
=

⎧⎨⎩
P ′′

1 (1|z)l+1
A′′

l+1
if t = 1

A′
l+1

A′′
l+1

P1(t|z)l+1 otherwise.
(23)

Similarly, it can be shown that (17) results in

P ′′
2 (d|z) =

{
P ′′

1 (1|z)− P ′
1(1|z) if d = N + 1

P ′
2(d|z)l+1 otherwise.

(24)

Let

B′
l+1 =

N∑
d=1

P ′
2(d|z)l+1 (25)

B′′
l+1 =

N+1∑
d=1

P ′′
2 (d|z)l+1 = B′

l+1 + P ′′(N + 1|z)l+1

= B′
l+1 + P ′′

1 (1|z)l+1 − P ′
1(1|z)l+1. (26)

Then (18) takes the form

P2(d|z)l+1 =
P ′′

2 (t|z)l+1∑N+1
d′=1 P ′′

2 (d′|z)l+1
=

⎧⎨⎩
P ′′

2 (N+1|z)l+1
B′′

l+1
if d = N + 1

B′
l+1

B′′
l+1

P2(d|z)l+1 otherwise.
(27)

Finally, we proceed to updating P (z)l+1. Let

Rl =
N∑

d=1

T∑
t=1

n(t, d) (28)

P ′(z)l+1 =
1
Rl

N∑
d=1

T∑
t=1

n(t, d)P (z|d, t)l+1 (29)

be the values admitted by R and P (z), defined by (11) and (10), before appending the
(N + 1)th document. It is straightforward to show that

Rl+1 = Rl + a (30)

P (z)n+1 =
1

Rl+1
[Rl P ′(z)l+1 + P ′′

1 (1|z)l+1 − P ′
1(1|z)l+1] . (31)

The method can be generalized for a document with more than one terms, if we
assume that every time we deal with an elementary document having just one word
and we incrementally append as many incremental documents as the terms found in
the document. Additional recursions can be applied in order to process more than one
documents. The proposed method will be referred to as recursive probabilistic latent
semantic indexing (RPLSI).



144 C. Kotropoulos and A. Papaioannou

Documents

M
ea

n
sq

ua
re

er
ro

r

Curves of mean square error for P (d|z)

F olding−in

RPLSI

1 2 3 4 5 6 7 8 9 10
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

(a)

Documents

M
ea

n
sq

ua
re

er
ro

r
(×

10
−

3
)

Curves of mean square error for P (t|z)

F olding−in

RPLSA

1 2 3 4 5 6 7 8 9 10
0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

(b)

Fig. 2. (a) Mean squared error for P (d|z) for 10 documents. (b) Mean squared error for P (t|z)
for 10 documents.

5 Experimental Results

To demonstrate the performance of the proposed updating algorithm for PLSI we have
employed a subset of 348 documents from the 20-Newsgroups corpus [14]. The doc-
uments used belong to 4 classes. For each document we have kept only 100 terms,
those having the highest information gain. After having estimated the parameters of
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Fig. 3. (a) Mean squared error for P (d|z) for 20 documents.(b) Mean squared error for P (t|z)
for 20 documents.

PLSI for the corpus of 348 documents, we start appending a number of documents
incrementally. We have compared the accuracy of the proposed updating method with
that of the folding-in method. PLSI computes the probabilities P (t|z) and P (d|z),
z = 1, 2, . . . , K for K = 4 by resetting the calculation each time a new document
is appended. RPLSI and folding-in update the probability values each time a new doc-
ument is appended. Subsequently, the mean squared error (MSE) has been measured
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between the exact probability values determined by PLSI and the values estimated by
RPLSI by averaging over the latent variable z that refers to classes. The mean squared
error between the exact probability values determined by PLSI and the values estimated
by folding-in has also been measured. The computations have been performed for 10
and 20 documents. Figures 2 and 3 demonstrate that the proposed method outperforms
the folding-in method with respect to the MSE for both P (t|z) and P (d|z). It can be
seen that the proposed RPLSI yields almost always a smaller MSE than the folding-in
method when a new document is appended. The estimation of P (t|z) is more accurate
than P (d|z).

6 Conclusions

A new method for updating the parameters of the PLSI has been proposed that does
not require to train the model from the beginning. The proposed method updates not
only the probabilities of the new document as folding-in method does, but also all the
probabilities of the terms and documents. We have reported first promising experimental
results that indicate a better performance than folding-in. In the future, experiments will
be conducted with corpora having more documents and more classes. The proposed
technique was derived with respect to certain assumptions. Relaxing the constraints is
another point of further research. We do not claim that the proposed method yields a new
language model. Therefore, it is pointless either to measure perplexity or to compare
the model with the latent Dirichlet allocation method.
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Abstract. Parametric models such as linear regression can provide useful, in-
terpretable descriptions of simple structure in data. However, sometimes such 
simple structure does not extend across an entire data set and may instead be 
confined more locally within subsets of the data. Nonparametric regression 
typically involves local averaging. In this study, local averaging estimator is 
coupled with a machine learning technique – boosting. In more detail, we pro-
pose a technique of local boosting of decision stumps. We performed a com-
parison with other well known methods and ensembles, on standard benchmark 
datasets and the performance of the proposed technique was greater in most 
cases.  

1   Introduction 

In this paper we consider the following regression setting. Data is generated from an 
unknown distribution P on some domain X and labeled according to an unknown 
function g. A learning algorithm receives a sample S = {(x1, g(x1 )), . . . , (xm, g(xm))} 
and attempts to return a function f close to g on the domain X. Many regression prob-
lems involve an investigation of relationships between attributes in databases, where 
different prediction models can be more appropriate for different regions. 

The purpose of ensemble learning is to build a learning model which integrates a 
number of base learning models, so that the model gives better generalization per-
formance on application to a particular data-set than any of the individual base models 
[5]. Ensemble generation can be characterized as being homogeneous if each base 
learning model uses the same learning algorithm or heterogeneous if the base models 
can be built from a range of learning algorithms. 

There has been much research work on ensemble learning for regression in the 
context of neural networks, however there has been less research carried out in terms 
of using homogeneous ensemble techniques to improve the performance of simple 
regression algorithms. Classification problems have dominated research on boosting 
to date. The application of boosting to regression problems, on the other hand, has 
received little investigation. In this paper we develop a boosting method for regres-
sion problems that works locally. 
                                                           
∗ The Project is Co-Funded by the European Social Fund & National Resources - EPEAEK II. 



 Local Additive Regression of Decision Stumps 149 

When all training examples are considered when classifying a new test instance, 
the algorithm works as a global method, while when the nearest training examples are 
considered, the algorithm works as a local method, since only data local to the area 
around the testing case contribute to the classification [1]. Local learning [2] can be 
understood as a general principle that allows extending learning techniques designed 
for simple models, to the case of complex data for which the model’s assumptions 
would not necessarily hold globally, but can be thought as valid locally.  

When the size of the training set is small compared to the complexity of the classi-
fier, the learning algorithm usually overfits the noise in the training data. Thus effec-
tive control of complexity of a method plays an important role in achieving good 
generalization. Some theoretical and experimental results [20] indicate that a local 
learning algorithm (that is learning algorithm trained on the training subset) provides 
a feasible solution to this problem. The authors of [7] proposed a theoretical model of 
a local learning algorithm and obtained bounds for the local risk minimization estima-
tor for pattern recognition and regression problems using the structural risk minimiza-
tion principle. The authors of [9] extended the idea of constructing local simple base 
learners for different regions of input space, searching for ANN architectures that 
should be locally used and for a criterion to select a proper unit for each region of 
input space.  

In this paper, we propose a technique of local additive regression of decision 
stumps. We performed a comparison with other well known methods and ensembles, 
on standard benchmark datasets and the performance of the proposed technique was 
greater in most cases. 

Current ensemble approaches and work are described in section 2. In Section 3 we 
describe the proposed method and investigate its advantages and limitations. In Sec-
tion 4, we evaluate the proposed method on several UCI datasets by comparing it with 
standard bagging and boosting and other lazy methods. Finally, section 5 concludes 
the paper and suggests further directions in current research.   

2   Ensembles of Estimators 

Empirical studies showed that ensembles are often much more accurate than the  
individual base learner that make them up [5], and recently different theoretical ex-
planations have been proposed to justify the effectiveness of some commonly used 
ensemble methods [16]. Currently, there are two main approaches to model combina-
tion. The first is to create a set of learned models by applying an algorithm repeatedly 
to different training sample data; the second applies various learning algorithms to the 
same sample data. The predictions of the models are then combined according to an 
averaging scheme or a stacking algorithm [5]. In this work we propose a combining 
method that uses one learning algorithm for building an ensemble of regression mod-
els. For this reason this section presents the most well-known methods that generate 
sets of base learners using one base learning algorithm. 

The Bagging (Bootstrap Aggregating) algorithm [8] uses sampling on the training 
set to create many varied but overlapping new sets. The base algorithm is used to 
create a different base model instance for each sample, and the ensemble output is the 
average of all base model outputs for a given input. 
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Another method that uses different subset of training data with a single learning 
method is the boosting approach [10]. The boosting approach uses the base models 
in sequential collaboration, where each new model concentrates more on the exam-
ples where the previous models had high error. The AdaBoost.R algorithm [13] 
attacks the regression problem by reducing it to a classification problem. Friedman 
has also explored regression using the gradient descent approach [14]. In each itera-
tion, the Additive Regression algorithm constructs goal values for each data-point xi 
equal to the (negative) gradient of the loss of its current master hypothesis on xi. 
The base learner then finds a function in a class minimizing the squared error on 
this constructed sample. 

Recently, theories have been proposed for the effectiveness of bagging and boost-
ing based on bias plus variance decomposition. In this decomposition we can view the 
expected error of a learning algorithm as having two components:  

• A bias term measuring how close the average model produced by the learning 
algorithm will be to the target function;  

• A variance term measuring how much each of the learning algorithm's guesses 
will vary with respect to each other (how often they disagree) 

Regarding the bias – variance tradeoff, bagging method is a primarily variance reduc-
tion method, that is, it reduces the likelihood of deploying a poor model by reducing 
the error variance when evaluating models on out-of-sample data. This does not mean 
that it cannot reduce model bias, and it does indeed, on average, reduce model bias, 
but it does not necessarily reduce bias. Methods that operate more directly on the 
modeling errors themselves, such as boosting are more effective at reducing model 
bias. One basic theoretical property of boosting is its ability to reduce the training 
error, or roughly speaking that it boosts a weak learner to be strong. How this works 
is relatively well understood, subject to the major assumption of a weak base learner 
that the hypotheses generated by the base learner in boosting are ‘weak’, or are capa-
ble of beating a random guesser [10]. 

3   Proposed Algorithm 

Learning based on the training subset has been an exciting research topic and some 
important theoretical and experimental results have been obtained. In fact, local learn-
ing is not a new concept and it has appeared in the early years of pattern recognition. 
The obvious example is the k-nearest neighbor method: given a testing pattern, we 
estimate its value from the closest patterns in the training set. 

In local learning, each local model is trained entirely independently of all other lo-
cal models such that the total number of local models in the learning system does not 
directly affect how complex a function can be learned - complexity can only be con-
trolled by the level of adaptability of each local model. Local regression estimation 
was independently introduced in several different fields. An excellent book on the 
topic is [18]. However, the idea of local regression has never been examined in rela-
tion to ensemble techniques.  

The proposed algorithm builds a model for each instance to be classified, taking 
into account only a subset of the training instances. This subset is chosen on the basis 
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of the preferable distance metric between the testing instance and the training in-
stances in the input space. For each testing instance, a boosting ensemble of decision 
stump models is thus learned using only the training points lying close to the current 
testing instance. 

Decision stumps (DS) are one level decision trees [15]. We can find the best stump 
just as we would learn a node in a decision tree: we search over all possible features 
to split on, and for each one, we search over all possible thresholds induced by sorting 
the observed values.  DS (or regression stumps) do regression based on mean-squared 
error where each node in a decision stump represents a feature in an instance to be 
predicted, and each branch represents a value that the node can take. At worst a deci-
sion stump will reproduce the most common sense baseline, and may do better if the 
selected feature is particularly informative. 

Generally, the proposed ensemble consists of the following four steps (see Fig. 1). 

1) Determine a suitable distance metric. 
2) Find the k nearest neighbors using the selected distance metric. 
3) Apply boosting to the decision stump algorithm using as training instances the k instances  
4) The answer of the ensemble is the prediction for the testing instance. 

Fig. 1. Local Additive Regression of decision stumps 

The proposed ensemble has some free parameters such as the distance metric. In 
our experiments, we used the most well known -Euclidean similarity function- as 
distance metric. For two data points, X = <x1, x2, x3, …, xn-1> and Y = <y1, y2, y3, …, 

yn-1>, the Euclidean similarity function is defined as ( )
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The performance of additive regression has been shown to exceed or meet that of 
various other boosting algorithms [10], thus making it a good choice for this research. 
We used 10 iterations for the boosting process in order to reduce the time needed for 
the prediction of a new instance. 

The proposed algorithm also requires choosing the value of K. There are several 
ways to do this. A first, simple solution is to fix K a priori before the beginning of the 
learning process. However, the best K for a specific dataset is obviously not the best 
one for another dataset. A second, more time-consuming solution is therefore to de-
termine this best K automatically through the minimization of a cost criterion. One 
way to do that is to evaluate the estimation error on a test set and thus keep as K the 
value for which the error is the least. In the current implementation we decided to use 
a fixed value for K (=50): a) in order to keep the training time low and b) about this 
size of instances is appropriate for a simple algorithm, to build a precise model ac-
cording to [12].  

Our method shares the properties of other instance based learning methods such as 
no need for training and more computational cost for classification. Besides, our 
method has some desirable properties, such as better correlation coefficient. 
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4   Experiments Results 

We experimented with 24 datasets from the UCI repository [4]. These datasets cover 
many different types of problems having discrete, continuous and symbolic variables. 
The specific datasets are listed in Table 1. 

Table 1. Datasets 

Datasets Instances Categorical 
features 

Numerical 
features 

Missing 
values 

servo 167 4 0 No 
autoHorse  205 8 17 Yes 
autoMpg  398 3 4 yes 
autoPrice  159 0 15 no 
baskball 96 0 4 no 
bodyfat  252 0 14 no 
breastTumor 286 8 1 yes 
cholesterol 303 7 6 yes 
cleveland 303 7 6 yes 
cloud 108 2 4 no 
Cpu 209 1 6 no 
echoMonths 130 3 6 yes 
fishcatch 158 2 5 yes 
housing 506 1 12 no 
lowbwt 189 7 2 no 
Pbc 418 8 10 yes 
pwLinear 200 0 10 no 
quake 2178 0 3 no 
sensory 576 11 0 no 
auto93  93 6 16 yes 
veteran 137 4 3 no 
wisconsin 194 0 32 no 
triazines 186 0 60 no 
Stock 950 0 9 no 

Firstly, we compared the proposed ensemble methodology with other methods that 
are based on the same learning algorithm - DS: 

• Simple DS algorithm 
• Local DS using 50 local instances. This method differs from the proposed tech-

nique since it has no boosting process.  
• Bagging DS and Additive regression DS (using 10 sub-classifiers). Both these 

methods work globally whereas the proposed method works locally. 
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The most well known measure for the degree of fit for a regression model to a dataset 
is the correlation coefficient. If the actual target values are a1, a2, … an, and the pre-
dicted target values are: p1, p2, … pn then the correlation coefficient is given by the 
formula:   
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p : the average value of pi and a : the average value of i. In order to calculate the 

models’ correlation coefficient for our experiments, the whole training set was di-
vided into ten mutually exclusive and equal-sized subsets and for each subset the 
model was trained on the union of all of the other subsets.  Then, cross validation was 
run 10 times for each algorithm and the average value of the 10-cross validations was 
calculated. It must be mentioned that we used the free available source code for most 
of the algorithms by [22] for our experiments. 

In Table 2, we represent as “v” that the specific algorithm performed statistically 
better than the proposed ensemble according to t-test with p<0.05. Throughout, we 
speak of two results for a dataset as being "significant different" if the difference is 
statistical significant at the 5% level according to the corrected  resampled t-test [19], 
with each pair of data points consisting of the estimates obtained in one of the 100 
folds for the two learning methods being compared. On the other hand, “*” indicates 
that the proposed ensemble performed statistically better than the specific algorithm 
according to t-test with p<0.05. In all the other cases, there is no significant statistical 
difference between the results (Draws). In the last row of the table one can also see 
the aggregated results in the form ( /b/c). In this notation “ ” means that the proposed 
ensemble is significantly less accurate than the compared algorithm in  out of 24 
datasets, “c” means that the proposed algorithm is significantly more accurate than the 
compared algorithm in c out of 24 datasets, while in the remaining cases (b), there is 
no significant statistical difference. 

In the last raw of the Table 2 one can see the aggregated results. The proposed 
ensemble (LARDS) is significantly more accurate than simple DS in 17 out of the 
24 datasets, whilst it has significantly higher error rate in 5 datasets. In addition, 
the presented ensemble is significantly more accurate than Local DS in 11 out of 
the 24 datasets, while it has significantly higher error rate in 6 datasets. What is 
more, the proposed ensemble is significantly more accurate than Bagging DS in 
13 out of the 24 datasets, whilst it has significantly higher error rate in 5 datasets. 
Furthermore, global additive regression DS have significantly lower error rates in 
8 datasets than the proposed ensemble, whereas it is significantly less accurate in 
11 datasets.  

To sum up, the performance of the presented ensemble is better than the other 
well-known ensembles that use only the DS algorithm. This indicates that it is pos-
sible to obtain a feasible solution to regression problems in the real world by local 
additive regression because approximating a global target function is hard given 
that usually not enough training samples are available. 
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Table 2. Comparing the algorithms 

Dataset

Local
Additive
Regression
DS

Local
DS  

Bagging
DS  

Additive
Regression
DS  DS  

servo 0.93 0.89 * 0.79 * 0.85 * 0.79 * 
autoHorse  0.92 0.92  0.79 * 0.86 * 0.72 * 
autoMpg  0.89 0.89 v 0.77 * 0.87 * 0.74 * 
autoPrice  0.92 0.89 * 0.82 * 0.90 * 0.81 * 
baskball 0.46 0.44  0.49  0.49  0.48  
bodyfat  0.95 0.94 * 0.84 * 0.95  0.82 * 
breastTumor 0.10 0.10  0.23 v 0.28 v 0.22 v 
cholesterol 0.10 0.12  0.12  0.15 v 0.04 * 
cleveland 0.57 0.63 v 0.59  0.65 v 0.40 * 
cloud 0.82 0.69 * 0.76 * 0.87 v 0.39 * 
cpu 0.96 0.92 * 0.85 * 0.95 * 0.31 * 
echoMonths 0.49 0.62 v 0.69 v 0.63 v 0.70 v 
fishcatch 0.96 0.94 * 0.85 * 0.94 * 0.83 * 
housing 0.87 0.84 * 0.73 * 0.84 * 0.60 * 
lowbwt 0.73 0.78 v 0.78 v 0.78 v 0.78 v 
pbc 0.38 0.43 v 0.45 v 0.53 v 0.43 v 
pwLinear 0.89 0.84 * 0.68 * 0.83 * 0.68 * 
quake 0.10 0.09  0.09  0.10  0.09  
sensory 0.46 0.47  0.29 * 0.38 * 0.29 * 
auto93  0.77 0.72 * 0.74  0.77  0.59 * 
veteran 0.35 0.28 * 0.32  0.40 v 0.15 * 
wisconsin 0.15 0.22 v 0.26 v 0.11  0.27 v 
triazines 0.51 0.47 * 0.24 * 0.37 * 0.04 * 
stock 0.99 0.99  0.79 * 0.94 * 0.78 * 
W-D-L  6/7/11 5/6/13 8/5/11 5/2/17  

Several other models have been proposed for modeling and approximating the val-
ues of a continuous objective attribute by using the values of conditional attributes, 
such as local learners, regression trees, and neural networks. 

Subsequently, we compared the proposed ensemble methodology with other well 
known regression algorithms: 

• K-nearest neighbors using k=50 because the proposed algorithm uses 50 
neighbors. In addition, we tested Kstar: another instance-based learner which 
uses entropy as distance measure [11]. 

• The most well known algorithm for training artificial neural networks – Back 
Propagation (BP) with one hidden layer and five neurons in this layer. 

• A well known regression tree algorithm - RepTree [22] 
• A well known regression algorithm - Decision Table [17] 
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In the last raw of Table 3 one can see the aggregated results. The proposed ensem-
ble is significantly more accurate than simple Kstar in 12 out of the 24 datasets, whilst 
it has significantly higher error rate in 5 datasets. In addition, the presented ensemble 
is significantly more accurate than 50NN in 15 out of the 24 datasets, while it has 
significantly higher error rate in 8 datasets. What is more, the proposed ensemble is 
significantly more accurate than Decision Table in 11 out of the 24 datasets, whilst it 
has significantly higher error rate in 8 datasets. Furthermore, the BP algorithm has 
significantly lower error rates in 9 datasets than the proposed ensemble, whereas it is 
significantly less accurate in 10 datasets. Finally, the RepTree algorithm has signifi-
cantly lower error rates in 12 datasets than the proposed ensemble, whereas it is sig-
nificantly less accurate in 7 datasets.  

To sum up, the performance of the presented ensemble is more accurate than the 
other well-known regression methods.  

Table 3. Comparing the algorithms 

Dataset LARDS Kstar  
Decision 
Table  BP  50NN  RepTree  

servo 0.93 0.86 * 0.80 * 0.94  0.65 * 0.86 * 

autoHorse  0.92 0.90 * 0.85 * 0.95 v 0.85 * 0.83 * 

autoMpg  0.89 0.91 v 0.90 v 0.91 v 0.86 * 0.88  

autoPrice  0.92 0.91  0.81 * 0.90 * 0.89 * 0.88 * 

baskball 0.46 0.46  0.53 v 0.54 v 0.56 v 0.39 * 

bodyfat  0.95 0.87 * 0.97 v 0.98 v 0.91 * 0.98 v 

breastTumor 0.10 0.19 v 0.16 v 0.09  0.23 v 0.15 v 

cholesterol 0.10 0.04 * 0.07  0.08  0.17 v 0.07  

cleveland 0.57 0.55  0.52 * 0.44 * 0.71 v 0.54 * 

cloud 0.82 0.81  0.84  0.88 v 0.77 * 0.80 * 

cpu 0.96 0.97  0.92 * 1.00 v 0.92 * 0.90 * 

echoMonths 0.49 0.39 * 0.72 v 0.42 * 0.72 v 0.70 v 

fishcatch 0.96 0.99 v 0.94 * 0.99 v 0.78 * 0.95  

housing 0.87 0.90 v 0.81 * 0.90 v 0.77 * 0.85 * 

lowbwt 0.73 0.62 * 0.78 v 0.60 * 0.75 v 0.78 v 

pbc 0.38 0.30 * 0.40  0.32 * 0.52 v 0.46 v 

pwLinear 0.89 0.72 * 0.83 * 0.90  0.85 * 0.89  

quake 0.10 0.08 * 0.09  0.08 * 0.06 * 0.07 * 

sensory 0.46 0.39 * 0.57 v 0.29 * 0.36 * 0.45  

auto93  0.77 0.77  0.68 * 0.85 v 0.71 * 0.23 * 

veteran 0.35 0.31  0.41 v 0.25 * 0.35  0.23 * 

wisconsin 0.15 0.04 * 0.04 * 0.04 * 0.35 v 0.15  

triazines 0.51 0.45 * 0.47  0.44 * 0.25 * 0.27 * 

stock 0.99 1.00 v 0.97 * 0.99  0.98 * 0.98  
W-D-L  5/7/12 8/5/11 9/5/10 8/1/15 5/7/12 
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    The reason for the performance of the proposed technique is the bias-variance 
trade-off. By increasing the number of observations over which averaging is taking 
place, one can reduce the variance of a local averaging estimator. On the other hand as 
progressively less similar observations are introduced in each iteration, the estimator 
generally becomes more biased and subsequently more appropriate for the boosting. 

5   Conclusion 

Local regression is a non-parametric statistical methodology that provides smooth 
modeling by not assuming any particular global form of the unknown regression func-
tion. On the contrary these models fit a functional form within the neighborhood of 
the query points. These models are known to provide highly accurate predictions over 
a wide range of problems due to the absence of a “pre-defined” functional form. 

As it is well known, local techniques are an old idea in time series prediction [3]. 
Local learning can reduce the complexity of component classifiers and improve the 
generalization performance although the global complexity of the system can not be 
guaranteed to be low. 

In spite of the attention boosting receives in classification methodology, few results 
exist that apply the ideas to regression problems. If boosting effectiveness extends 
beyond classification problems then we might expect that the boosting of simplistic 
regression models could result in a richer class of regression models. 

In this study, local averaging estimator is coupled with boosting technique. In de-
tail, we proposed local additive regression of decision stumps and our experiment for 
some real datasets shows that the proposed combining method outperforms other well 
known methods and ensembles. 

The benefit of allowing multiple local models is somewhat offset by the cost of 
storing and querying the training dataset for each test example that means that in-
stance based learners do not scale well for the large amount of data. Local weighted 
learning algorithms must often decide what instances to store for use during generali-
zation in order to avoid excessive storage and time complexity. By eliminating a set 
of examples from a database the response time for decisions will decrease, as fewer 
instances are examined when a query example is presented.  

In future work we will focus on the problem of reducing the size of the stored set 
of examples while trying to maintain or even improve the correlation coefficient by 
avoiding noise and overfitting. In the articles [6] and [21] numerous instance selection 
methods can be found that can be combined with a local boosting technique. It must 
be also mentioned that we will use local additive regression with other weak regres-
sion methods such as RepTree [22].  
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Abstract. We present, Mine Time, a tool that supports discovery over time 
series data. Mine Time is realized by the introduction of novel algorithmic 
processes, which support assessment of coherence and similarity across time-
series data. The innovation comes from the inclusion of specific ‘control’ 
operations in the elaborated time-series matching metric. The final outcome is 
the clustering of time-series into similar-groups. Clustering is performed via the 
appropriate customization of a phylogeny-based clustering algorithm and tool. 
We demonstrate Mine Time via two experiments. 

1   Introduction 

The article presents Mine Time, an apprentice for mining and clustering time series 
data. Time-Series (TS for short) occur in many aspects of economic, social and 
scientific activity and TS data modeling has been an active area of research in 
statistics. A variety of models exist, which manifest interest and provide statistical 
analysis tools [2]. Expanding interest in data mining and knowledge discovery has 
contributed to an increase of research awareness in machine-learning and data-mining 
on TS data – see for instance the work of Morik on time sequences of intensive care 
unit data [9].  

The discovery of relationships in a time sequence is important in many 
application domains. Yet an important aspect, largely missing from the literature is 
the discovery of temporal patterns or relationships in sequences of time events.[1, 4, 
6, 7, 8], which would eventually support assessment of similarity and clustering 
across TS. 

Mine Time integrates discovery of similar and indicative patterns in TS 
collections. This is achieved via the clustering of TS into similar-groups. Clustering 
is performed and visualized by the appropriate customization of phylogeny-based 
clustering [12].  

In the sections that follow, we overview Mine Time methodology, present Mine 
Time in action and discuss experimental results. We conclude the article by 
summarizing our work and point to areas for further research on the subject. 
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2   Mine Time Methodology 

Geometrical distance does not suffice to assess similarity across TS since sequence 
data may have outliers, different scaling factors and baseline. As noted in [1] specific 
functions should be employed to ascertain reliability in similarity matching (see figure 
1 for a visual explanation of these functions). In figure 1(part 1) shows two TS 
sequences. Figure 1(part 2) demonstrates the fist operation via which a time gap 
between the two TS is removed. Gap removal supports offset alignment in time, 
which is demonstrated in figure 1(part 3). Finally, amplitude is scaled and the two TS 
are segmented into two pieces in time, see figure 1(part 4). The two segments are used 
to support TS matching via the matching of the two sub sequences – see figure 1(5). 
Mine Time incorporates the heuristics that support gap removal, offset translation, 
scaling, and similarity matching and clustering of TS. Mine Time methodology is 
discussed in the subsections that follow. The methodology encompasses two main 
parts: matching and phylogenetic clustering. 

 

Fig. 1. Critical functions in time-series matching operations. In (1) are the original TS. In (2) 
non-significant parts are removed. In (3) outliers are removed. In (4) series are smoothed and 
finally in (5) similarity is assessed (figure from reference [1], p. 2). 

2.1   TS Matching and Coherence 

Mine Time incorporates five main operations to support matching and modeling of 
coherence. Operations are denoted by A to E. Notation is described in the text and 
summarized in the Appendix. 

 
A. Transformation and Representation. Piecewise linear segmentation of TS data is 
used to transform and to decompose into pieces a series of data based on [10]. 
Breaking a series into component trends is common in TS. Scaling precedes 
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segmentation and scaling proceeds according to time to time differences. Given a TS 
Xa, evolving over a set of k time-points with respective values y1, y2, … yk, the 
percentage change, ca,i is computed by formula (1), which supports scaling, namely: 
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B. Segmentation. TS data are decomposed into segments that range over more than 
one time-to-time changes or fitting windows. A segment’s change is computed as the 
sum over all respective segments’ changes. That is, for a segment ranging over Iseg 
time-points. 
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With the transformation computed by formula (2), a collection of TS ranging within 
different vertical (offset) and horizontal (amplitude) widths are calibrated and 
normalized. Furthermore, TS percentage-changes transformation offers a first 
approach to the identification of TS trends. Results of the percentage-changes 
piecewise linear segmentation approach for an artificially generated domain 
(Synthetic Control Data – SCD, [11]) is shown in figure 2. Even with a fitting 
window reduced to single sequential time-to-time changes, noticeable smoothing is 
achieved.  

(a) TS (raw) (b) %Changes transform 

 

Fig. 2. (a) One unprocessed (raw) time-series for the SCD domain; (b) Processed incorporates 
percentage transformation changes, which are representative of the same data. The TS in (a) 
included 600 points and the transformed series in (b) includes 19 time-period associated points. 

Segments correspond to TS parts and are determined according to user specified 
parameter settings. For instance, a time series with 120 data points (such as monthly 
observations across ten years) may be segmented by taking 12 points at a time. Mine 
Time encompasses two types of segmentation. The first type is called successive and 
takes a predetermined number of data observations and creates a corresponding 
number of segments. For instance, in a series of 120 points if the user specifies that 36 
points are desired then Mine Time will automatically generate 49 segments. The first 
segment will capture data points one through thirty-six, the second segment will 
capture points two through thirty-seven and so on. The second segmentation type is 
region based and optimizes the process by avoiding unnecessary split of data 
sequences. For instance a series with 120 points may be segmented into 10 parts on 
12 points each. The main advantage of the region-based segmentation is that it offers 
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the user the ability to focus his/her exploration activities on specific periods. For 
example, monthly time-series ranging over 180 months (i.e., 15 years) may be 
assessed similar because they exhibit a high-similarity figure for the last 12 time-
points (i.e., last year). Thus, similarity between TS acquires a more natural 
interpretation. Moreover, because of the segmentation operations involved, TS may 
be considered similar because some of their not-overlapping segments (e.g., with 12-
months period lag) are similar- regardless of their coherence in other time-periods.  

 
C. Statistically significant changes. We compute statistically significant change from 
Yi to Yi+1 time point for a time series A with l time points by using formula (3). The 
same formula is also used in step E during TS distance assessment. 
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D. Weighting. Using segments we proceed to the assessment of the ‘influence’ that 
each part of a TS has with respect to the overall series in the collection. In other 
words, we are interested to identify the inter-significance characteristics of the 
collection. The relative-weight of a TS change is computed by formula (4) and 
represents the mean of the respective changes over all TS, namely: 
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E. Assessment of distance between TS. We elaborate on a metric that computes pair 
similarity between TS. This is done because phylogenic clustering is based on the 
distance between objects. Given two TS, Xa and Xb, distance between the two of them 
is computed by formula (5), namely: 
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− If the respective percentage changes are statistically significant (by step C) then 
their weights are computed by formula (4) above.  

− In all other cases, the weight of each non-significant change is fixed to the lowest 
relative-weight value of the respective time-to-time (or, segment) changes in the 
time-series collection. 

Distance assessment takes into account the relative weight factors, which 
correspond to changes across segments. In addition, it introduces a control feature in 
the course of TS matching. At the extremes, non-significant changes of low relative-
weight exhibit a weak influence; on the contrast, significant changes of high relative-
weight have a strong influence. 
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2.2   Phylogenetic Clustering 

Computed distances between TS form a square distance-matrix, which initiates 
distance-based clustering. Distance-based clustering methods represents and active 
area of research and practice. Mine Time relies on a distance-based hierarchical 
clustering approach – phylogenetic clustering, and uses the Neighbor Joining (NJ) 
algorithm. Phylogenetic clustering is rich in visualization characteristics of the 
derived hierarchical clustering-tree. Yet construction of a hierarchical clustering-
tree for a set of objects based on their pair wise distance is computationally 
intractable (i.e., NP-complete) according to various optimality criteria [3, 5] and 
this has led to the development of numerous greedy approaches. Among greedy 
approaches, NJ is widely used in biomedical research due to its efficiency and 
simplicity. NJ was initially proposed by Saitou and Nei [12] and later modified by 
Studier and Kepler [14]. NJ seeks to build a tree which minimizes the sum of all 
edge lengths in the hierarchical clustering-tree. A number of studies have confirmed 
efficiency of NJ in clustering and tree construction. [13]. 

NJ begins with a star tree, then iteratively finds the closest neighboring pair (i.e. 
the pair that induces a tree of minimum sum of edge lengths) among all possible 
pairs of nodes (both internal and external). The closest pair is then clustered into a 
new internal node, and the distances of this node to the rest of the nodes in the tree 
are computed and used in later iterations. The algorithm terminates when internal 
nodes have been inserted into the tree (i.e., when the star tree is fully resolved into a 
binary tree). 

3   Mine Time in Action 

Mine Time encompasses operations at five layers: (1) client side, (2) server side, (3) 
segmentation, (4) matching and (5) visualization. A query by the user is taken 
through the TS collection (which resides at a server) and query specifics are 
interpreted to support segmentation, matching, similarity and clustering. The 
process is illustrated in figure 3. 

Mine Time is built in Java with the appropriate customization and integration of 
a set of Java classes for phylogenetic-based clustering, adopted from the PAL 
project (Phylogenetic Analysis Library; http://www.cebl.auckland.ac.nz/pal-project/  
visited in November 2005). 

Using SQL the user forms a query and Mine Time conveys the query to the 
Server. Figure 4 shows the overall system interface. The user has the option to 
connect to the server, to form a query and to retrieve the relevant time series. To 
activate this option the user has to select from the Menu File -> Read TSs from 
URL. Furthermore, the user may select a file for input instead of a query by 
selecting File -> Read from file, without the execution of an SQL query to a 
database or can view an existing scenario by selecting File -> Read distances and 
invoke only the visualization methods. 
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If the user wants a graphical representation of the output he/she may choose a 
‘Cycle’ or a ‘Dendrogram’ representation from the “Visualize Results” option of the 
menu. 

When the user selects to retrieve time-series from a remote server, then a query 
window appears in which the user has to set the server’s URL address and the SQL 
query. To connect the user must specify JDBC (Java DataBase Connectivity) 
parameters. The overall interface encompasses parameter selections related to 
segmentation and visualization of clustering results – see figure 4. 

 

Fig. 3. Five layers of Mine-Time. The user specifies a query, which is taken through the TS 
collection. Based on segmentation matching parameters specification and on clustering 
preference, Mine Time proceeds to clustering and identification of coherence across TS. 

Visualization is limited to the segments or series that pass the distance threshold. 
The user can set up this threshold from the distance threshold window and view or 

change value to system parameters, such as number of remaining TS, time points per 
window, start / end dates, etc. 

After the calculation of TS distances, two matrices are generated for both TS 
segments and for the entire TS. The user may select to display results on an either / or 
basis. 

The final step is the visualization if the user has selected from the initial main 
window to visualize the results (i.e., one of the two alternatives- cycle; tree, is 
selected). Then a window appears with the segmented time-series clustered, based on 
their computed distances (see Figures 5 and 6 for phylogeny and dendogram cluster 
visualizations). 
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Fig. 4. Mine Time system interface. At the File Menu the user may select to retrieve time-series 
directly from: a previously stored file, a remote server or to load a pre-computed time-series 
distance matrices file. At the Parameters Menu the user can select: (a) how to visualize output 
(entire TS or segments), (b) what type of output she wishes (cyclical or dendogram), (c) what 
kind of segmentation she desires (successive or region), and (d) how to handle significance of 
respective percentage changes during similarity assessment. 

4   Experimenting with Mine Time 

Mine Time experimentation and validation focused in two dimensions: 

− To assess reliability of similarity heuristics (and clustering trees) between TS. 
− To assess efficiency with respect to the use of computational resources. 

In order to perform the evaluation and validation studies we relied on different 
domains and respective TS datasets. Reliability of Mine Time heuristics was explored 
with an artificial domain that involved TS data randomly generated from 
mathematical functions and full scale assessment was based on real-world TS data 
retrieved from the database of IFO (Institute for Economic Research, Munich, 
Germany, (www.ifo.de).  

4.1   Mathematical Functions Domain 

The first experiment concerns a group of simple mathematical functions. Specifically 
we generated TS with 100 time points using the square, cosine, sine, palm and 
polynomial functions. Figure 5 shows the results for 20 randomly generated TS. We 
applied successive segmentation and set minimum similarity equal to 0 (all time 
series were selected for clustering). Mine Time classified correctly 19 of the 20 time 
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series, which corresponds to 19/20 = 95% accuracy. Cluster formation mapped 
mathematical function definition while it is noticeable that relations between sine, 
cosine and polynomial functions were also discovered. We repeated the experiment 
with 30 and 100 time series (randomly generated) and the accuracy, for both 
experiments, was 100%.  

 

Fig. 5. Phylogeny-clustering (cyclical) tree for the synthetic mathematic functions TS. SQRT is 
the square function, POLYN relates to polynomial, PALM relates to the palm function, SIN to 
the sine function and COS relates to the cosine function. All functions were classified correctly 
except one square function, which was left out during cluster formation (the misclassified TS is 
circled). Individual TS are listed at the leafs. 

4.2   Ifo-Kt Domain 

The second experiment draws from a subset of TS from the IRAIA’s ifo database, 
called the ‘ifo_Konjunkturtest’1. A subset of about 1000 TS was selected (using the 
Mine Time URL-based direct access, to a remote database). Using the Mine Time we 
narrowed the set of 1000 TS down to 20. Figure 6 shows the results of standard 
agglomerative clustering dendogram, for the ten most-similar series across the 20 
selected TS. The dendogram was generated with a standard algorithmic-statistical 
procedure without taking in consideration the distances as computed with the aid of 
the Mine Time.  
                                                           
1 Data were collected during the duration of the IRAIA project, IST-1999-10602. See also: 

http://www.vdi-nachrichten.com/studien/wirtschaft/ifo-daten2.asp 
  http://www.cesifo-group.de/link/10DATABASE 
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Vertical axis reflects similarity measured by the Mine Time. Most of the TS, which 
are part of the denodgram have similarity (according to Mine Time) that exceed 90%. 
Agglomerative clustering results validate Mine Time selection of the 20 TS out of 
1000. The experiment took about 10 minutes to run. Time is reasonable and presents a 
milestone towards real-world utilization and exploitation of the Mine Time. 

 
Fig. 6. Agglomerative clustering: The dendogram presents the clustering of the 10 most similar 
TS for the ifo-kt domain; note that most of the series exhibit similarity levels over 0.9 and 
across all TS similarity is at least 0.87 

5   Conclusions 

We have presented tool that supports mining and discovery of coherence across TS 
data. TS. Mine Time supports operations for importing and reading TS data (e.g., from 
Excel); to compute distances between TS; to cluster TS; and to visualize clustering 
results. Mine Time is built in Java making it portable on various platforms. The Java 
classes for the clustering algorithm were taken from the public-domain library PAL- 
Phylogeny Analysis Library, http://www.pal-project.org and were appropriately 
customized and integrated in our system. 
    Research and development plans may move towards: 

− The elaboration and customization of other time-series matching approaches, e.g., 
Dynamic Time Warping (DTW); and clustering operations (e.g., agglomerative, k-
means etc). 

− The elaboration on intelligent time-series indexing techniques, in order to make 
operations more effective and scalable to huge collections of TS – this will place 
Mine Time in the realm of an ‘on-demand’ web service to be called at any-time of 
the navigation and exploration process. 

− Porting the whole package at a web server in order to achieve remote operation -
access just from a Web browser using jsp (JavaServer Pages). 
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Appendix. Notation 

Xa A Time-Series 
k A set of time-points 
yi Value of a specific (i) time-point   
ca,i the percentage change 
Iseg Number of time-points. 
Ca,seg Statistically significant change of a time series 

A for a segment ranging over Iseg time-points 
Yi A time-point 
l Total time-points of a Time-series 
tA,Yi Statistically significant changes 
WCa,i Weighting of a segment 
dist(Xa,Xb) Distance between Time-Series Xa,Xb 
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Abstract. Several agent frameworks have been proposed for developing 
intelligent software agents and multi-agent systems that are able to perform in 
dynamic environments. These frameworks and architectures exploit specific 
reasoning tasks (such as option selection, desire filtering, plan elaboration and 
means-end reasoning) that support agents to react, deliberate and/or 
interact/cooperate with other agents. Such reasoning tasks are realized by means 
of specific modules that agents may trigger according to circumstances, 
switching their behaviour between predefined discrete behavioural modes. This 
paper presents the facilities provided by the non-layered BDI-architecture of 
ICAGENT for supporting performance in dynamic and unpredictable multi-agent 
environments through efficient balancing between behavioural modes in a 
continuous space. This space is circumscribed by the purely (individual) 
reactive, the purely (individual) deliberative and the social deliberative 
behavioural modes.  In a greater extend than existing frameworks; ICAGENT 
relates agent’s flexible behaviour to cognition and sociability, supporting the 
management of plans constructed by the agent’s mental and domain actions in a 
coordinated manner. 

1   Introduction 

This paper focuses on agents’ autonomous behaviour in dynamic and non-
deterministic environments that are populated by multiple agents. Being resource-
bounded, an agent that performs in such environments faces inherent limitations with 
respect to the perception, practical reasoning, performance and cooperation abilities: 
It cannot be fully aware of the changes that occur in their physical environment, the 
available time to compute responses is always limited and bounded to the time that it 
has until its resources exceed, it has to plan and to achieve its goals without exceeding 
environmental and own resources, and finally, it often needs to collaborate with 
others to achieve better results (e.g. it can save resources, or increase its expected 
utility or its fitting advantage).  

To overcome the above limitations, a resource bounded agent must be able to 
deliberate, to plan and act with respect to its own, others’, and environment resources, 
adapting to unforeseen events and to newly detected facts, either individually or in 
collaboration with others. On the other hand, an agent needs to react to events/facts 
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that provide opportunities for achieving its goals or to events/facts that may seriously 
affect its mission. In either case, an agent may perform individually or in conjunction 
with other agents. 

As already pointed out in [Weiss, 2001], [Kourakos and Vouros 2001], this paper 
conjectures that for an agent to be flexible (i.e. to have the ability to adapt and 
balance between the different behavioural modes) its behavioural mode cannot be 
determined by the mere mapping of domain tasks to specific types of behaviour. This 
is so, because the agent may need to adapt its behavioural mode several times in 
response to changes in the environment while it pursues a specific goal. Such an 
adaptation can be considered as a “tuning” process, with respect to the way several 
mental actions are performed. Therefore, the type of behaviour adopted by an agent at 
a specific time point must be considered as a property that emerges as the agent 
performs, according to the perceived state of the environment, the occurring events, 
and to the agent’s mental state.   

To adapt their behaviour, agents have to   

(a) Decide about the facts and events whose occurrence in the physical environment 
they must monitor. 

(b) Decide whether they shall reason about the relative strength of their desires and 
intentions, or whether they will commit to fulfil a desire without considering 
conflicts with intentions they already have. 

(c) Decide whether they will assess their options towards fulfilling a desire or, 
acting purely reactively, whether they will fetch a good solution and start 
pursuing it. 

(d) Determine whether and how they shall generate and elaborate their plans 
individually or jointly with other agents. 

As it has been proposed by [Pollack and Horty, 1999] the above issues require plan 
management abilities for performing plan generation, environment monitoring, 
alternative assessment, commitment management, plan elaboration, meta-level 
control and cooperation reasoning tasks.  

In conjunction to the plan management reasoning tasks, it has been argued [Grosz 
1996] that for agents to plan and act effectively, mostly in collaborative settings, they 
must maintain a mental-state view of plans in terms of beliefs and intentions. Bratman 
[Bratman 1987] has argued that intentions to do actions constrain the other intentions 
an agent may adopt, focuses means-ends reasoning and guides re-planning: These are 
major issues for agent’s goal directed flexible behaviour.  

Combining these views, this paper describes how the mental-state view of plan 
management of the ICAGENT framework can support agents’ flexibility in behaviour 
(i.e. the ability to adapt and balance between different behavioural modes). This 
extends previous work on the ICAGENT framework in two major, important directions: 
(a) The incorporation of facilities for agents’ to behave socially [Kourakos and 
Vouros 2001] either deliberatively or reactively, and (b) The incorporation of generic, 
advanced collaborative facilities for the collaboration of more than two agents 
[Kourakos and Vouros 2005]. 

Specifically, the Intelligent Collaborative Agent (ICAGENT) framework introduces 
an alternative to the layered approach to balancing between different behavioural 
modes: While layered architectures implement agent’s behavioural  modes (such as 
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planning, reaction and cooperation) in different modules, the ICAGENT framework 
introduces a “tuning” approach to achieving behavioural flexibility: Plan management 
reasoning tasks are performed by means of mental actions, which in conjunction to 
the domain actions are planned and performed according to agents’ beliefs and 
intentions, following a mental state view of plan management. The overall behaviour 
of the agent results from the combination of the way reasoning tasks are performed. 

Towards this approach, key technologies for realizing the ICAGENT framework are 
a BDI architecture and the SharedPlans model for collaborative activity. Specifically, 
the ICAGENT framework supports the development of BDI agents that are able to plan 
either reactively or deliberatively, and orthogonally, either individually or in a social 
setting. The BDI model supports practical reasoning and considers that a rational 
agent must be able to deliberate (i.e. decide what state of affairs to achieve) and 
perform means-end reasoning (i.e. decide how to achieve these state of affairs) 
[Bratman 1987]. ICAGENT exploits these practical-reasoning tasks to support the 
implementation of the SharedPlans [Grosz and Kraus, 1996, 1999] model for agents’ 
social deliberation. The SharedPlans model provides the mental structures and states 
that are required for a group of agents to perform jointly (i.e. socially deliberatively). 
Particularly, it describes the plan refinement process: Starting from a shared goal and 
a partial shared plan, agents form intentions to act and intentions that the group of 
collaborators will succeed towards their shared goal. The latter prohibit agents to 
commit towards actions that are in conflict with other intended actions of the group, 
and drive collaborators to exhibit helpful behaviour when one of the collaborating 
parties needs it. Agents collaborate towards the construction of a full shared-plan by 
elaborating the partial shared plan jointly. 

Summarizing the above, the ICAGENT framework for agent development provides: 

− A mental-state view of plans: Agents have plans when they have a particular set of 
beliefs and intentions. 

− Reasoning tasks for agents to manage their plans towards adapting and balancing 
their behaviour between individual/social reaction and deliberation.  

− Mental actions for performing the reasoning tasks: These actions are treated in 
coordination with the domain actions and their performance can affect “tuning” 
the reasoning tasks towards one or another behavioural mode according to agents’ 
beliefs and intentions. 

− An implementation of collaboration that is based on the SharedPlans [Grosz 1996] 
model of collaborative activity. 

2   The Tileworld  

In the paragraphs that follow we present examples of intelligent agents performing in 
a highly dynamic and unpredictable Tileworld environment.  

The Tileworld is a highly parameterized simulated environment proposed by  
M. Pollack and M. Ringuette [Pollack 1990] for evaluating agent architectures that 
include rational heuristic policies for managing deliberation. The environment 
comprises four types of entities: obstacles, tiles, holes and agents. Obstacles are 
always organized in groups (of three obstacles) that after a while they may form 
deadlocks for agents. Every a fixed number of milliseconds the state of this physical 
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environment changes: new tiles and obstacles may appear, old ones may disappear, 
some of them may move by one square randomly and be removed from the 
chessboard. Holes appear randomly but they may disappear after a given number of 
seconds (TTL). New agents may be introduced in the environment in random places. 
Agents may perceive part of the physical environment and may know the expected 
time to leave (TTL) of holes. We consider that all agents in the Tileworld are capable 
of perceiving all facts and events that occur in the physical environment in a given 
range from their current positions, as well as from the positions of other objects of 
interest (e.g. tiles, holes and other agents). The latter one points on agents’ ability to 
focus on specific “areas” of interest. Each agent has the goal to fill a predefined 
number of holes. Having achieved this goal, it leaves the environment. 

A configuration of the Tileworld is the one shown in Fig. 1  

 

Fig. 1. A configuration of the tile-world chessboard 

Intelligent behaviour in the Tileworld environment requires careful balancing 
between fast reactions and deliberative consideration of long term ramifications, as 
well as social deliberation when it is necessary. Each agent that performs on the 
chessboard adapts its behaviour according to the following: (a) the knowledge that it 
has about the changes that occur in its physical environment (i.e. its beliefs about the 
physical context), (b) the knowledge that it has about how to elaborate its current 
(individual or shared) plans in the (possibly shared) context of actions (i.e. knowledge 
about methods for achieving goals with respect to its intentions) and (c) the 
“responses” that it receives from the environment when it performs actions.  

Let us suppose that we place a new agent, say G0, on square (10,4). The new agent 
detects that the hole and the tile that are most close to it are on squares (19,11) and 
(10,16). The agent recognizes this situation and commits to fill this hole with this tile. 
Towards achieving this goal it finds a path to the tile, then to the hole, and starts 
traversing this path in a reactive way until it detects one of the following: (a) a 
deadlock, (b) other agents that may intent to fill the same hole or to use the same tile, 
and (c) the potential for collaboration with other agents.  

The agent follows the planned route and reacts to changes in the environment. For 
instance, the agent avoids obstacles reactively by moving them by one square. In such 
cases the agent does not need to consider other alternatives, reform its commitments 
or abandon any of them. The agent’s behavioural mode towards performing the 
abstract action “fill the hole” does not change until it detects one of the following 
facts: A new agent that is close to the intended tile, or an obstacle that compiles a 
deadlock to the path that it traverses.  

: Agent 
: Hole 
: Tile 
 

  Area of interest for G0 
 

: Obstacle 
 

: Deadlock 

Notation 

1 

5 10 15 20 25 

5 

10 

15 

20 

 

G

T

H

G0 step_by_one_square      pick_tile

fill_hole

find_path    get_tile   drop_tile



 Behaviour Flexibility in Dynamic and Unpredictable Environments 173 

In case the agent detects a new agent close to the intended tile, its behaviour 
changes from reactive to social deliberative. Agents communicate trying to recognize 
the potential for collaboration, to negotiate about the method that will follow on filling 
the hole jointly, and to agree on the allocation of tasks between group members. Note 
that while agents collaborate on filling a hole, they may have different, incomplete and 
possibly inconsistent views of the world and mental states of the other agents. Thus, to 
act jointly, communication is required to avoid mis-coordination.  

Returning to our example, recognizing the potential for collaboration, the agent Go 
requests from G1 to work jointly on filling the hole H0. The agent G1, being benevolent 
(this assumption holds for all the agents in the chessboard), accepts the request of G0 
and it commits to perform this activity jointly with G0. Doing so, G1 reconciles the 
recipe proposed by G0 with its mental state and other intentions it holds in its context 
of action and recognizes that no conflict occurs (because it believes that the TTL of H1 
will not exceed if it will help G0 to fill the hole H0). G1 informs G0 that it accepts the 
proposed recipe, which it becomes a shared one. The recipe comprises three actions: 
“find a path to the tile and hole”, “get the tile” and “drop the tile to the hole”. 

According to the shared recipe, agents agree to perform as follows: (a) each agent 
to perform individually the primitive action “find a path to the tile and hole”, (b) to 
perform collaboratively the abstract action “get the tile” and finally, (c) the agent G0 
to perform the abstract action “drop the tile to the hole” individually.  

Each agent forms the commitment that each of these actions will be performed 
successfully. This has as a result both agents to help each other achieving the 
prescribed goals and to perform actions that are not in conflict with other’s goals.  

Each agent may collaborate with more than one agent whenever this is needed. For 
example, during the collaboration session with G1, if the agent G0 detects a deadlock 
in its path to H0, then, before it gets there, it changes its behaviour from reactive to 
social or to individual deliberative. In the former case the agent initiates collaboration 
with the agents that are capable to move the obstacles that constitute the deadlock. In 
case of social deliberation, and in case agents G0, G1, G2 succeed to form a group of 
collaborators, they will share the goal to move the detected obstacles. In case of 
individual deliberation, the agent has not detected any agent that has the capability to 
help removing the obstacles, or collaboration has failed. In this case, the agent 
changes its behaviour to individual deliberative: The agent tries to find an alternative 
plan to fill the hole, it reconciles this plan with its current mental state and other 
constraints it has, and commits to perform it. Having tackled the problem, the agent 
may continue towards filling the hole H0 reactively. 

As it seems from the above example, to perform effectively, an agent needs to be 
able not only to select an appropriate type of behaviour for each domain task, but it 
must also be able to adapt its behaviour according to the beliefs that it has, other 
intentions that it holds and the mental state of other agents. 

3   Related Work  

Although a wide range of architectures have been proposed for building agents, we 
focus on some representative architectures that balance between deliberative and 
reactive planning: these are the dMARS [d’Inverno, et. al., 1997], InteRRaP [Müller, 
1996] HAC [Atkin et. al., 1999] and AT-Humboldt [Burkhard et. al., 1997]. 
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These architectures do not distinguish in a clear way between reaction, deliberation 
and social behaviour, or when they distinguish between them, they "restrict" agents’ 
behaviour by “switching” between these three “modes” of planning. Existing systems 
change their behaviour explicitly between the three types of behavioural modes 
considering that there is nothing between them [Weiss, 2001]. Every action or goal that 
they pursue is performed either (socially or individually) reactively or deliberatively, 
without changing-adapting their behaviour in the light of new changes that occur in the 
environment. An exception to this case is the previous version of ICAGENT [Kourakos 
and Vouros, 2001] that although it did deal with the continuum from individual 
interactive to individual deliberative behaviour, it did not deal with social behaviour.  

Close to the objectives of ICAGENT is the Constraint Centered Architectural 
Framework (CCAF) [Weiss, 2001]. The basic idea underlying CCAF is that flexible 
behaviour, in contrast to switching between discrete behavioural repertoires, emerges 
along two continuous axis – cognition ad sociability – as an attempt of agents to handle 
constraints. CCAF is based on four key conditions identified for achieving continuous 
flexibility through constraint handling. ICAGENT and CCAF are complementary to the 
approach towards emergence in agents’ behaviour flexibility: ICAGENT emphasizes on 
the management of plans and on the integration of agents' intentional state with 
reasoning tasks, while CCAF emphasizes on the use of constraints.  

Close to CCAF objectives and basic idea, is the use of preference policies in 
[Demetriou et al., 2004]. Such policies can be used in any component of the agent to 
achieve adaptability of behaviour in changing conditions. Preference policies shape 
decisions of the agent at various levels (which plans to use, which agents to collaborate 
with, etc) tuning agents’ adaptability. However, they have not shown how adaptability 
is achieved by means of preference policies. Policies are complementary to the 
techniques used by ICAGENT, as much as constraints are.  

This paper aims to show how agents can balance between deliberative, reactive and 
social behaviour by "tuning" their behaviour between these modes of behaviour. 
Agents are considered to move in the behavioural modes’ space presented in Fig. 2 by 
performing “more” deliberatively or “more” reactively, either individually or socially.  

 

Fig. 2. An agent in order to be able to adapt efficiently to unforeseen changes in a highly 
dynamic environment it must be able to adjust its type of behaviour in a space that  
is circumscribed between the purely reactive, the purely deliberative and the social behaviour 
modes 

An agent is considered to perform in a purely reactive way when it builds and/or 
adjusts/reconsiders its plans only in response to environmental changes, regardless the 
goals that it already has or that other agents have. In this mode of behaviour the agent 
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does not collaborate with other agents and the only information that it may share 
concerns the physical environment.  

We define that an agent performs in a purely deliberative way when it generates 
and pursues goals pro-actively. As in the reactive behaviour mode, the agent does not 
collaborate with other agents and the only information that it may share concerns the 
physical environment. 

Finally, we say that the agent behaves in a social way when it pursues goals with 
other agents either in a deliberative or in a reactive way. Information that can be 
shared in this case may concern goals, recipes for shared actions, mental states, as 
well as information about the physical environment.  

4   The ICAGENT Development Framework 

The ICAGENT framework provides a set of features and structures that enable an agent 
developer to implement software agents capable to act robustly in dynamic and 
unpredictable environments either individually or collaboratively with other agents.  
    Following a mental-state view of plan management ICAGENT enables agents to 
adapt their behavioural mode by controlling the plan management reasoning tasks 
according to their beliefs and intentions: As it will be described in the paragraphs that 
follow, the architecture realizes five reasoning tasks (environment monitoring, 
opportunity recognition, reconciliation, plan elaboration and intention realization) for 
plan management.  

As Fig. 3 shows, the ICAGENT overall framework consists of three primary 
components:  

− The Agent’s Body. 
− The BDI-Control of Practical Reasoning Mechanism. 
− The Knowledge Base. 

The physical environment is where the agent “lives”. Since the mechanisms that 
drive changes in the physical environment are not part of the ICAGENT framework, the 
framework supports the representation of the perceived state of the environment, in 
contrast to simulating the environment itself.  

The agent’s ‘body’ comprises (a) Event-Fact Detectors for perceiving facts and 
events that occur in the environment, and (b) Actuators for acting.  

The knowledge base includes agent’s mental state, knowledge concerning (a) the 
state of the environment, (b) the perception of events and facts in the environment, (b) 
the context of actions, (c) recipes for actions, and (d) situation recognition rules. The 
knowledge base is updated by means of sensors that perceive events and facts in the 
environment, and by the effects of the actions, via the Knowledge Base Update 
Mechanism.  

The recipes in ICAGENT are the methods for performing actions or for achieving 
goals. Recipes comprise the following constituents: (a) the type of action or goal state 
that the agent wants to perform or achieve accordingly, (b) a mental condition that 
specifies the relevance condition, (c) directives that “guide” the agent to reconcile its 
desire to perform the corresponding action, or to achieve the goal state, with other 
goals or intentions that it holds, (d) collaboration conditions that determine the 
situations in which an agent shall consider the potential for collaboration towards the 
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performance of the recipe, (e) a list that enables an agent to allocate the recipe 
subsidiary actions to potential collaborators, (f) conditions for checking the recipe’s 
applicability in a specific context of action, (g) a list of subsidiary actions that should 
be performed, (h) a list of facts (effects) that the agent expects to hold, when the 
recipe has been performed successfully. 

As Figure 3 shows, the BDI-Control of Practical Reasoning (BDI-CPR) mechanism 
comprises six modules that correspond to the reasoning tasks identified above. These 
run in parallel and communicate via the KB Consult and Update Mechanism. They 
enable an agent to monitor the environment and update its beliefs (Perception Module), 
to take the initiation to act (Situation Recognition Module), to reconcile desires in the 
context of action (Reconciliation Module), to elaborate plans and commit to perform 
actions (Plan Elaboration Module) and to perform the intended actions (Intention 
Realization Module).  

The following paragraphs show how the performance of these tasks affects the 
balancing between the behavioural modes of reaction, deliberation and social behaviour.  

 

Fig. 3. The Overall ICAGENT Architecture 

Environment monitoring: The agent is able to monitor the physical environment 
and to focus only on specific environmental changes. Perception planning allows an 
agent to decide when and what type of facts or events it has to monitor.  
    The Perception Module controls the event-fact detectors and is responsible for the 
detection of the events/facts that occur in the physical environment. Detectors are 
controlled by sensor specifications that specify the type of events/facts that must be 
perceived and the mental condition that must be true in order the agent to assert (or to 
retract) the specific type of events or facts. Sensor specifications can be asserted or 
deleted from the agent’s knowledge base under specific conditions by means of 
perception actions. For example, in the Tileworld environment, whenever an agent 
detects an object of interest (i.e. a tile or a hole) it forms the desire to perform a 
perception action that results in monitoring an area around the object of interest. 

Agents’ behaviour mode, as far as perception is concerned, is affected (a) by the 
way the planning of perception actions is done and (b) by the number of events-facts 
that the agent decides to monitor at the same time. Reconciling the perception actions 
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results to agents’ deliberative behaviour (as far as perception is concerned). On the 
other hand, in case no perception planning is performed, or in case that no reconciliation 
of perception actions' is performed and the number of facts/events that are monitored is 
small, then we consider that the agent behaves in a rather reactive way.  

Consult and Update of Beliefs: ICAGENT, through the Knowledge Base Consult 
and Update Mechanism, can consult and update the knowledge base using the consult 
learn and forget mental actions. With these actions the agent is able to keep the KB 
consistent. This is important not only for an agent to take the right decisions, but also 
for the BDI-CPR modules to perform in parallel and in coordination. The agent 
performs the Belief Update task whenever it recognizes new events/facts or whenever 
the agent needs to revise its beliefs. In all these cases, the time that the agent spends 
may affect its response to unforeseen changes and thus the balance between reaction 
and deliberation (social or individual).  

Opportunity Recognition: The agent constantly tries to recognize situations for 
which it must take the initiative to act. In the ICAGENT framework this reasoning task 
is realized by means of the Situation Recognition Module. The Situation Recognition 
Module exploits Situation Rules to recognize configurations and states of the 
environment that drive subsequent initiatives for action. Such rules may be formed 
on-the-fly during agent’s performance. The recognition of states results to desires 
towards achieving goals or performing actions, individually or with other agents. The 
number of states that the agent checks at the same time, as well as the method (e.g. 
planning from first principles or driven by specific rules) towards forming new 
situation rules, affects the agent’s behaviour towards reactivity and deliberation.  

Reconciliation: The agent commits to the performance of actions. In individual and 
socially deliberative behaviour these commitments may rule out some options. Thus, 
for each recipe that the agent selects from the knowledge base, it has to decide if it 
will reconcile this recipe with other intentions it holds or if it will start elaborating it 
without considering any conflicts that occur. In general, the behaviour of the agent 
depends on whether it will probe for possible conflicts concerning recipes’ 
constraints, capabilities and context constraints. The agent’s adaptability is highly 
affected by the method(s) that the agent will follow to detect and resolve conflicts.  

The ICAGENT framework provides facilities for the detection and resolution of 
conflicts that occur during the course of activity, taking into account recipes’ 
behaviour directives, recipes’ conditions, constraints associated with the context of 
action, agents’ mental states, the perceived state of the environment and agent 
capabilities. The Reconciliation Module controls the detect conflict and the resolve 
conflict mental actions. These actions detect and resolve conflicts between recipes and 
the agent’s mental state, as well as between recipes in the context of action, following 
the behaviour directives of the corresponding recipes. 

Once the agent has detected a conflict it has to assess the cost and the benefits of 
the following options: To resolve the conflict utilizing domain specific knowledge, to 
find alternative recipes for the current action in the context of action, to reconsider the 
recipes of parent actions, to override the conflict, to drop the whole plan, to cancel the 
execution of the action, postpone the execution of the recipe until the conflict is 
resolved, or to collaborate with other agents in order to resolve the conflict. The 
decision that the agent will take depends on the current context of action and the 
corresponding directives for resolving specific (types of) conflicts. Deliberative 
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behaviour requires meta-reasoning capabilities for deciding the proper way for 
resolving any conflict, while reactivity requires domain specific rules for resolving 
each (type of) conflict.  

Plan Elaboration: In dynamic environments, the plan elaboration task controls the 
way that partial plans are further elaborated, given the current context of action, the 
limitations of the physical environment and the constraints posed to agents. This 
reasoning task is realized by the Plan Elaboration module of the ICAGENT 
framework. This module controls the mental actions that cause changes in the context 
of action. Specifically, the Plan Elaboration module controls the select recipe and the 
elaborate recipe mental actions.  

The select recipe action enables the agent to select recipes according to their 
relevance conditions. The Plan Elaboration module, for each action (or state) that the 
agent has the desire to perform (respectively, to achieve) forms the desire to construct 
an initial plan. The select recipe mental action constructs initial plans either by 
selecting pre-built recipes or by constructing such recipes, either individually or with 
other agents. The complexity of this reasoning task affects the agent’s balancing 
between reaction, individual deliberation and social deliberation. A purely reactive 
behaviour requires that the initial plan will be generated by selecting a pre-specified 
recipe. On the other hand, the generation of an initial plan by performing long term 
planning determines a more deliberative behaviour. Also, if the agent needs to 
communicate with other agents in order to select a recipe, then its behaviour is turned 
to be either socially reactive (in case agents merely interact so as to select a relevant 
recipe - which may not be a common one) or socially deliberative (in case agents 
interact to agree on a common recipe).  

The elaborate recipe mental action enables an agent to extend individual or shared 
partial plans to complete ones. Whenever a relevant and applicable recipe has been 
chosen (either individually or with other agents), the Plan Elaboration module forms the 
desire to further elaborate it. We distinguish two default methods for elaborating recipes:  

The first is relevant when the agent performs the corresponding action individually, 
while the second one is relevant when the agent commits to perform the corresponding 
action in conjunction with other agents (i.e. the action is shared).  

In the first case, the elaborate recipe is considered to be an individual primitive 
action. Using this action the agent is able to extend a partial individual plan to a full 
individual one by forming desires for the subsidiary actions specified by the recipe. 

In the second case, where the agent has committed to perform an action with others, 
the recipe elaboration reasoning task extends a partial plan to a full plan. This plan is 
shared in case agents deliberate socially. In case agents interact, then every agent 
contributes to a shared goal in a reactive way, being in communication with other 
agents.  

In case the agent commits to act jointly with others, the elaborate recipe task 
manipulates mental actions that are responsible for the following: (a) Forming a group 
of collaborators for planning and performing an action, (b) reaching an agreement for 
the relevant and applicable recipe to be used, and finally, (c) allocating sub-tasks to 
collaborators. Each of the above three mental actions results to changes in the 
intentional context of collaborative parties: The formation of a group of agents results 
to a shared action for the group. Agreement about the recipe to be followed results to 
a shared goal, and finally, allocating tasks to agents results to a shared (partial) plan 
for action. 
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Notice that for specific types of actions, agents may utilize specific methods for the 
elaborate recipe mental action, other than the default ones. Regardless the method 
that the agent will choose for elaborating recipes, the list of effects comprises desires 
for the subsidiary actions of the domain recipe. The agent possesses these desires after 
the successful execution of the elaborate recipe action. 

Intention Realization: The Intention Realization Module enables an agent to 
perform the actions to which it has committed. The agent may interleave actions’ 
execution with planning or not. This decision may be formed depending on the 
perceived state of the environment, context of action and interaction with other 
agents. 

6   Conclusions – Feature Work 

We have presented how the non-layered BDI-architecture of ICAGENT supports 
performance in dynamic and unpredictable multi-agent environments through 
efficient balancing between different behavioural modes. The ICAGENT framework 
introduces a “tuning” approach where each reasoning task controls internal (mental) 
actions that are “tuned” to the perceived state of the environment, the overall 
intentional state of the agent and the context of action. The overall behaviour of the 
agent results from the combination of these reasoning tasks. ICAGENT, in contrast to 
existing approaches and proposals, places much emphasis on managing plans and to 
the integrated treatment of agents’ mental states with the reasoning tasks realized by 
its modules. Choosing its behaviour mode in a continuous space that is circumscribed 
by the purely reactive, purely deliberative and social behaviour, agents can be highly 
adaptive to the changes of their environment. 

Future work concerns studying the incorporation of constraints and preferences to 
support meta-reasoning and cooperation. 
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Abstract. This paper describes the application of Decision Tress (DTs) in order 
to specify the most critical location and the rate of series compensation in order 
to increase power system loading margin. The proposed methodology is ap-
plied to a projected model of the Hellenic interconnected system in several 
system configurations. Investigation of the best system operating point to create 
the DTs, the effect of attributes number and type on the DTs size and quality 
are discussed in order to reach the final DTs parameters that lead to the con-
struction of the best DTs for the determination of optimal series compensation 
location and rate. Finally, the results obtained for several (N-1) contingencies  
examined are presented.  

1   Introduction 

A power system is considered voltage secure when a sufficient loading margin from 
the base case to the point of voltage instability exists, under N and (N-1) conditions. 
The loading margin is used as a measure of system robustness at a given operating 
point. In the energy market terminology the loading margin is also known as Avail-
able Transfer Capability (ATC) [1].  

Flexible AC Transmission Systems (FACTS) such as Thyristor Controlled Series 
Capacitor (TCSC) and Static Var Compensator (SVC) can increase the system load-
ing margin and alleviate power system congestion. A number of papers have been 
published proposing methodologies to determine the most critical lines for series 
compensation or the most effective buses for shunt compensation, based on second 
order sensitivities [1], Singular Value Decomposition of the load-flow Jacobian [2], 
cascading line overloading considerations [3] and the larger entries in the right and 
left eigenvectors associated to the zero eigenvalue at the voltage collapse point [4]. 
In [5], [6] a technique to evaluate the sensitivity of the power margin to collapse 
with respect to system parameters has been proposed. In [7] a systematic methodol-
ogy has been developed for identifying the critical branches for series compensation 
based on the sensitivity of system loading margin to lines reactance. 

DTs methodology and several of its applications in power system operation and 
planning are proposed in [8]. Steps in order to study the best substation to place an 
SVC are sketched, but no systematic approach of this application has been presented. 
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This paper describes the application procedure of creating suitable DTs in order to 
specify the most critical location and the rate of series compensation in order to in-
crease power system loading margin. The proposed methodology is applied to a pro-
jected model of the Hellenic interconnected system in several system configurations.  

Investigation of the best system operating point to create the KB, the effect of at-
tributes number and type on the DTs size and quality as well as on the classification 
of OPs is discussed in order to reach the final DTs parameters that lead to the con-
struction of the best DTs for optimal series compensation location and rate. Finally, 
the results obtained for several (N-1) contingencies (i.e. the loss of one main system 
element like generator unit or transmission line) examined, are presented.  

2   Decision Trees Overview  

The DTs methodology is a nonparametric learning technique able to produce classifi-
ers about a given problem in order to deduce information for new unobserved cases. 
A DT has the hierarchical form of a tree, structured upside down. The construction of 
a DT is based on a knowledge base ( ) consisting of a large number of operating 
points (OPs) theoretically covering all possible states of the power system under 
study.  vector of pre-disturbance steady-state variables, called “attributes”, charac-
terizes each . The  is divided in a learning set (LS) used for deriving the classi-
fier structures and a test set (TS) used to evaluate the performance of these structures 
on new, unobserved OPs. 

The construction of a DT starts at the root node with the whole LS of pre-classified 
OPs. These OPs are analyzed in order to select the dichotomic test  that splits them 
"optimally" into a number of most "purified," mutually exclusive subsets. For a two-
class partition (secure or insecure) the test  is defined as 

: i <ti  (1) 

where ti is the optimal threshold value of chosen attribute Ai. 
The best attribute and its threshold value are obtained by sequentially testing the 

attributes and candidate thresholds and comparing their information gain. This way, 
the selection of the optimal test is based on maximizing the additional information 
gained through the test. The information gain is based on the entropy of each subset 
En  with respect to the class partition of its elements, defined as: 

Hc(En) = -(fs log fs + fi log fi) (2) 

where fs and fi are the relative frequencies of the secure and insecure OPs, respec-
tively, in the subset. 

This criterion has proved most successful in similar power systems application. Al-
ternative other criteria are also possible [8]. 

The selected test is applied to the LS of the node splitting it into two exclusive 
subsets, corresponding to the two successor nodes. Every subset (node) is charac-
terized by its security index (SI), defined as the ratio of secure OPs to the total  
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number of OPs belonging to this subset. The optimal splitting rule is applied re-
cursively to build the corresponding sub-trees. In order to detect if one node is 
terminal, i.e., "sufficiently" class pure, the stop splitting rule is used, which 
checks whether the entropy of the node is lower than a preset minimum value. If 
it is, the node corresponds to a sufficiently pure subset (states belong to the same 
class) and is declared a “leaf”; otherwise, a test  is sought to further split the 
node. If the node cannot be further split in a statistically significant way, it is 
termed a “deadend”, carrying the two class probabilities estimated on the basis of 
the corresponding OPs subset.  

3   The Greek Power System  

More than 60% of generating capacity in the Greek power system is provided by coal-
fired power plants installed in the North. A significant lignite production exists also in 
the southern peninsula of Peloponnese, while oil-fired power plants exist near Athens 
region. In addition, almost 20% of the total generation is provided by hydroplants, 
situated mainly in the Northern and Western Greece.  
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Two parallel transmission networks, at 400 kV and 150 kV respectively, operate in 
the Hellenic interconnected transmission system, as shown in Fig. 1. The 400 kV 
transmission network has a dominant presence in the northern and central part of the 
system, playing the primary role in the energy transmission to Athens with three links, 
while the peninsula of Peloponnese is served exclusively by the 150 kV network. The 
system is interconnected in the northern part of the country with Albania and 
F.Y.R.O.M (400kV and 150 kV lines), with Bulgaria (400kV line) and with Italy 
through an HVDC interconnection of 500 MW.  

Several critical operating conditions are associated with the geographical distance 
between generation in the North and the main consumption center of the metropolitan 
area of Athens. More specifically, during summer peaks voltage stability problems 
have been experienced in the southern part of the system (Athens and Peloponnese 
areas), in case of reduced generation availability in this area. 

For this study a model of the Greek system comprising 730 buses, 76 generators, 
973 circuits, and 180 transformers, in peak load conditions (total load 10.3 GW), has 
been developed in EUROSTAG [9]. It represents the Greek generation and transmis-
sion system up to 150kV. The external Balkan system is represented by three equiva-
lent generators connected to the three interconnection lines, while the DC  
inter-connection with Italy is modeled as constant negative load. 

4   Decision Trees Development 

For each of the examined contingencies a KB is created, with the procedure presented 
in the flowchart of Fig. 2: at a stressed system condition near the ATC point with total 
active load equal to 10332 MW, the  candidate transmission lines are series com-
pensated in steps of a % up to the maximum compensation rate kmax %. For each 
compensation step, all buses load are randomly varied within ±3% for nmax times and 

load flow simulation is performed. This way a KB of ( )maxnN a
maxk ⋅⋅  OPs is cre-

ated for each contingency.  
Each of the OPs is classified according to the convergence of the load flow calcu-

lation and the technical limits check. More specifically, an OP is characterized as 
“safe” if the load  flow  calculation  has converged and all technical constraints are 
met. Otherwise it is labeled as “unsafe”.  

The “candidate attributes” of each OP comprise the p.u. reactance of the candidate 
for series compensation transmission lines (twenty 400 kV lines) and other system 
parameters, such as system total active and reactive load, regional active and reactive 
loads and voltage profile of critical buses mainly in Athens and Peloponnese area. 
The 44 “candidate attributes” are named in Table 1. The DT (A) developed for Lavrio 
Combined Cycle unit outage (470 MW) is presented in Fig. 3. The KB is created 
around system operating point with peak load 0.30% lower to 10332 MW. Each of the 
twenty lines is compensated between 5% and 50% (i.e. 10 steps of compensation) and 
for each compensation step, buses loads are randomly varied 14 times within ±3%. 
This way, a knowledge base of 2800 OPs is created for each contingency.   
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Fig. 2. Flowchart of KB creation for each contingency 

Approximately, 70% of the OPs are randomly selected to form the LS (2000 OPs), 
and the remaining 30% are used as the TS (800 OPs). 

In the terminal nodes of this DT, the type of the node is provided and in non-
terminal nodes, the splitting test is presented. It is observed that in the DT trunk 
(nodes 1,3,5,7,11,15,19,21,23 and 25) only splitting tests referring to the candidate 
lines appear. The splitting test that refers to the reactance of transmission line i has the 
following form: 

Xi<ki (4) 

where ki=1 p.u. when the line i is not compensated and ki <1 when (1- ki) p.u. series 
capacitor is installed.  
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Consequently, (4) is equivalent to the following expression:   

compensation rate of  line i  (1- ki)·100%   (5) 

If (4) is true (‘Y’ branch) and a “leaf” with SI greater than 0.95 is reached, then the 
minimum compensation rate of line i has been found. If (4) is not true (‘N’ branch), a 
new splitting test referring to another line is applied. For example, the node 1 in the 
DT (A) indicate that if line 3 is series compensated by at least 20%, then 70 OPs be-
come secure with SI equal to 0.9750 (exactly 67 safe OPs). Node 25 indicates the 
amount of system OPs that remain insecure if none of the lines appearing in the DT 
splitting tests is series compensated at the compensation rate proposed by the DT. In 
addition, it must be mentioned that, based on DTs optimal splitting criterion, the 
nearer to the DT root a splitting test appears, the more significant the series compen-
sation of the relevant transmission line is.  

In order to investigate the contribution of the candidate attributes that refer to criti-
cal buses voltage and regional active and reactive loads, the DTs (B) and (C) in Fig. 4 
and 5 respectively have been developed. In DT (B) the critical buses voltage are 
eliminated, while in DT (C) the regional active and reactive loads are additionally 
eliminated.  By comparing DTs (A) and (B) with DT (C), it is obvious that, while the 
DT (C) is shorter, it provides the same information about the significant lines and 
their compensation rate.  More specifically, the splitting tests referring to critical 
voltage buses, nodes 6 and 12 in DT (A), and to regional loads value, node 10 in DT 
(A) and node 8 in DT (B), clarify the conditions under which the nodes 6 and 8 of DT 
(C), classified as “deadend”, could lead to a “leaf”. The same observations occurred 
in all developed DTs for several contingencies. Consequently, these “candidate attrib-
utes” appear only in low significance nodes without influencing the main DT results. 
For this reason, they have been ignored. Also, it has been observed that only the reac-
tance of the 400 kV transmission lines from North to South appear in all developed 
DTs. Therefore, the final attributes selected are the reactance of the ten lines num-
bered in Fig. 1 and correspond to attributes I1-I10 of Table 1.  

Additionally, in order to investigate the best system operating point near the ATC 
point, for the construction of the DTs, the DTs (D) and (E) in Fig. 6 and 7 respec-
tively have been developed. The DT (D) is constructed at system operating point with 
total active load 0.20% greater to 10332 MW and the DT (E) at total active load equal 
to 10332 W. (DT (E) contains 1000 OPs as only the ten candidate lines of Table 2 
are included without influencing the results). By comparing DTs (B), (D) and (E), it is 
concluded that the same lines appear in the nodes near the root and as the total active 
load increase, the minimum compensation rate of the important lines increases  and 
the DTs become shorter. The critical lines and their minimum compensation rate for 
the three system loading conditions are presented in Fig. 8. It can be concluded that 
for best results, the DTs must be developed at an operating point very close to the 
ATC point.  

Using the conclusions derived above for the DTs construction (use of only 10  
attributes and KB creation very close to the ATC point), several contingencies   
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Table 1. Candidate attributes for DTs development 

Attribute type A/A Symbol in DTs Described network component  
 1 X1 Larissa – Larymna (double line) 
 2 2 Ag.Demetrios – Larissa 
 3 3 Kardia – Larissa 
 4 4 Kardia – Trikala 
 5 5 Koumoundourou – Distomo 
 6 6 Larymna – Acharnes 
 7 7 Trikala – Distomo 
 8 8 Distomo – Acheloos 
 9 9 Ag.Stefanos – Pallini (double line) 
 10 10 Koumoudourou - Acharnes 
 11 X11 Amyntaio – Kardia 
 12 X12 Larymna – Distomo 
 13 X13 Pallini-Lavrio 
 14 X14 Thessaloniki- Ag. Demetrios 
 15 X15 Acheloos – Arachthos 
 16 X16 Acharnes – Ag. Stefanos 
 17 X17 Lagadas - Amyntaio  
 18 X18 Ag. Demetrios – Kardia 
 19 19 Filipopoi – Lagadas 
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Fig. 3. DT (A) with 44 attributes (p.u. reactance of 20 lines, system and regional active and 
reactive loads and voltage profile of critical buses). KB creation at (10332 -0.30%) MW. 

have been examined. More specifically, four generator unit outages in Athens and 
Peloponnese area and the Kardia-Trikala line opening are examined. The results 
from developed DTs are summarized in Table 2, where the critical lines and the  
minimum compensation rate for each contingency are shown. From this Table it can 
be concluded that the best locations for series compensation are the transmission lines 
that have been proposed by DT methodology for all examined contingencies. In  
addition, the most appropriate rate of the selected lines is the maximum compensation 
rate that covers all the examined contingencies. This means that, in the Hellenic 
power system, the 55% series compensation of transmission lines 2 or 3 is the optimal 
compensation scheme to maximize the loading margin during severe contingent- 
cies. Comparing these results with the results obtained from the sensitivities  
analysis presented in [7], it is concluded that the same critical lines have been  
selected.  
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Fig. 4. DT (B) with 38 attributes (p.u. reactance of 20 lines, system and regional active and 
reactive loads). KB creation at (10332 -0.30%) MW. 

Table 2. DTs results for several (N-1) contingencies 

Line 1 Line 2 Line 3 Line 4 Line 5 Line 6 Line 7 Lines 8,9,10

1 AG. GEORGIOS 9 OUTAGE - 35 35 45 - - 50 -
2 AG. GEORGIOS 8 OUTAGE 45 35 35 45 - - 45 -
3 LAVRIO 2 OUTAGE 45 30 30 40 - - 45 -
4 LAVRIO CC OUTAGE 45 35 35 45 - - 45 -
5 MEGALOPOLI  IV OUTAGE 30 20 20 25 30 35 25 -
6 KARDIA-TRIKALA OPENING - 55 55 - - - - -

CONTINGENCY
MINIMUM COMPENSATION RATE %
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Fig. 6. DT (D) with 22 attributes (p.u. 
reactance of 20 lines, system active and 
reactive load). KB creation at (10332 
+0.20%) MW. 
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Fig. 7. DT (E) with 12 attributes (reac-
tance of 10 lines, system active and 
reactive load). KB creation at (10332 
+0.00%) MW. 
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Fig. 8. Critical lines and minimum compensation rate for different system loading conditions 

5   Conclusions 

In this paper the application of DTs for voltage stability enhancement by means of 
finding the critical lines for series compensation and their compensation proper rate is 
proposed. Applicati on of the proposed method to a model of the Hellenic intercon-
nected power system shows that the method succeeds in identifying the most critical 
lines and the proper rate of series compensation in a very clear way. The basic advan-
tage of the proposed methodology, in comparison with other analytical methods, is 
that not only the critical lines are selected, but also the minimum compensation rate is 
specified. In addition, although the method requires a large number of calculations in 
order to create the necessary knowledge base, it is based on simple load flow calcula-
tions and offers a viable alternative to more complicated, techniques. 
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Abstract. In this paper, a new genetic clustering algorithm called IHGA-
clustering is proposed to deal with the clustering problem under the criterion of 
minimum sum of squares clustering. In IHGA-clustering, DHB operation is de-
veloped to improve the individual and accelerate the convergence speed, and 
partition-mergence mutation operation is designed to reassign objects among 
different clusters. Equipped with these two components, IHGA-clustering can 
stably output the proper result. Its superiority over HGA-clustering, GKA, and 
KGA-clustering is extensively demonstrated for experimental data sets. 

1   Introduction 

The clustering problem is a fundamental problem that frequently arises in a great 
variety of application fields such as machine learning, pattern recognition, and statis-
tics. In this article, we focus on the minimum sum of squares clustering problem 

stated as follows: Given N  objects in mR , allocate each object to one of K  clusters 
such that the sum of squared Euclidean distances between each object and the center 
of its belonging cluster for every such allocated object is minimized. This problem 
can be mathematically described as follows: 
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In Equation 1, N , K , and m  denote the number of objects, clusters, and object at-
tributes, respectively. ix  denotes object i , jc  denotes the centroid of cluster jC , 
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},,{ 1 KCCC =  denotes the set of K  clusters, and ][ ijwW =  denotes the KN ×  

10 −  matrix. In Equation 2, jn  denotes the number of objects belonging to cluster 

jC . This problem is a nonconvex problem which possesses many locally optimal 

values, resulting that its solution often falls into these traps. It is known that this clus-
tering problem is NP-hard [1]. Many clustering approaches have been reported [2,3]. 
Among them, K-means algorithm is an important one. But it converges at local min-
ima under certain conditions [4]. Recently, researchers attempt to solve this problem 
by stochastic optimization methods such as evolutionary computation [5-7], tabu 
search [8,9], and simulated annealing [10,11]. In [5,12-21], researchers developed 
different genetic clustering methods. Among them, some researchers integrated  
K-means algorithm into genetic algorithms so as to deal with the clustering problem 
[14-21]. After K-means algorithm is combined, the performance of the clustering 
algorithm is greatly improved. In this paper, we pay our attention to dealing with the 
clustering problem by genetic algorithms. Due to space limitations, we select three 
genetic clustering methods and compare them with the proposed algorithm. In [13], a 
genetic clustering algorithm called HGA-clustering is reported. In HGA-clustering, 
tabu list is used to prevent fitter individuals from occupying the population so as to 
keep a high level of population diversification. In addition, aspiration criterion is used 
to maintain selection pressure. Its superiority over K-means algorithm and GA-
clustering [5] is shown by computer simulations. In [15], the clustering algorithm 
called GKA is proposed. It is proved that GKA can obtain the best result at the ex-
pense of less computational cost than ES [6] and EP [7]. In [18], the presented method 
called KGA-clustering is proved to be better than K-means algorithm and GA-
clustering [5]. Both GKA and KGA-clustering employ K-means algorithm as the 
local improvement operation. 

In this article, how to stably achieve the optimal clustering result at the expense of 
low cost is our motivation. In [13], HGA-clustering filters each individual by tabu 
operation, keeps the harmony between selection pressure and population diversity, 
and improves the performance of the clustering algorithm. HGA-clustering is faster 
than GA-clustering, but it still requires huge computational resource and its number of 
generations is up to 1000. In [15], the convergence speed of GKA is enhanced, but its 
improvement is small and not stable in complicated cases. In KGA-clustering, the 
chromosome encodes the centers of clusters but the assignment of objects is not pro-
vided. As a result, when the objective function value is needed, all objects have to be 
associated with their nearest centers. This increases the computational cost. In addi-
tion, the number of generations in KGA-clustering is also 1000. In this paper, we limit 
the number of generations G  to 50 so as to reduce the computational cost. Within 
small generations, how to stably achieve the optimal result is a huge challenge. Here, 
we introduce two new operations: DHB operation and partition-mergence mutation 
operation, and develop a new genetic clustering method called IHGA-clustering. 
DHB operation is used to improve the individual and accelerate the convergence 
speed. Without the mutation probability, partition-mergence mutation operation can 
automatically reassign objects among different clusters. By experimental simulations, 
its superiority over HGA-clustering, GKA, and KGA-clustering is demonstrated. 
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The remaining part of this paper is organized as follows: In Section 2, IHGA-
clustering and its main components are described in detail. Results of computer simu-
lations are extensively analyzed in Section 3. Finally, some conclusions are drawn in 
Section 4. 

2   IHGA-Clustering Algorithm 

The general description of IHGA-clustering is shown as Figure 1. It is seen that its 
most procedures observe the architecture of genetic algorithms. Here, a new module 
called DHB operation consisting of one-step DHB algorithm is integrated into the 
algorithm framework. This operation is used to improve the individual and accelerate 
the convergence speed of IHGA-clustering. Its function is similar to that of K-means 
operation in [14-21]. In addition, we design partition-mergence mutation operation to 
reassign objects among different clusters and do not set the value of the mutation 
probability in advance. 

 

 

 

 

 

 

 

 

 

 

Fig. 1. General description of IHGA-clustering 

IHGA-clustering adopts the string-of-group-numbers encoding the same as HGA-
clustering and GKA. The individual representation shows the partition of objects, 
which is suitable for computing the objective function value. Proportional selection 
and elitist model used in HGA-clustering and KGA-clustering are adopted here. Con-
sidering the clustering problem under consideration is a minimum problem, we define 
the individual fitness as J1 . Then the minimum problem is converted into the  

maximum one suitable for genetic algorithms. In [14-21], mutation operation and 
crossover operation are mainly performed on the chromosome. In IHGA-clustering, 
mutation operation is designed for the partition of clusters. Here, we pay main atten-
tion to DHB operation and mutation operation. 
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2.1   DHB Operation 

In [22], four local iteration methods (DHB, DHF, ABF, and AFB) are compared with 
K-means algorithm for experimental data sets. It has been proved that these four 
methods own stronger convergence states than K-means algorithm. Moreover, they 
can get much better clustering results sooner than K-means algorithm. Their time 
complexities are the same as that of K-means algorithm. They own the performance 
similar to each other. The detail description of these four algorithms can be found in 
[22]. By experimental simulations, we choose one-step DHB algorithm to fine-tune 
the individual. We define several variables in order to describe DHB operation. For 
cluster jC , its objective function value is defined as follows: 
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Based on above equations, DHB operations is described as follows: Object ix  be-

longing to cluster jC  is reassigned to cluster kC , iff  

ijik JJ Δ<Δ )min(  (6) 

where Ni ,,1= , Kkj ,,1, = , and kj ≠ . According to Equations 4 and 5, the 

corresponding parameters are updated. After all objects are considered, the improved 
individual is obtained. 

2.2   Mutation Operation 

In general, researchers determine the value of the mutation probability artificially or 
by computer simulations. These methods lack adaptability in face of different data 
sets. In [23], three concepts (under-partitioned state, optimal-partitioned state, and 
over-partitioned state) are given to describe the variation of two partition functions  
so as to establish the cluster validity index. Here, we introduce these concepts to  
design mutation operation. For the cluster, there are only three partition states:  
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under-partitioned state, optimal-partitioned state, and over-partitioned state. So, parti-
tioning the under-partitioned cluster and merging the over-partitioned cluster are 
helpful for exploring the correct result. According to this, a new mutation called parti-
tion-mergence mutation operation is proposed. It consists of two sub-operations: par-
tition operation and mergence operation. Here, two sub-operations are performed on 
the individual in random order. 

Partition Operation: Suppose cluster iC  is to be partitioned, we introduce propor-

tional selection to choose cluster iC . The probability of selecting cluster iC  is de-

fined as follows: 
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where Ki ,,1=  and in  denotes the number of objects belonging to cluster iC . That 

is, the sparser the cluster, the more possibly it is selected to be partitioned, and vice 
versa. Since local iteration methods such as K-means algorithm and DHB algorithm 
are simple and free from predefining the cluster centers, we adopt them to divide 
cluster iC  into two new clusters. By experimental simulations, we choose K-means 

algorithm to perform this operation. After partition operation, cluster iC  is divided 

into two clusters and the number of clusters increases by one. 
Mergence Operation: Like partition operation, we adopt proportional selection to 

determine which cluster is to be merged. That is, the closer two clusters to each other, 
the more possibly one of them is selected as the one to be merged, and vice versa. For 
cluster iC , determine the distance between iC  and its nearest neighbor as follows: 
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then the probability of selecting the cluster pair is defined as follows: 
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Suppose the cluster pair iC and jC  is selected, if  
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then iC  is selected; otherwise its nearest neighbor jC  is selected. Suppose cluster iC  

is to be merged, object ix  belonging to cluster iC  is reassigned to cluster kC , iff  

22 |||||||| jiki cxcx −<−  (11) 

where kj cc ≠ . After mergence operation, cluster iC  disappears and the number of 

clusters decreases by one. After mutation operation, objects are automatically reas-
signed among different clusters and a new individual is created. 
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3   Experimental Results 

Performance comparisons between IHGA-clustering and other three methods are 
conducted in Matlab on an Intel Pentium III processor running at 800MHz with 
128MB real memory. 

3.1   Data Sets 

Five data sets are chosen to perform computer simulations: German Towns [3], Brit-
ish Towns [24], Data52, Crude Oil [25], and Iris [26]. Here, we consider two cases: 
one is that the number of clusters is variable, the other is that the number of clusters is 
fixed. Among them, the number of clusters in German Towns varies in the range [4, 
10]. We label them as GT-4C, GT-6C, GT-8C, and GT-10C, respectively. This data 
set consists of Cartesian coordinates of 59 towns in Germany. The cases of British 
Towns are the same as those of German Towns which are labeled as BT-4C, BT-6C, 
BT-8C, and BT-10C, respectively. It is composed of 50 samples each of four vari-
ables corresponding to the first four principal components of the original data. Data52 
is a two-dimensional data set having 250 overlapping objects where the number of 
clusters is five. Crude Oil has 56 data points, five features, and three classes. Iris 
represents different categories of irises having four feature values. The four feature 
values represent the sepal length, sepal width, petal length, and petal width in centi-
meters. It has three classes with 50 samples per class. 

3.2   Performance Comparison 

In [13], the conclusion is drawn that HGA-clustering can obtain better results sooner 
than GA-clustering [5] and more stably than K-means algorithm. In [15], the conclu-
sion is drawn that GKA can obtain the proper clustering result at the expense of less 
computational cost than ES [6] and EP [7]. In [18], the conclusion is drawn that 
KGA-clustering can obtain better results sooner than GA-clustering [5] and more 
stably than K-means algorithm. In this paper, we compare IHGA-clustering with 
HGA-clustering, GKA, and KGA-clustering. If IHGA-clustering is better than them, 
then it is better than K-means algorithm and GA-clustering [5]. The population size 
P  of four methods is the same and equal to 50. Each experiment includes 20 inde-
pendent trials. 

The average (Avg) and standard deviation (SD) values of the clustering results for 
different data sets are compared as shown in Table 1. Among four methods, HGA-
clustering is the worst. It fails to attain the optimal values in most trials, which shows 
its convergence speed is slow. Equipped with K-means operation, GKA and KGA-
clustering can obtain better results sooner than HGA-clustering. For Data52, Iris, and 
Crude Oil, they can attain the optimal results in most trials. For German Towns and 
British Towns, they obtain the best results when the number of clusters is small. 
When this number is close to ten, they fall into local optima in most trials.  
IHGA-clustering can obtain the optimal outputs in each trial in face of different  
data sets except BT-10C. For BT-10C, we find its standard deviation value is very 
small. 
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Table 1. Comparison of clustering results of four methods 

 
HGA-clustering 

Avg(SD) 
GKA 

Avg(SD) 
KGA-clustering 

Avg(SD) 
IHGA-clustering

Avg(SD) 

GT-4C 55975.75(4088.33) 49600.59(0.00) 49600.59(0.00) 49600.59(0.00)

GT-6C 45380.21(4488.04) 30535.39(0.00) 30535.39(0.00) 30535.39(0.00)

GT-8C 36241.56(4555.63) 21661.82(201.87) 21488.56(9.69) 21483.02(0.00)

GT-10C 31943.01(4667.40) 17101.30(346.64) 16436.87(114.10) 16307.96(0.00)

BT-4C 186.52(6.18) 180.91(0.00) 180.91(0.00) 180.91(0.00) 

BT-6C 158.82(10.19) 141.97(0.75) 141.64(0.34) 141.46(0.00) 

BT-8C 135.81(7.34) 115.37(1.57) 113.94(0.83) 113.50(0.00) 

BT-10C 117.43(8.78) 94.89(1.37) 93.33(0.46) 92.70(0.02) 

Data52 2301.78(83.98) 488.02(0.01) 488.02(0.00) 488.02(0.00) 

Iris 168.87(31.79) 78.94(0.00) 78.94(0.00) 78.94(0.00) 

Crude Oil 1770.11(126.04) 1647.19(0.00) 1647.19(0.00) 1647.19(0.00) 

Table 2. Comparison of the convergence speed and stability of four methods 

 
HGA-clustering 
AvgNG(SDNG) 

GKA 
AvgNG (SDNG) 

KGA-clustering 
AvgNG (SDNG)

IHGA-clustering
AvgNG (SDNG)

GT-4C - 4.70(1.42) 10.10(7.31) 1.95(0.22) 

GT-6C - 6.30(1.31) 19.30(9.83) 2.95(0.50) 

GT-8C - 10.50(2.50) 19.87(10.25) 3.25(0.54) 

GT-10C - - 32.38(6.24) 9.95(11.64) 

BT-4C 47.50(2.50) 5.80(2.01) 8.95(6.27) 2.00(0.00) 

BT-6C - 11.00(6.53) 30.47(9.01) 5.95(2.20) 

BT-8C - 16.17(11.94) 35.58(9.15) 12.10(7.67) 

BT-10C - 24.00(-) - 25.90(13.25) 

Data52 - 8.16(3.56) 22.35(10.93) 3.70(0.95) 

Iris - 6.84(2.94) 4.50(2.97) 2.00(0.00) 

Crude Oil 43.00(2.83) 5.05(0.80) 3.95(2.33) 2.35(0.48) 

To compare the convergence speed and stability of four methods, we adopt two in-
dicators, the average and standard deviation values of the number of generations 
(AvgNG and SDNG) where the optimal result is firstly attained. AvgNG and SDNG 
respectively show the convergence speed and stability of the clustering method. 
Table 2 shows the results for these two indicators. The symbol “-” denotes the item 
does not exist. For example, in face of GT-10C, GKA fails to attain the best value 
within specified generations. Then this item is labeled as “-”. In [5], it is proved that 
HGA-clustering can obtain better results sooner than GA-clustering. When the 
number of generations decreases to 50, its convergence speed becomes slow. In 
Table 2, it is seen that this method cannot obtain the proper results within specified 
generations for most data sets. GKA is faster and more stable than KGA-clustering in 
many cases. It is seen that IHGA-clustering is faster and more stable than other three 
methods in face of different data sets. 
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Table 3. Comparison of the success rates of four methods 

 
HGA-clustering 

SR(%) 
GKA 

SR(%) 
KGA-clustering 

SR(%) 
IHGA-clustering

SR(%) 

GT-4C 0 100 100 100 

GT-6C 0 100 100 100 

GT-8C 0 10 75 100 

GT-10C 0 0 40 100 

BT-4C 10 100 100 100 

BT-6C 0 65 75 100 

BT-8C 0 30 60 100 

BT-10C 0 5 0 50 

Data52 0 95 100 100 

Iris 0 95 100 100 

Crude Oil 35 100 100 100 

 

Fig. 2. Comparison of HGA-clustering, GKA, KGA-clustering, and IHGA-clustering 

The success rate (SR) of the clustering algorithm is another indicator. It is defined 
as the number of trials where the best value is obtained divided by the number of total 
trials, which shows the ability of the clustering approach to achieve the optimal result. 
The success rates of four methods are compared as show in Table 3. It is found that 
the success rate of HGA-clustering is the lowest. GKA and KGA-clustering can ob-
tain the ideal success rates for Data52, Iris, and Crude Oil. In face of German Towns 
and British Towns, they can attain the best results when the number of clusters is 
small. As the increase of this parameter, their success rates greatly decrease. In all 
cases, IHGA-clustering can obtain the ideal success rates except BT-10C. In face of 
BT-10C, IHGA-clustering can attain the optimal result in half trials. 
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In order to understand the performance of four methods better, we use GT-10C to 
show the evolution process. In Figure 2, it is seen that HGA-clustering is far inferior 
to other three methods. It seems that other three algorithms are close to each other. 
After HGA-clustering is removed, it is seen that IHGA-clustering is superior to GKA 
and KGA-clustering as shown in Figure 3. 

 

Fig. 3. Comparison of GKA, KGA-clustering, and IHGA-clustering 

3.3   Time Complexity Analysis 

In this section, we compare the time complexities of four methods. The time complexi-

ties of HGA-clustering, GKA, and KGA-clustering are )( mNGPNO t , )( 2GPmNO , 

and )(GPKmNO , respectively, where tN  denotes the neighborhood size. Therefore, 

GKA is the most expensive, HGA-clustering is the second, and KGA-clustering is the 
third. In the following, we analyze the time complexity of IHGA-clustering. The time 
complexity of DHB operation is equal to )(KmNO . In genetic operations, the compu-

tational cost is dominated by mutation operation. The time complexity of mutation 
operation is discussed as follows: The time complexity of selecting the cluster to be 
partitioned is )(KO . The time complexity of partitioning the cluster is )(mNO . The 

time complexity of selecting the cluster to be merged is )( 2mKO . The time complex-

ity of merging the cluster is )(KmNO . Therefore, the total time complexity of IHGA-

clustering is )(GPKmNO  the same as that of KGA-clustering. 

4   Conclusions 

In this paper, IHGA-clustering is proposed to deal with the minimum sum of squares 
clustering problem. In the algorithm framework, DHB operation is used to improve 
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the individual and accelerate the convergence speed of IHGA-clustering, and partition-
mergence mutation operation is designed to establish the child population. Here, muta-
tion operation need not the mutation probability and can automatically reassign objects 
among different clusters. With the same time complexity as KGA-clustering, IHGA-
clustering can get much better results faster and more stable than HGA-clustering, 
GKA, and KGA-clustering, which is demonstrated for experimental data sets. 

Acknowledgements 

This research was partially supported by National Natural Science Foundation of 
China (Grants 60573030 and 60471055) and State Key Laboratory for Novel Soft-
ware Technology at Nanjing University. 

References 

1. Brucker, P.: On the complexity of clustering problems. Lecture Notes in Economics and 
Mathematical Systems. 157 (1978) 45-54 

2. Jain, A.K., Dubes, R.: Algorithms for clustering data. Prentice-Hall, New Jersey (1988) 
3. Spath, H.: Cluster analysis algorithms. Wiley, Chichester (1980) 
4. Selim, S.Z., Ismail, M.A.: K-means-type algorithm: generalized convergence theorem and 

characterization of local optimality. IEEE Trans Pattern Anal Mach Intell. 6 (1984) 81-87 
5. Murthy, C.A., Chowdhury, N.: In search of optimal clusters using genetic algorithms. Pat-

tern Recognit Lett. 17 (1996) 825-832 
6. Babu, G.P., Murthy, M.N.: Clustering with evolutionary strategies. Pattern Recognit. 27 

(1994) 321-329 
7. Babu, G.P.: Connectionist and evolutionary approaches for pattern clustering. PhD disser-

tation. Indian Institute of Science, India (1994) 
8. Al-sultan, K.S.: A tabu search approach to the clustering problem. Pattern Recognit. 28 

(1995) 1443-1451 
9. Sung, C.S., Jin, H.W.: A tabu-search-based heuristic for clustering. Pattern Recognit. 33 

(2000) 849-858 
10. Selim, S.Z., Al-Sultan, K.S.: A simulated annealing algorithm for the clustering problem. 

Pattern Recognit. 24 (1991) 1003-1008 
11. Bandyopadhyay, S., Maulik, U., Pakhira, M.K.: Clustering using simulated annealing with 

probabilisitc redistribution. Int J Pattern Recognit Artif Intell. 15 (2001) 269-285 
12. Hall, L.O., Ozyurt, B., Bezdek, J.C.: Clustering with a genetically optimized approach. 

IEEE Trans Evol Comput. 3 (1999) 103-112. 
13. Liu, Y.G., Chen, K.F., Li, X.M.: A hybrid genetic based clustering algorithm. In: Proceed-

ing of The Third International Conference on Machine Learning and Cybernetics. Shang-
hai. (2004) 1677-1682 

14. Fränti, P., Kivijärvi, J., Kaukoranta, T., Nevalainen, O.: Genetic algorithm for large-scale 
clustering problems. Comput J. 40 (1997) 547-554 

15. Krishna, K., Murty, M.N.: Genetic K-means algorithm. IEEE Trans Syst Man Cybern Part 
B-Cybern. 29 (1999) 433-439 

16. Maulik, U., Bandyopadhyay, S.: Genetic algorithm-based clustering technique. Pattern 
Recognit. 33 (2000) 1455-1465 



202 Y. Liu et al. 

17. Estivill-Castro, V.: Hybrid genetic algorithms are better for spatial clustering. Lecture 
Notes in Artificial Intelligence. 1886 (2000) 424-434 

18. Bandyopadhyay, S., Maulik, U.: An evolutionary technique based on K-means algorithm 
for optimal clustering in RN. Inf Sci. 146 (2002) 221-237 

19. Kivijärvi, J., Fränti, P., Nevalainen, O.: Self-adaptive genetic algorithm for clustering. J 
Heuristics. 9 (2003) 113-129 

20. Wu, F.X., Zhang, W.J., Kusalik, A.J.: A genetic K-means clustering algorihtm applied to 
gene expression data. Lecture Notes in Artificial Intelligence. 2671 (2003) 520-526 

21. Sheng, W.G., Tucker, A., Liu, X.H.: Clustering with niching genetic K-means algorithm. 
Lecture Notes in Computer Science. 3103 (2004) 162-173 

22. Zhang, Q.W., Boyle, R.D.: A new clustering algorithm with multiple runs of iterative pro-
cedures. Pattern Recognit. 24 (1991) 835-848 

23. Kim, D.J., Park, Y.W., Park, D.J.: A novel validity index for determination of the optimal 
number of clusters. IEICE Trans Inf Syst. E84-D (2001) 281-285 

24. Chien, Y.T.: Interactive Pattern Recognition. Marcel-Dekker, New York (1978) 
25. Johnson, R.A., Wichern, D.W.: Applied multivariate statistical analysis. Prentice-Hall, 

New Jersey (1982) 
26. Fisher, R.A.: The use of multiple measurements in taxonomic problem. Annals of Eugen-

ics. 7 (1936) 179-188 



A Greek Named-Entity Recognizer That Uses
Support Vector Machines and Active Learning

Georgios Lucarelli and Ion Androutsopoulos
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Patission 76, GR-104 34, Athens, Greece

Abstract. We present a named-entity recognizer for Greek person names
and temporal expressions. For temporal expressions, it relies on semi-
automatically produced patterns. For person names, it employs two Sup-
port Vector Machines, that scan the input text in two passes, and active
learning, which reduces the human annotation effort during training.

1 Introduction

Named-entity recognizers (ners) identify occurrences of entity names in texts,
and classify them in predefined categories (e.g., names of persons, organizations,
dates). Named-entity recognition is an important sub-process in information
extraction, where systems identify relationships and events mentioned in texts,
question answering, and many other natural language processing applications.

Earlier ners that were based on hand-crafted rules [1, 2] have largely been su-
perseded by recognizers that use statistical and machine learning techniques, in-
cluding Hidden Markov Models (e.g., [3, 4]), Maximum Entropy Models (e.g., [5]),
C4.5 (e.g., [6]), Support Vector Machines (svms) (e.g., [7, 8]), and Neural Networks
(e.g., [9]). Apart from usually performing better, statistical and learning-based
recognizers are easier to configure for new text genres and new name categories.
However, they still require a tedious annotation phase, during which humans must
tag occurrences of entity names in a training corpus. The problem can be alleviated
with active learning techniques (e.g., [10, 11]), whereby the system itself selects
and presents for human annotation only training instances it expects to improve
its performance. Shen et al. [12] recently demonstrated that active learning can
reduce significantly the annotation effort in an English svm-based ner. Similar
findings have been reported by Vlachos [13].

Research on ners is dominated by work on English texts. All previous pub-
lished work on Greek ners we are aware of relies on hand-crafted rules or pat-
terns [14, 15, 16] and/or decision tree induction with C4.5 [17, 18]. In this paper,
we present a freely available ner for Greek texts, which currently supports per-
son names and temporal expressions (e.g., “end of August”, “Easter of 2002”). To
recognize temporal expressions, our ner relies on semi-automatically constructed
patterns. To recognize person names it uses two svms, used in two passes of the
input text, respectively.1 The 2nd-pass takes into account the decisions of the
1 We use libsvm with an rbf kernel, including libsvm’s grid-search parameter-tuning

utility; see http://www.csie.ntu.edu.tw/~cjlin/libsvm/

G. Antoniou et al. (Eds.): SETN 2006, LNAI 3955, pp. 203–213, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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first-pass, which allows it to learn how to correct mistakes of the first-pass, and
whether or not a token was classified with high confidence as a person name
elsewhere in the same text during the first-pass, which helps it identify person
names in less obvious contexts. An additional initial pass uses simplistic rules to
remove from the consideration of the svms tokens that are almost certainly not
person names. We borrowed the multiple-pass approach from Edinburgh’s muc-
7 ner [19]. In that system, however, the multiple passes were implemented in a
radically different way, using gradually more permissive hand-crafted transduc-
tion rules and consulting a Maximum Entropy-based name-matching component
before moving on to a more permissive set of transduction rules.

2 System Description

2.1 Preprocessing and Classification Task

Both during training and at run-time (when using the trained ner on new
texts), the system first applies a simplistic tokenizer, which treats any non-
alphanumeric character as a separate token (e.g, [

]). Words containing both
Greek and Latin characters are also split (e.g., “Euro ” becomes [‘Euro’,
‘ ’]). Any html tags are also removed, after marking as sentence delimiters
tokens that immediately precede end-of-paragraph tags. An svm-based sentence
splitter is also applied; see [20] for details. Following Bikel et al. [3], named-entity
recognition is then viewed as the task of assigning each token to one of the name
categories (in our case, person name or temporal expression) or the not-a-name
category. Unlike other ners (e.g., [4]), we have no special categories for the first
tokens of names. This simplifies the classification task, but has the disadvantage
that we cannot distinguish between adjacent names of the same category (e.g.,
“the sister of John Smith Mary Rose said”). Such cases, however, are very rare.

2.2 Temporal Expression Recognition

Temporal expressions are recognized using patterns produced semi-automatically.
First, all the manually tagged temporal expressions are retrieved from the train-
ing corpus, and they are generalized by replacing numbers by regular expressions
and other tokens by pre-defined token types (e.g., month, sep(arator), special,
article). For instance, “12 December 2005” becomes “[0-9]{2} month [0-9]{4}”,
“12.1.67” becomes “[0-9]{2} sep [0-9]{1} sep [0-9]{2}”, and “Easter of 1995”
becomes “special article [0-9]{4}”. (Greek uses an article instead of “of”. We
translate examples in English, when possible.) We use 13 token types, and for each
type there is a list with the corresponding tokens. The token types and lists are
created manually and may have to be modified when moving to texts of a different
genre, but otherwise pattern generation is automatic.

Generalized expressions that differ only in numeric sub-expressions are then
combined by creating disjunctions; “[0-9]{2} sep [0-9]{1} sep [0-9]{2}” and
“[0-9]{1} sep [0-9]{2} sep [0-9]{4}”, deriving from “12.1.67” and “1.11.2005”,
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become “([0-9]{2}|[0-9]{1}) sep ([0-9]{1}|[0-9]{2}) sep ([0-9]{2}|[0-9]{4})”.
The resulting patterns are sorted by length. At run-time, if multiple temporal pat-
terns apply we use the longest (most specific) one.

2.3 Person Name Recognition

Person name recognition assumes that all the tokens of temporal expressions have
been identified correctly, an assumption our experiments confirm is reasonable.
Hence, it is concerned with classifying as person names or non-person-names the
tokens that have not been classified as temporal expressions.

Sure-Fire Rules. The binary classification problem of person name recogni-
tion is grossly imbalanced: person name tokens are much fewer than non-person-
name ones. This imbalance is problematic, because learning algorithms will tend
to classify all tokens in the majority class (non-person-names). To reduce the
imbalance, we employ simplistic ‘sure-fire’ rules. Tokens that satisfy them are
classified as non-person-names without consulting the svms; and the svms are
trained only on instances corresponding to tokens that do not satisfy the sure-
fire rules (and have not been tagged as temporal expressions). Preliminary ex-
periments indicated that the ratio of person name to other tokens is initially
approximately 1:42; after removing temporal-expressions and tokens satisfying
the sure-fire rules, it becomes 1:3.5, and only 0.2% of the removed tokens are
person names. By “removed tokens” we mean that the svms are not invoked to
decide their categories, and that tokens of this type do not give rise to training
instances of the svms; however, the svms may well examine features of those
tokens when classifying other neighboring tokens.

The sure-fire rules classify as non-person-names all numbers, punctuation
and other non-alphabetic symbols, as well as stop-words and tokens not starting
with a capital letter. They also classify as non-person-names tokens ending in
suffixes like “ ” that are highly indicative of Greek verb forms. The rules
are not applied to tokens directly preceded by other tokens known to be person
names (during training, other tokens that have been tagged as person names;
at run-time, preceding tokens the svms have classified as person names). This is
needed in cases like “ ”, where “ ” is part of the name.

First Pass. Both at run-time and during training, each token to be classified
is represented as a vector containing features of that token and its context.
Henceforth, t0 denotes the token to be classified, and ti the |i|-th token to the
right (positive i) or left (negative i) of t0. The 1st-pass svm uses 65 features, listed
in Table 1.2 For example, 6 Boolean features indicate whether or not t−1, t0, and
t1 are commas or full stops. All features were selected from a larger, manually
created pool of candidate features, using information gain [21] computed on
training data. For instance, there was initially also a feature that checked if t2
was a full stop, but it was discarded based on its low information gain.

2 Numeric features are normalized in [−1, 1].
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Table 1. Features of the 1st-pass svm

no. feature descriptions t−2 t−1 t0 t1 t2 type
1–6 comma? full stop? • • • Boolean
7–9 number? • • • Boolean

10–17 Greek characters or not? Latin characters or not? • • • • Boolean
18–27 first character capital or not? all characters capital? • • • • • Boolean
28–32 length in characters • • • • • numeric
33–38 common Greek surname prefix/suffix? • • • Boolean

39 common Greek first name? • numeric
40–44 common Greek last character? • • • • • Boolean
45–46 ends in “ ”? common singular adjective ending? • Boolean

47 common plural noun/adjective ending? • Boolean
48–52 last token of sentence? (useful for full stops) • • • • • Boolean

53 part of article’s title? (different writing conventions) • Boolean
54–57 distance from start of person name ≤ 1, 2, 3, 6? • Boolean

58 directly preceded by “ .” (Mr./Mrs.)? • Boolean
59 “ ” (plural of Mr./Mrs.) in previous 10 tokens? • Boolean

60–62 directly preceded by tokens accompanying person names • numeric
63–65 preceded by tokens accompanying person names • numeric

Feature 39 shows the degree (number of initial characters) to which t0
matches the closest entry of a mini-gazetteer of 350 common Greek first names.
This partial matching captures inflectional variations of Greek names. Features
40–44 show if t−2, . . . , t2 end in “ ”, “ ”, or a vowel, as most Greek words
do, or not; if not, this is an indication that the corresponding token may be an
abbreviation (as in “ ”). There is also a feature (45) that checks
t0 for the “ ” ending in particular, which is very common in masculine Greek
first names. We had no Greek pos-tagger; hence, we experimented with features
corresponding to common endings of nouns, adjectives, etc. Of those, the infor-
mation gain selection retained only feature 46, which checks for some common
singular adjective endings, and feature 47, which checks for common plural noun
or adjective endings.

Features 54–57 check the distance of t0 from the first token of a continuous
sequence of person-name tokens t0 is part of. For example, in “

” the distance of the last token from the first person-name
token is 3. These features allow the svms to estimate how likely it is for a
token to continue a preceding person name, based on the length of the preceding
name. We also use 6 numeric features (60–65) that check the degree to which
t0 is preceded (directly or in a window of 7 tokens) by tokens (of 1–2, 3–4, or
more characters) that occur frequently before person-name tokens in the training
corpus. See [20] for motivation and details.

Active Learning. In a binary classification problem, an svm in general uses
non-linear functions to map the feature vectors to a new vector space of higher
dimensionality. It then employs optimization techniques to locate a hyperplane
in the new space that separates the training vectors of the two categories with
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the maximum margin (distance between the closest training vectors of the two
categories) and the smallest error (training vectors that end up on the wrong
side of the hyperplane or inside the marginal area) [22]. The equation of the re-
sulting optimal hyperplane depends only on training vectors that the hyperplane
misclassifies or that fall within the marginal area, jointly called support vectors.

Active learning aims to select and present for human annotation only in-
stances of the training dataset that improve the performance of the classifier. In
the case of svms, adding training instances that are not support vectors does not
affect the optimal hyperplane, as the new vectors are ignored. Hence, one should
concentrate on adding training instances that fall inside the marginal area (thus,
close to the hyperplane) or on the wrong side of the hyperplane. In the latter
case, if the svm has already encountered a large number of training instances,
new training instances that fall on the wrong side will most likely also tend to
be close to the separating hyperplane (i.e., the svm will be close to classifying
them correctly). Hence, in both cases one should concentrate on adding training
instances that fall close to the separating hyperplane the svm has learnt so far.3

Learning-based ners are typically constructed by picking randomly some
texts from a larger pool, annotating them exhaustively, and then training the
ners on the annotated texts. In our 1st-pass, this means annotating all the
tokens of the selected texts that do not satisfy the temporal expression patterns
nor the sure-fire rules, hereafter called hard tokens, and training the svm on
vectors representing the annotated hard tokens. We call this approach passive
learning. In contrast, when using active learning our ner evaluates repeatedly
the hard tokens of the entire pool that have not been annotated, it asks the
human annotator to classify a batch of 100 of those tokens it considers most
useful (closest to the current hyper-plane), and then retrains the 1st-pass svm on
the extended training set. Selecting the most useful non-annotated hard tokens,
however, requires computing the distances from the current hyperplane to all of
the non-annotated hard tokens of the pool; the distances are, roughly speaking,
the confidence scores the svm returns for each instance it classifies. For large
pools, this becomes impractical. As a compromise, we divide the pool in ten
parts, and whenever we need additional training instances, we select cyclically
another part of the pool and limit the selection process to the non-annotated
hard tokens of that part. This allows active learning to consider eventually all
the hard tokens of the pool, while limiting the distance computations.

Second Pass. A person name may occur several times in a text, and context
may make some of its occurrences (e.g., “Mr. M. Liapis”) easier to identify than
others (“According to Liapis. . . ”). Hence, the 1st-pass svm may have classified
some occurrences of a token as person names, and others as non-person-names.
However, if the 1st-pass svm has classified an occurrence of a token as person
name with high confidence, any other occurrences of the same token in the same
text are probably also person names. Furthermore, if a token (e.g., “Michalis”) is

3 See [23] for a more formal account of why selecting training instances close to the
hyperplane and other selection criteria are reasonable.
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accompanied by another token (e.g., “Liapis” in “Michalis Liapis”) that the 1st-
pass svm has classified anywhere in the text as person name with high confidence,
then this is an indication that the first token may also be a person name.

Following these observations, at run-time once the first pass is complete we
create a set P of all the tokens that the 1st-pass svm classified as person names
anywhere in the text with confidence greater than 0.9. We then re-scan the text,
using the 2nd-pass svm to re-classify all the hard tokens. The 2nd-pass svm uses
the same features as the 1st-pass one, with the addition of six more numeric
features. The first three indicate the degree to which t−1, t0, and t1 match the
closest token in P , as in feature 39. The other three features are the confidence
scores of the 1st-pass svm for t−1, t0, t1. They allow the 2nd-pass svm to learn
when and to what degree to trust the decisions of the first pass. Active learning
is performed in the 2nd-pass svm in the same manner as in the 1st-pass svm.

3 Experimental Results

3.1 Corpora

We evaluated our ner using three collections of newspaper articles. The first
one, called corpus 0, contains all the articles (ranging from politics and finance
to sports) of the Greek newspapers “To Vima” and “Ta Nea” that were published
from July 2000 to October 2001 (12,687 articles) and from March 2001 to July
2002 (9,250 articles), respectively. The second collection, corpus 1, consists of 400
randomly selected articles of corpus 0, a total of 331,000 tokens, 4,815 person
names (possibly multi-token) and 1,563 temporal expressions (possibly multi-
token). The third collection, corpus 2 consists of 715 financial articles from
Greek newspapers, and, hence, is more focussed in terms of topics.4 It contains
205,000 tokens, 1,046 person names, and 1,244 temporal expressions (possibly
multi-token). All the tokens of corpora 1 and 2 were manually annotated as
temporal expressions or person names.

3.2 Evaluating Temporal Expression Recognition

Temporal expression recognition was evaluated separately on corpora 1 and 2,
using 10-fold cross-validation. The results are shown in Table 2. Precision is
defined as TP

TP+FP , recall as TP
TP+FN , and Fβ as (1+β2)·precision·recall

β2·precision+recall , where TP
(true positives) and FP (false positives) are the numbers of tokens that are cor-
rectly or wrongly, respectively, classified as temporal expressions, and FN (false
negatives) the number of tokens wrongly classified as non-temporal-expressions.
Precision shows how certain we can be that a token classified as temporal expres-
sion belongs indeed in that category, whereas recall shows how many temporal-
expression tokens the system identifies correctly. Fβ is a combination of precision
and recall; we use β = 1, which gives equal importance to precision and recall.
Performance was very good on both corpora, with slightly worse results, espe-
cially in recall, in the first, more varied corpus. See [20] for an error analysis.
4 Corpus 2 was created during mitos; see http://iit.demokritos.gr/skel/mitos/
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Table 2. Cross-validation results of temporal expression recognition

corpus precision (%) recall (%) Fβ=1 (%)
corpus 1 (general) 96.62 92.95 94.75
corpus 2 (financial) 97.59 95.35 96.46

3.3 Evaluating Person Name Recognition

Active vs. Passive Learning in the 1st Pass. In this experiment, the 400
articles of corpus 1 were randomly divided in two parts (approx. 200 articles
each), hereafter part 1 and part 2. First, part 1 was used to induce temporal
expression patterns, as in Section 2.2. Then, in passive learning the 1st-pass svm
was trained on an increasingly larger set of training vectors, corresponding to
the first n hard tokens of part 1, with n ranging up to 13,000. (Part 1 contained
17,100 hard tokens. The remaining 4,100 were reserved for the training of the
2nd-pass svm.) In contrast, in active learning the 1st-pass svm was trained on
the first 4,100 of the 13,000 training vectors of passive learning, and increasingly
more additional training vectors corresponding to hard tokens selected from a
pool and subsequently annotated by a human (as in Section 2.3), up to a total
of 14,000 training vectors. The pool consisted of 5,000 randomly selected articles
of corpus 0 (2,500 from each newspaper), excluding the articles of corpus 1, an
estimated 425,000 non-annotated hard tokens. The classifiers that active and
passive learning produced were both evaluated on part 2.

Precision, recall, and Fβ=1 are now defined as in Section 3.2, except that we
now count person-name tokens. The Fβ=1 results are shown in the left diagram
of Figure 1 (“one svm” curves); error bars correspond to 0.99 confidence inter-
vals. With approximately only 5,500 training vectors, active learning performs as
well as passive learning with 12,000 training vectors. Furthermore, active learn-
ing clearly leads to superior results, when both methods use the same number
of training instances, which is probably due to the wider variety of training in-
stances active learning has access to. The right diagram of Figure 1 shows that
overall active learning is better than passive learning in both precision and recall,
although with large training sets the difference in precision almost disappears
and the precision of active learning deteriorates. In contrast, the recall of active
learning is consistently better than that of passive learning, which again sug-
gests that the size of its pool allows active learning to identify a larger variety
of person names.

2nd-Pass SVM. In this experiment, we used the 1st-pass svm that the pre-
vious experiment produced with active learning and 9,100 training vectors (ap-
proximately the number of training vectors beyond which precision no longer
improved). The 2nd-pass svm was initially also trained on 9,100 vectors: the
5,000 training instances that the 1st-pass svm had selected with active learning,
and the remaining 4,100 tokens of part 1 that had not been used. The latter
replaced the initial 4,100 training instances of the 1st-pass svm that had been
obtained with passive learning; motivation follows. In all the training vectors of
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Fig. 1. Left: F -measure of person name recognition with 0.99 confidence intervals.
Right: The effect of active learning on the precision and recall of the 1st-pass svm.

the 2nd-pass svm, we inserted the additional six features using the decisions of
the 1st-pass svm. We then gradually expanded the training set of the 2nd-pass
svm by selecting with active learning fresh training instances from the pool,
manually annotating them, and adding the new six features by invoking the 1st-
pass svm, up to a total of 14,000 training vectors. The fresh instances were now
selected by their distance from the hyperplane of the 2nd-pass svm.

Using as the initial training set of the 2nd-pass svm exactly the same 9,100
instances that were used to train the 1st-pass svm might had led the 2nd-pass
svm to over-value the decisions of the 1st-pass svm (as recorded in the additional
features), because the 1st-pass svm would have encountered all 9,100 instances
during its training. As a partial remedy, we replaced only the 4,100 initial train-
ing instances, which reduced the annotation effort of the experiment.

Figure 2 shows the effect of the second pass on precision and recall; we include
the active learning curves of the right diagram of Figure 1, which were obtained
using the 1st-pass svm only. There is a notable improvement in recall, because
the 2nd-pass svm is now aware of whether or not t0 or its surrounding tokens
have been classified elsewhere in the text as person names with high confidence,
which allows it to classify as person names tokens in less obvious contexts. The
second pass also has a positive impact on precision, which is probably due to
the fact that the second svm can learn to correct mistakes of the first one. The
effect of the second pass on the F -measure is shown in the left diagram of Figure
1. See [20] for an error analysis.

Financial Articles. The last experiment was a 10-fold cross-validation on cor-
pus 2 (financial articles). As we did not have a larger pool of non-annotated texts
for this type of articles, we only experimented with passive learning. In each it-
eration of the cross-validation, the temporal expression patterns were induced
from the training articles (90% of the total articles). The iteration’s training
articles were then divided in two equal parts. The first one was used to train the
1st-pass svm, which was then applied to the second part to add the additional
six features of the 2nd-pass. The 2nd-pass svm was then trained on the second
part. The system, using only one or both of the svms, was then tested on the
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Fig. 2. The effect of the 2nd-pass on the precision and recall of person-name tokens

Table 3. Person name recognition results with 0.99 confidence intervals

corpus methods (training inst.) precision (%) recall (%) Fβ=1 (%)
general articles 1 svm, passive (13k) 86.29±0.69 77.91±0.83 81.89±0.77
(corpus 1, with 1 svm, active (9.1k) 88.39±0.64 80.33±0.79 84.17±0.73
corpus 0 as pool) 2 svms, active (9.1, 14k) 89.06±0.62 85.83±0.69 87.42±0.66
financial articles 1 svm, passive (8.8k) 94.96±1.28 88.95±1.83 91.86±1.60
(cross-validation) 2 svms, passive (8.8, 8.8k) 95.76±1.18 91.05±1.67 93.34±1.46

iteration’s testing articles (10% of the total articles). The results can be seen
in the bottom rows of Table 3; the top rows show results from the experiments
on general articles. The system performed better than on general articles, even
though this time we used only passive training with smaller training sets (on av-
erage, in each iteration the svms were trained on 8,800 training instances each).
We attribute this to the fact that corpus 2 is more focussed in terms of topics,
which limits the variety of contexts where person names may appear.

The results compare favorably to previously published results of person name
recognition in Greek financial news: Boutsis et al. [14] reported 71% precision
and 71% recall, whereas Farmakiotou et al. [15] reported 88% precision and 77%
recall (Fβ=1 = 82%). No comparison can be made to the other Greek ners of
Section 1, because their results were obtained using very different corpora [17],
they do not target person names [16], or no comparable results are available [18].

4 Conclusions

We presented a freely available ner for Greek person names and temporal ex-
pressions.5 For temporal expressions, the system uses manually constructed to-
ken lists and automatically generalized regular expression patterns. For person

5 Our ner is available from http://www.aueb.gr/users/ion/publications.html
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names, it uses a pair of svms that scan the input text in two passes. The 1st-pass
svm uses both hand-crafted features and features corresponding to automatically
collected tokens that accompany frequently person names in the training data.
The 2nd-pass svm uses the same features, but it also takes into consideration the
decisions of the 1st-pass svm, which allows it to learn how to correct mistakes of
the first pass; it also considers whether or not the same token was tagged else-
where in the same text as a person name with high confidence by the 1st-pass
svm, which allows it to identify person name occurrences in less obvious contexts.
A set of simplistic sure-fire rules is also employed, to reduce the class imbalance
of the decision problem the two svms face. Both svms use active learning, which
requires a smaller training set to reach the same performance as passive learning,
and allows the system to perform better than with passive learning when using
a training set of the same size. The system performed better on a more focussed
collection of financial articles than on general newspaper articles.
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Abstract. During the last years, computer vision-based diagnostic systems have 
been used in several hospitals and dermatology clinics, aiming mostly at the 
early detection of malignant melanoma tumor, which is among the most fre-
quent types of skin cancer, versus other types of non-malignant cutaneous dis-
eases. In this paper we discuss intelligent techniques for the segmentation and 
classification of pigmented skin lesions in such dermatological images. A local 
thresholding algorithm is proposed for skin lesion separation and border, texture 
and color based features, are then extracted from the digital images. Extracted 
features are used to construct a classification module based on Support Vector 
Machines (SVM) for the recognition of malignant melanoma versus dysplastic 
nevus. 

1   Introduction 

A significant amount of studies have proven that the quantification of tissue lesion 
features may be of essential importance in clinical practice, because several tissue 
lesions can be identified based on measurable features extracted from an image [1][2] 
[3], [4], [5], [6], [7], [8], [9], [10]. During the last years, computer vision-based diag-
nostic systems have been used in several hospitals and dermatology clinics, aiming 
mostly at the early detection of malignant melanoma tumor, which is among the most 
frequent types of skin cancer, versus other types of non-malignant cutaneous diseases. 
The significant interest in melanoma is due to the fact that its incidence has increased 
faster than that of almost all other cancers and the annual incidence rates have in-
creased on the order of 3–7% in fair-skinned populations in recent decades [11].  

The advanced cutaneous melanoma is still incurable, but when diagnosed at early 
stages it can be cured without complications. However, the differentiation of early 
melanoma from other non-malignant pigmented skin lesions is not trivial even for 
experienced dermatologists. In several cases primary care physicians underestimate 
melanoma in its early stage [12]. In this paper, the problems of skin image segmenta-
tion using a local thresholding approach for the separation of pigmented skin lesions 
from healthy skin and the feature extraction from the separated regions are examined. 
The extracted features are intended for the recognition of malignant melanoma versus 
dysplastic nevus. An automated procedure based on the Support Vector Machine 
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(SVM) algorithm and proper feature selection and kernel function employment is 
proposed for this purpose, which exhibited excellent results of accuracy, sensitivity 
and specificity indices. The paper is organized as follows: In section 1 a brief outline 
of the presented research work is given. In section 2 the materials and methods em-
ployed in the paper are described, providing details concerning the description of the 
image data set, image pre-processing and segmentation and feature extraction. In 
section 3, the basic features of the SVM classifier implementation on the data set are 
described, followed by the corresponding results and discussion. Finally in section 4, 
the paper concludes. 

2   Materials and Methods 

2.1   Description of Image Data Set 

The image data set used in this study is an extraction of the skin database that exists at 
the Vienna Hospital, kindly provided by Prof. Ganster. The whole data set consists of 
1041 images, 972 of them are displaying nevus and the rest images are containing 
malignant melanoma cases. The size of the melanomas image set is not so small con-
sidering the fact that malignant melanoma cases in primordial state are very rare. It is 
very common that many patients arrive at specialized hospitals (e.g. the Vienna Hos-
pital) with partially removed lesions; lesion removal is a simple operation that may be 
performed in small health centres.  

The total number of images is captured using the Molemax II imaging device. The 
MoleMax II is an integrated system for digital epiluminescence microscopy and 
macro imaging in the world, utilizing patented polarized light technology to effec-
tively view beneath the skin's surface, without the need of immersion oil. More details 
about the MoleMax II system may be found at http://www.dermausa.net/ Pages/ 
molemaxii.htm. A standard protocol was used for the acquisition of the skin lesion 
images ensuring the reliability and reproducibility of the collected images. Repro-
ducibility is considered quite essential for the image characterization and recognition 
attempted in this study, since only standardized images may produce comparable 
results. 

2.2   Image Pre-processing and Segmentation Using Local Thresholding 

The segmentation of an image containing a cutaneous disease involves the separation 
of the skin lesion from the healthy skin. For the special problem of skin lesion seg-
mentation, mainly region-based segmentation methods are applied [13], [14], [15]. A 
simple approach is Thresholding, which is based on the fact that the values of pixels 
that belong to a skin lesion differ from the values of the background. By choosing an 
upper and a lower value it is possible to isolate those pixels that have values within 
this range. The information for the upper and the lower limits can be extracted from 
the image histogram, where the different objects are represented as peaks. The bounds 
of the peeks are good estimates of these limits. It should be noted though that, simple 
thresholding as it is described here can not be used in all cases because image histo-
grams of skin lesions are not always multi-modal.  



216 I. Maglogiannis, E. Zafiropoulos, and C. Kyranoudis 

Several attempts have been made in literature concerning image segmentation [16]. 
In this study, a more sophisticated approach of a local thresholding technique was 
adopted, where the window size, the threshold value and degree of overlap between 
successive moving windows were the procedure parameters. These parameters were 
tuned so that skin lesions separation was performed satisfactory. Image thresholding 
is performed using only the intensity value, therefore the image is firstly converted 
into grey scale. Furthermore, image pixels are smoothed using a standard Gaussian 
filter whose moving window size value is appropriately tuned, for reducing noise. 
According to the proposed method, the characteristic color feature for each pixel in 
the image (in this case color intensity) is directly compared to the average value of 
this specific feature computed for all pixels that reside within a wide rectangular area 
(window) around this pixel. If the pixel feature value is less that the average window 
value minus a characteristic threshold value the pixel is assumed to be part of the skin 
lesions region (the pixel is interpreted as "dark" pixel). If the window is wide enough 
to contain the entire image for all pixels within it, the technique is called global 
thresholding. Typically, to avoid individual image intensity differences, the feature 
values are normalized by the average feature value for all pixels in the image. Thus 
threshold is provided as a per-cent fraction of this value. Local (or global) threshold-
ing partitions the image into objects that can be interpreted as "islands" of "dark" 
pixels within the frame. These objects contain image pixels extracted by the thresh-
olding process ("dark" pixels) and are characterized by a certain proximity property in 
the sense that each pixel in the object has or has not at least one "dark" pixel in the 
neighborhood, that is to say it is close to the former by a distance of one pixel in any 
direction. A recursive algorithm was implemented to extract each "island" object. 
According to this algorithm, the image pixels are scanned one by one. If an un-
scanned "dark" pixel is met, the pixel is added to a new "island" object and recur-
sively an adjacent "dark" pixel is sought within its neighbor (adjacent pixels in all 
 

 

Fig. 1. Local Thresholding Segmentation of digital images containing melanoma lesions 
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Fig. 2. Local Thresholding Segmentation of digital images containing  dysplastic nevus lesions 

directions). In this way all coherent "dark" pixels of the object are located and charac-
terized as scanned. The algorithm complexity is polynomial and specifically linear in 
terms of image dimensions (number of pixels). In this way all "islands" are located. 
The image features can then be evaluated for all "dark" pixels of the image or for each 
"island" object separately. The results of the proposed segmentation procedure are 
depicted in Figures 1 and 2. 

In order to determine the validity of the computer-calculated border using the pro-
posed local thresholding method relative to the true border and in compare to more 
simple methods (i.e. global thresholding and region growing) we asked an expert der-
matologist to draw manually the border on the digital image. The metric used for the 
performance of the segmentation algorithm was the percentage of common pixels 
between the two areas defined by the two borders, calculated as the ratio of the inter-
section divided by their union. We have also calculated the percentage of pixels that 
 

Table 1. A measure of performance of the proposed segmentation algorithm 

Algorithm

Common Pixels 
between the two 

the two segmenta-
tions (%) 

Pixels that belong to 
the computer-based 

segmentation and not to 
the manually determined 

(%)

Pixels that belong to 
the manually deter-
mined segmentation 
and not to the com-

puter-based (%) 
Global

Thresholding 60.29 19.16 20.59 

Region
Growing 69.12 22.86 8.02 

Window
Thresholding 76.31 12.45 11.24 
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belong to the computer-based lesion and not to the manually determined lesion and 
vice-versa. Segmentation algorithm tests included 100 digital images acquired by the 
molemax system and the results are displayed in Table 1. It should be noted though, 
that manual outlining suffers from low inter- and intra-operator agreement and the 
results could be different if another physician was selected. At the same time it is very 
difficult to get the outlines from many operators; however Table 1 gives an indication 
of local thresholding algorithm’s performance. 

2.3   Utilized Features 

In automated diagnosis of skin lesions, feature design is based on the so-called 
ABCD-rule of dermatology. ABCD rule, which constitutes the basis for a diagnosis 
by a dermatologist [17] represents the Asymmetry, Border structure, variegated Col-
our, and the Differential Structures of the skin lesion. The feature extraction is per-
formed by measurements on the pixels that represent a segmented object allowing 
non-visible features to be computed. Several studies have also proven the efficiency 
of border shape descriptors for the detection of malignant melanoma on both clinical 
and computer based evaluation methods [18]. Three types of features are utilized in 
this study: Border Features which cover the A and B parts of the ABCD-rule of der-
matology, Colour Features which correspond to the C rules and Textural Features, 
which are based on D rules.  More specifically the extracted features are as follows: 

Border Features 

1. Thinness Ratio measures the circularity of the skin lesion defined as TR = 
4 Area/(Perimeter)2  

2. Border Asymmetry is computed as the percent of non-overlapping area after a 
hypothetical folding of the border around the greatest diameter or the maximum 
symmetry diameters 

3. The variance of the distance of the border lesion points from the centroid location  
4. Minimum, maximum, average and variance responses of the gradient operator, 

applied on the intesity image along the lesion border. 

Colour Features 

1. Plain RGB colour plane average and variance responses for pixels within the 
lesion 

2. Intensity, Hue, Saturation Colour Space average and variance responses for 
pixels within the lesion 
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Texture Features  

1. Dissimilarity, d, which is a measure related to contrast using linear increase of 
weights as one moves away from the GLCM diagonal. 
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where i is the row number, j is the column number, N is the total number of rows and 
columns of the GLCM matrix, and Pi,jis the normalisation equation in which Vi,j is the 
DN value of the cell i ,j in the image window. 

2. Angular Second Moment, ASM, which is a measure related to orderliness, 
where Pi,j is used as a weight to itself : 
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3. GLCM Mean, μi , which differs from the familiar mean equation in the sense 
that it denotes the frequency of the occurrence of one pixel value in combina-
tion with a certain neighbour pixel value and is given by 
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For the symmetrical GLCM, μi  = μj. 
4. GLCM Standard Deviation, i, which gives a measure of the dispersion of the 

values around the mean 
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3   Development and Implementation of an Automated Image  
     Classification Method for Skin Lesions 

3.1   Reported Results  

The development of a robust classification system for skin lesions, enabling the dis-
tinction of malignant melanoma from dysplastic nevus, has been an issue of signifi-
cant research in the recent years. Artificial intelligent techniques provide automated 
procedures for objective judgments by making use of quantitative measures and ma-
chine learning; in most cases these algorithms were proved to be highly efficient. In 
respective previous research efforts Kjoelen A et al. in [19] report an average success 
rate of 70% in diagnosing melanoma via features extracted by digital images, while 
Ercal et al. using a neural network for the detection of malignant melanoma from 
colour images report a percentage of 86% correct classification [7], [20]. In a similar 
study the same research team has reported significant results [21]; however fewer 
image features have been taken into account. Moreover Dreiseitl et al. in [22] have 
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utilized five techniques, namely the k-nearest neighbours clustering, logistic regres-
sion, artificial neural networks (ANNs), decision tress, and support vector machines 
(SVMs) on the task of classifying pigmented skin lesions as common nevi, dysplastic 
nevi, or melanoma. The success rates they report fluctuate from 79% to 97%. The 
present research work presents an efficient automated classification algorithm based 
on SVMs which classifies pigmented skin lesions as melanoma or dysplastic nevus 
through proper feature selection and SVM kernel function employment. 

3.2   Implementation of the Methodology and Results 

The Support Vector Machine algorithm has been implemented for the classification of 
pigmented skin lesion images [23], [24], [25]. In order to reduce the dimensionality of 
the problem, several features concerning standard deviations and minimum or maxi-
mum values of features were ignored and the selected features that construct the input 
datasets for the automated procedure are depicted in Table 2. A training set of 500 
cases was randomly selected from the dataset of the total cases. The accuracy of the 
classification algorithm was examined using a test set consisted of the full set of 1041 
cases, so as a significant number of test instances was not included in the training set. 
Apart from the accuracy indices, the performance of a binary classifier is further 
evaluated using the sensitivity and specificity indices.  

Table 2. Selected features for the construction of the training and test set, where MM and MD 
the mean values for the melanoma and the nevus cases respectively 

SELECTED FEATURES 
Feature MM (std) MD (std) Feature MM (std) MD (std) 

mean-R 116.65 (33.65) 157.29(28.09) Complexity 10.89 (16.87) 8.07 (12.37)
I-mean 75.72 (22.04) 101.66 (22.32) ASM 8949.96 (7505.5) 7247.92 (6716.8)
L-mean 141.86 (40.50) 190.46 (38.45) Dissimilarity 3430017(2571071) 2781110(2571071)
mean-G 62.46 (19.60) 83.79( 21.74) Perimeter 2640.49 (1874.6) 2252.06(1592.4)
mean-B 48.03 (16.68) 63.90 (20.31) Area 68924.59 (25955) 64009.45(23396)

GMSM-mean 140.25 (36.11) 134.51 (32.18) Eccentricity 1.68 (0.42) 1.77(0.48)
S-mean 93.48 (22.91) 100.56 (18.74) Asymmetry 30.53 (18.63) 29.68 (16.99)
H-mean 27.66 (22.06) 25.96 (28.56) Grad-mean 1.26 (0.52) 1.23 (0.45)
B-mean 40.41 (5.48) 38.88 (4.44) A-mean 98.8 (5.35) 100.52 (4.31)

 
 

The SVM algorithm was implemented using numerous kernel functions and the corre-
sponding detailed results as well as the algorithm’s performance indices accuracy, 
specificity and sensitivity are depicted in Table 3. The best performance was achieved 
using the exponential radial basis function with sigma=7 (accuracy=91.84%, specific-
ity=91.87%, sensitivity=91.30%), while other values of sigma (i.e. sigma=8, 6, 9, 10) 
exhibit high values of these performance indices as well. Furthermore, the values of 
accuracy, specificity and sensitivity are presented in the bar chart of figure 3 in com-
parison for the top four kernel functions exhibiting the best performance.  
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Table 3. Performance of the SVM algorithm using the exponential radial basis function with 
various values of sigma 

SIGMA ERRORS TP TN FP FN ACCURACY SPECIFICITY SENSITIVITY 

7 85 63 893 79 6 91.84% 91.87% 91.30% 

8 87 62 892 80 7 91.64% 91.77% 89.86% 

6 88 62 891 81 7 91.55% 91.67% 89.86% 

9 90 62 889 83 7 91.35% 91.46% 89.86% 

10 91 62 888 84 7 91.26% 91.36% 89.86% 

12 97 62 882 90 7 90.68% 90.74% 89.86% 

5 99 61 881 91 8 90.49% 90.64% 88.41% 
TP: True Positive (melanoma instances actually classified as melanoma by the SVM algorithm) 
TN: True Negative (dysplastic nevus instances actually classified as nevus by the SVM algorithm) 
FP: False Positive (melanoma instances classified as nevus by the SVM algorithm) 
FN: False Negative (dysplastic nevus instances classified as melanoma by the SVM algorithm) 
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Fig. 3. Accuracy, sensitivity and specificity indices for the kernel functions with the best  
performance of SVM classifiers 

4   Conclusions 

The technical achievements of recent years in the areas of image acquisition and 
processing allow the improvement and lower cost of image analysis systems. Such 
tools may serve as diagnostic adjuncts for medical professionals for the confirmation 
of a diagnosis, as well as for the training of new dermatologists. In addition the latest 
developments in decision support systems give the opportunity of implementing more 
accurate, faster and reliable classification systems. The introduction of diagnostic 
tools based on intelligent decision support systems is also capable of enhancing the 
quality of medical care, particularly in areas where a specialized dermatologist is not 
available. The inability of general physicians to provide high quality dermatological 
services leads them to wrong diagnoses, particularly in evaluating fatal skin diseases 
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such as melanoma [12]. In such cases, an expert system may detect the possibility of a 
serious skin lesion and warn of the need for early treatment. 

A new system for analyzing digital images of skin lesions has been presented in the 
paper. In the present study, a novel segmentation method is presented followed by a 
classification algorithm which incorporates a great number of image features. The 
results of the present study are significant and quite promising for the future. 
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Abstract. The current work addresses the development of cognitive
abilities in artificial organisms. In the proposed approach, neural
network-based agent structures are employed to represent distinct brain
areas. We introduce a Hierarchical Cooperative CoEvolutionary (HCCE)
approach to design autonomous, yet collaborating agents. Thus, partial
brain models consisting of many substructures can be designed. Repli-
cation of lesion studies is used as a means to increase reliability of brain
model, highlighting the distinct roles of agents. The proposed approach
effectively designs cooperating agents by considering the desired pre-
and post- lesion performance of the model. In order to verify and assess
the implemented model, the latter is embedded in a robotic platform to
facilitate its behavioral capabilities.

1 Introduction

The long-term vision of developing artificial organisms with mammal-like cogni-
tive abilities can be facilitated by computational models of the mammalian Cen-
tral Nervous System (CNS). We have recently introduced a systematic method to
design brain-inspired computational models of partial CNS substructures [1, 2].
The models consist of a collection of neural network agents, each one repre-
senting a CNS area. Similarly to the epigenetic life-time learning process, the
performance of agents is specified by means of environmental interaction. The
dynamics of epigenetic learning are designed by an evolutionary process which
simulates phylogenesis, similar to [3]. Instead of using a unimodal evolution-
ary process we employ a cooperative coevolutionary approach which is able to
highlight the specialties of brain areas and the integrated performance of sub-
structures in the composite model [4].

In the present work, we propose a hierarchical extension of this approach,
introducing a Hierarchical Cooperative CoEvolutionary (HCCE) scheme which
supports the coevolution of a large number of populations. Specifically, evolu-
tionary processes at lower levels are driven by their own dynamics to meet the
special objectives of each brain area. The evolutionary process at the higher
levels, tunes lower level coevolutionary processes integrating the performance of

G. Antoniou et al. (Eds.): SETN 2006, LNAI 3955, pp. 224–234, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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partial components. The architecture of multiple coevolutionary processes tuned
by a higher level evolution can be repeated for as many levels as necessary, form-
ing a tree hierarchy.

Furthermore, following recent trends aiming at the study of computational
models in lesion conditions [5, 6], we adapt our method to accomplish systematic
modelling of biological lesion experiments. Appropriate fitness functions indicate
the performance of the model when all substructures are present, and they also
indicate the performance when some partial structures are eliminated. Thus, the
model is able to replicate brain lesion findings.

The rest of the paper is organized as follows. In the next section, we present
the structure of neural agents employed for the representation of CNS areas.
In section 3 we introduce the hierarchical cooperative coevolutionary scheme
which supports the design of agents. Section 4 presents the application of the
proposed approach in the design of a brain-inspired computational structure.
Finally, conclusions and suggestions for future work are drawn in the last section.

2 Computational Model

We implement two different neural agents, to provide a general computational
framework which facilitates the modelling process: (i) a cortical agent to repre-
sent brain areas, and (ii) a link agent to support information flow.
Link Agent. The structure of the link agent is appropriately designed to support
connectivity among cortical agents. Using the link agent any two cortical modules
can be connected, simulating the connectivity of brain areas.

Each link agent is specified by the projecting axons between two cortical
agents (Fig 1(a)). Its formation is based on the representation of cortical modules
by planes with excitatory and inhibitory neurons (see below). Only excitatory
neurons are used as outputs of the efferent cortical agent. The axons of projecting
neurons are defined by their (x, y) coordinates on the receiving plane. Cortical
planes have a predefined dimension and thus projecting axons are deactivated if
they exceed the borders of the plane. This is illustrated graphically in Fig 1(a),
where only the active projections are represented with an × on their termination.
Cortical Agent. Each cortical agent is represented by a rectangular plane. A
cortical agent consists of a predefined population of excitatory and inhibitory
neurons, which all follow the Wilson-Cowan model described in [1]. Both sets
of neurons, are uniformly distributed, defining an excitatory and an inhibitory
grid on the cortical plane. On the same plane there are also located the axon
terminals from the efferent projected cortical agents.

All neurons receive input information either from i) projecting axons, or ii)
excitatory neighbouring neurons, or iii) inhibitory neighbouring neurons. The
connectivity of neurons follows the general rule of locality. Synapse formation
is based on circular neighbourhood measures. A separate radius for each of the
three synapse types, defines the connectivity of neurons. This is illustrated graph-
ically in Fig 1(b), which further explains the example of Fig 1(a).
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Excitatory
NeuronInhibitory

Neuron

(a)

A

B

B

(b)

Fig. 1. Schematic representation of the computational model. Part (a) illustrates a link
agent which supports information flow from cortical agent A to B. Part (b) illustrates
synapse definition in cortical agent B. Neighbourhood radius for i) afferent axons is
illustrated by a solid line, for ii) neighbouring excitatory neurons by a dashed line,
and for iii) neighbouring inhibitory neurons by a dotted line. Sample neighbourhoods
for excitatory neurons are illustrated with grey, while neighbourhoods for inhibitory
neurons are illustrated with black.

The performance of cortical agents is adjusted by the experiences of the artifi-
cial organism obtained through environmental interaction, similar to epigenetic1

learning [7]. To enforce experience-based subjective learning, each set of synapses
is assigned a Hebbian-like learning rule defining the self-organization dynamics of
the agent [8]. This is in contrast to the most common alternative of genetically-
encoded synaptic strengths which prevents experience based learning. We have
implemented a pool of 10 Hebbian-like rules that can be appropriately combined
to produce a wide range of functionalities [1].

3 Hierarchical Cooperative CoEvolution (HCCE)

Similar to a phylogenetic process, the structure of agents can be specified by
means of an evolutionary method [3]. However, using a unimodal evolutionary
approach, it is not possible to explore effectively partial components, which rep-
resent brain substructures. To alleviate that, coevolutionary algorithms have
been recently proposed that facilitate exploration, in problems consisting of
many decomposable components [4]. Coevolutionary approaches involve sepa-
rate interactive populations to design each component of the solution. These
populations are evolved simultaneously, but in isolation to one another. Partial
populations are usually referred as species in the coevolutionary literature, and
thus this term will be employed henceforth.

The design of brain-inspired models fits very well to coevolutionary ap-
proaches, because separate coevolved species can be used to perform design
decisions for each component representing a brain area. As a result, coevolution
1 Epigenesis here, includes all learning processes during lifetime.
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Fig. 2. Part (a) represents a hypothetical connectivity of agents. Part (b) represents
the hierarchical coevolutionary scheme utilized to evolve partial structures.

is able to highlight the special features of each brain area, and additionally the
cooperation within computational modules.

We have presented a new scheme to improve the performance of coopera-
tive coevolutionary algorithms [1, 2]. The present work extends this scheme to
a hierarchical multi-level architecture, as it is described below. We employ two
different kinds of species to support the coevolutionary process encoding the
configurations of either a Primitive agent Structure (PS) or a Coevolved agent
Group (CG). PS species specify partial elements of the model, encoding the ex-
act structure of either cortical or link agents. A CG consists of groups of PSs
with common objectives. Thus, CGs specify configurations of partial solutions by
encoding assemblies of cortical and link agents. The evolution of CG modulates
partly the evolutionary process of its lower level PS species to enforce their coop-
erative performance. A CG can also be a member of another CG. Consequently,
several CGs can be organized hierarchically, with the higher levels enforcing the
cooperation of the lower ones. The HCCE-based design method for brain mod-
elling is demonstrated by means of an example (Fig 2). We assume the existence
of two cortical agents connected by three link agents representing their afferent
and efferent projections (Fig 2(a)). One hypothetical HCCE process employed
to specify agent structure is illustrated in (Fig 2(b)).

All individuals in all species are assigned an identification number which is
preserved during the coevolutionary process. The identification number is em-
ployed to form individual assemblies within different species. Each variable in
the genome of a CG is joined with one lower level CG or PS species. The value of
that variable can be any identification number of the individuals from the species
it is joined with. PSs encode the structure of either cortical or link agents. The
details of the encoding have been presented in [1, 2], and thus they are omitted
here due to space limitations. A snapshot of the exemplar HCCE process de-
scribed above is illustrated in (Fig 3). CGs enforce cooperation of PS structures
by selecting the appropriate cooperable individuals among species.

In order to test the performance of a complete problem solution, populations
are sequentially accessed starting by the higher level. The values of CG individ-
uals at various levels are used as guides to select cooperators among PS species.
Then, PS individuals are decoded to specify the structure of cortical and link
agents, and the performance of the proposed overall solution is tested.
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Fig. 3. A snapshot of the hierarchical coevolutionary scheme of Fig 2. Identification
numbers are represented with an oval.

The proposed hierarchical scheme is able to support the simulation of lesion
conditions which is a typical case for biological experiments. Specifically, by
deactivating a CG together with the PS structures corresponding to its lower
level species, we can easily simulate lesion of the respective brain areas. Thus, all
necessary lesion conditions can be considered during the evolutionary process,
and the role of each partial structure in the composite model can be highlighted.

Furthermore, our method employs separate fitness measures for different
species. This matches adequately to the agent-based modelling of brain areas,
because different objectives can be defined for each partial structure to preserve
its autonomy. This feature of HCCE, facilitates additionally the modelling of
biological lesion findings, because properly formulated fitness functions can be
utilized to specify the desired pre- and post- lesion performance of the model.

For each species s, a fitness function fs is designed to drive its evolution.
All PS species strictly under a CG share a common fs. Partial fitness functions
are also utilized to evaluate the performance of the model in diverse operating
conditions. Specifically, fs,t evaluates the ability of an individual to serve task t.
The overall fitness function is estimated by:

fs =
∏

t

fs,t (1)

Furthermore, the cooperator selection process at the higher levels of hier-
archical coevolution will probably select an individual to participate in many
assemblies (e.g. the case of individual 28 of PS species L1, of Fig 3). Let us
assume that an individual participates in K assemblies which means that it
will get K fitness values fs,t. Then, the ability of the individual to support the
accomplishment of the t-th task is estimated by:

fs,t = maxk{fk
s,t} (2)
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where fk
s,t is the fitness value of the k-th (k = 1...K) solution formed with the

membership of the individual under discussion.
A common problem for the coevolutionary approaches evolving assemblies of

cooperators, is related to the multiple participation of some individuals in many
different collaborator assemblies, while at the same time others are offered no co-
operation at all. A large number of multiple cooperations is generally a drawback
for the coevolutionary process, because different cooperator assemblies could de-
mand evolution of the same individual in different directions. Non-cooperating
individuals can be utilized to decrease the multiplicity of cooperations for those
individuals which are heavily reused.
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Fig. 4. Schematic representation of the replication operator (maxc = 3)

We have introduced a new genetic operator termed Replication (it does not
aim to be a computational representative of the DNA replication), addressing
the issue of multiple cooperations [1]. In short, for each unused individual x
of a species, replication identifies the fittest individual y with more than maxc

cooperations. The genome of y is then copied to x, and x is assigned maxc − 1
cooperations of y, by updating properly the CG population at the higher level.
After replication, individuals x and y are allowed to evolve separately following
independent evolutionary directions. This is illustrated graphically in Fig 4.

Evolutionary steps are performed separately for each species of the HCCE
scheme. First, individuals are sorted according to their fitness values. Then,
Replication is applied to reduce multiple cooperations. Next, a predefined per-
centage of individuals are probabilistically crossed over. An individual selects
its mate from the whole population, based on their accumulative probabilities.
Finally, mutation is performed in a small percentage of the resulted population.
This process is repeated for a predefined number of evolutionary epochs.
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4 Results

The effectiveness of the proposed approach is illustrated on the design of a partial
brain computational model, which simulates posterior parietal cortex (PPC) -
prefrontal cortex (PFC) - primary motor cortex (M1) - spinal cord (SC) interac-
tions, emphasizing on working memory (WM) usage (Fig 5(a)). The organization
of these areas in the mammalian brain has been extensively studied by means of
delayed response (DR) tasks. M1 encodes primitive motor commands which are
expressed to actions by means of SC. PPC-PFC reciprocal interaction operates in
a higher level encoding WM [9], to develop plans regarding future actions. PFC
activation is then passed to M1 which modulates its performance accordingly. As
a result, all the above mentioned structures cooperate for the accomplishment
of a DR task by the organism. However, PFC lesion affects planning ability of
the organism, resulting in purposeless motion [10].

Light
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Robot

L1 L2

L4

L3

L7
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A
ct
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to

rs
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Tasks:T2, T3 Task:T2CG1

CG4

CG2 CG3

(a) (b)

Fig. 5. (a) A schematic overview of the model. (b) A graphical illustration of the
coevolutionary process.

The present work employs the hierarchical cooperative coevolutionary ap-
proach to design a model of the areas under discussion. Similar to [5, 6], the
experimental process aims at reproducing a lesion scenario which is in agree-
ment to the biological findings presented above. The composite computational
model aims at the accomplishment of a DR task, developing a behavior similar
to the one described in pre-lesion performance of animals [11]. This is further
supported by two partial behaviors. The first accounts for the development of
WM-like activation in PPC-PFC which are the brain structures most closely
linked to WM [9]. The second accounts for purposeless motion by M1 when
lesion occurs on the higher level structures [10]. Both partial and composite
models are embedded on the robotic platform to furnish it with cognitive abil-
ities and prove the validity of results. Specifically, we employ a two wheeled
simulated robotic platform equipped with 8 uniformly distributed distance and
light sensors.

Three tasks are designed to demonstrate the effectiveness of the computa-
tional procedure and also highlight the role of each agent in the model. The first
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task T 1, accounts for primitive motion abilities without purposeful planning.
For mobile robots, a task with the above characteristics is wall avoidance navi-
gation. Thus, for the needs of the present study, M1-SC structures aim at wall
avoidance navigation. The successful accomplishment of the task is evaluated by
the function:

E1 =

(∑
M

(sl + sr − 1) ∗ (1.0− p2)

)(
1− 2

M

∣∣∣∣∣∑
M

sl− sr

sl ∗ sr

∣∣∣∣∣
)3(

1− 2

√
B

M

)3

(3)

where we assume that the robot is tested for M steps, sl, sr are the instant speeds
of the left and right wheel, p is the maximum instant activation of distance
sensors, and B is the total number of robot bumps. The first term seeks for
forward movement far from the walls, the second supports straight movement
without unreasonable spinning, and the last term minimizes the number of robot
bumps on the walls.

The development of WM-like performance specifies the second task T 2. Work-
ing memory (WM) is the ability to hold and manipulate goal-related information
to guide forthcoming actions. In the present experiment, a light cue is presented
in the left or right side of the robot. WM performance aims at persistent PFC
activity, related each time to the respective side of light cue presentation.

Two different states l, r are defined associated to the left or right side of light
source appearance. For each state, separate activation-averages over the time of
M simulation steps, aj, are computed, with j identifying excitatory neurons of
PFC agent. The formation of WM related to the side of light cues is evaluated
aiming at persistently different activation patterns in PFC:

E2 =
1
2

(
vl

ml
+

vr

mr

)
·min

⎧⎨⎩ ∑
j,al

j>ar
j

(
al

j − ar
j

)
,
∑

j,ar
j >al

j

(
ar

j − al
j

)⎫⎬⎭ (4)

where ml, vl, mr, vr are the mean and variance of average activation at the
respective states. The first term seeks for consistent PFC activation, and the
second develops distinct sets of active neurons for each state.

Finally, a delayed response (DR) task T 3, aims to combine the above behaviors
formulating a complex model. Specifically, a light cue is presented on the left or
right side of the robot. The robot has to move at the end of a corridor memorizing
the side of sample cue appearance, and then make a choice related to 90o turn
left or right, depending on the side of light cue presence. A target location is
defined on each side of the corridor depending on the position of the initial light
cue. The robot has to approximate the target location without crashing on the
walls. The successful approximation to the target location is estimated by:

G =
(

1 + 3.0 ∗
(

1− d

D

))3

·
(

1− 2

√
B

M

)2

(5)

where d is the minimum Euclidian distance between the target and the robot,
D is the Euclidian distance between the target and the starting location of the
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robot, and B is the total number of robot bumps. The accomplishment of T 3 is
evaluated by means of two subtasks testing separately the right or left turn of
the robot for the respective positions of the light cue, employing each time the
appropriate target location:

E3 = Gl ·Gr (6)

We turn now to the HCCE-based design of the model. According to the lesion
experiment, each agent needs to serve more than one task, as it is illustrated
in Fig 5(b). Specifically, the structures under CG1 are related to M1-SC in-
teractions, and they need to serve both the wall avoidance and the delayed
response task. The structures under CG2 are related to PFC and its afferent
and efferent projections, which need to serve working memory persistent activa-
tion, and the delayed response task. The structures under CG3 are related to
PPC and its afferent projections which have to support working memory acti-
vation only. Finally, a top level CG is employed to enforce cooperation within
partial configurations aiming to support the accomplishment of all the three
tasks.

The testing phase for the individuals of the coevolutionary scheme proceeds
as follows. The top-level species is sequentially accessed. Each individual of CG4,
guides cooperator selection among its lower level CG and PS species. Individuals
of PS species are decoded to detailed agent structures. The composite model is
tested on the accomplishment of DR task T 3. Next, PPC-PFC interaction is
isolated by deactivating the agents under CG1. The remaining structures are
tested on working memory task T 2. Finally, CG1 agents are activated back,
and now CG2 structures are deactivated to simulate PFC lesion. The remaining
agents are tested on the accomplishment of wall avoidance navigation.

The fitness functions which guide the evolution of species are designed accord-
ingly to support the accomplishment of the respective tasks. The agent structures
grouped under CG1 serve the success on tasks T 1, T 3. Following the formula-
tion introduced in eqs. (1), (2) the fitness function employed for the evolution of
CG1 is:

fCG1 = fCG1,T1 · fCG1,T3 with, fk
CG1,T1 = E1, fk

CG1,T3 =
√

E3 (7)

where k represents each membership of an individual in a proposed solution.
Similarly, CG2 design aims to support both the accomplishment of T 2 and T 3
tasks. Thus, the fitness function which guides the evolutionary process is:

fCG2 = fCG2,T2 · fCG2,T3 with, fk
CG2,T2 = E2

2, fk
CG2,T3 =

√
E3 (8)

where k is as above. The third group CG3, consists of PPC and all link agents
projecting on it. These structures need to serve only the development of working
memory activation in PFC. Thus, the fitness function employed for the evolution
of CG3 is defined by:

fCG3 = fCG3,T2 with, fk
CG3,T2 = E2 (9)
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Light Position 1 Light Position 2 

(a) (b) (c)

Fig. 6. (a) A sample result of robot performance, driven by M1-SC. The robot moves
in a purposeless mode without bumping on the walls. (b) The average activation of
excitatory neurons at PFC, for each light position. Evidently, each side of light cue
presence is encoded by a different activation pattern. (c) A sample result of robot
performance in the delayed match-to-sample task. Goal positions are illustrated with
double circles.

where k is as above. Additionally, the top level evolutionary process CG4, en-
force the integration of partial configurations in a composite model, aiming at
the successful accomplishment of all the three tasks. Thus, the fitness func-
tion employed for the evolution of CG4 supports the concurrent success on wall
avoidance task T 1, working memory task T 2, and DR task T 3. It is defined
accordingly, following the formulation introduced in eqs. (1), (2), by:

fCG4 = fCG4,T1 · fCG4,T2 · fCG4,T3 with,
fk

CG4,T1 =
√

E1, fk
CG4,T2 = E2

2, fk
CG4,T3 = E3

(10)

where k is as above. Following this approach, different species with separate
objectives need to cooperate in order to accomplish the composite lesion scenario.

The coevolutionary process described above employed populations of 200
individuals for all PS species, 300 individuals for CG1, CG2, CG3, and 400
individuals for CG4 species. After 200 evolutionary epochs the process con-
verged successfully. Sample results of robot performance on each task are il-
lustrated in Fig 6. As indicated by the lesion scenario, M1-SC are able to
drive the robot in a purposeless manner, following a wall avoidance policy
(Fig 6(a)). At the same time, PPC-PFC interactions are able to encode the
side of light cue appearance and memorize it for a brief future period (Fig 6(b)).
Moreover, the composite model combines successfully the performance of par-
tial structures to accomplish the DR task (Fig 6(c)). Consequently, the results
observed by biological lesion experiments related to delayed response tasks,
are successfully replicated by the model highlighting the distinct roles of sub-
structures. It is noted that we have also approached the problem described
above following an ordinary unimodal evolutionary approach, without successful
outcome.
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5 Conclusions

The work described in this paper, addresses the development of cognitive abilities
in artificial organisms, by means of brain-inspired computational models. The
proposed computational framework employs neural agent modules to represent
brain areas. Additionally, a Hierarchical Cooperative CoEvolutionary (HCCE)
scheme is utilized to support design specification of agent structures. This ap-
proach offers increased search abilities of partial components, and is able to
emphasize both the specialty of brain areas and their cooperative performance.

The proposed HCCE scheme can also be utilized to integrate partial brain
models, by introducing an appropriate number of additional higher level evolu-
tionary processes [2]. Thus, the incremental integration of gradually more partial
brain models on top of existing ones constitutes the main direction of our future
work. We believe that by exploiting the proposed approach, a powerful method
to design large scale reliable brain models can emerge.

Finally, it is noted that the proposed coevolutionary approach can also be
utilized in contexts different from brain modelling, such as the design of coop-
erating robot teams, or the research on economic and social behaviors. Thus,
it can be potentially employed as a general purpose method for the design of
distributed complex systems.
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Abstract. The present paper discusses the issue of enhancing classification 
performance by means other than improving the ability of certain Machine 
Learning algorithms to construct a precise classification model. On the 
contrary, we approach this significant problem from the scope of an extended 
coding of training data. More specifically, our method attempts to generate 
more features in order to reveal the hidden aspects of the domain, modeled by 
the available training examples. We propose a novel feature construction 
algorithm, based on the ability of Bayesian networks to represent the 
conditional independence assumptions of a set of features, thus projecting 
relational attributes which are not always obvious to a classifier when presented 
in their original format. The augmented set of features results in a significant 
increase in terms of classification performance, a fact that is depicted to a 
plethora of machine learning domains (i.e. data sets from the UCI ML 
repository and the Artificial Intelligence group) using a variety of classifiers, 
based on different theoretical backgrounds. 

1   Introduction 

Research as well as practical, experimental evaluations have proved that the 
performance of basic classification algorithms, such as C 4.5 [12] and IBL [1] decre-
ases as the training data contain features that are not directly interrelated to the 
problem class, which should be learned by the algorithm [4]. Two different issues can 
be identified: features that are not related to the class and features that do not have an 
interaction among them. 

As regards to the former case, researchers have focused on the so-called “feature 
selection” approach ([4], [6], [13]). The latter case is dealt with techniques that 
produce a new set of features, based on the initial one. The process is also called 
“feature construction”. The newly-generated features contribute to the construction of 
better and more precise classifiers. Furthermore, the discovery of reasonable domain 
knowledge representations leads to better understanding of the extracted classification 
model, thus to a better and more comprehensive learning model. 

The majority of feature construction algorithms have been planned under a specific 
scope, i.e. the creation under a strictly predefined representation, which the new 
features should follow in an exact manner. Among the most popular representation 
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formalisms are simple Boolean expressions, M-of-N expressions, hyperplanes, logic 
rules and bits. Most of them utilize a series of domain dependent heuristics. For 
example, it has been shown that the M-of-N algorithm performs particularly well in 
classification problem from the medical domain, where experts make great use of 
prior knowledge, which is inserted into the classification system in the form of criteria 
tables, a key concept of the M-of-N algorithm [9]. 

In the recent years, some grammar based methodologies have been proposed. The 
grammar can be edited by a domain expert along with the specifications that new 
features should follow. Nevertheless, there are some issues that point out the fact that 
using either grammars or representation schemes poses two significant problems: 

Both approaches are based on the domain expert specifications. Prior knowledge is 
not always obtainable, particularly in cases where the selection of features that 
actually influence the class is being determined by empirical data. 

The strictly close nature of the above formalism does not allow the adjustment or 
tuning of the parameters of the specification, when the latter are needed to change. 
For example, increasing the number of training data can bring about changes to the 
classification model. 

For the present work, we propose a feature construction algorithm, allowing for 
insertion of coded prior knowledge, which is manly based on the interrelation of the 
initial feature set, as this is expressed through training data. More specifically, we 
propose a novel, stochastic framework, based on Bayesian networks [11], for 
generating features. Bayesian networks are well known in Machine Learning for 
being a strong mechanism of knowledge representation. This knowledge can be 
inserted to the new features, aiming the process of a classifier to better distinguish the 
concept that determines the prediction of the class. In addition, the Bayesian nature of 
the algorithm makes insertion of prior knowledge a straightforward approach. The 
complexity of the approach has been deliberately kept in low levels, allowing at most 
N new features from an initial set of N primal features. 

2   A Bayesian Framework for Feature Construction 

In an attempt to enrich the available feature set, the following approach is 
proposed. A set of basic features along with the set of instances are fed to a super-
vised classifier in order to “learn” the class variable. The proposed algorithm uses 
any available prior domain knowledge and generates a new set of features with 
their corresponding values. The newly created data augment the original feature 
and instance set. Figure 1 explains the architecture in a graphical manner. The 
framework extends the ordinary classifier description by introducing new 
fundamental elements which we named -parameters. These parameters are 
Bayesian in the sense that they encode the degree of interrelation of the basic 
features. The -parameters are actually probabilities and they form the core of the 
Bayesian feature construction algorithm. 

The main idea of the algorithm is the augmentation of a given data set (either 
training or test) with additional data that will contribute to better classification 
performance. The algorithm aims to overcome second-order statistics such as 
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covariance allowing distance based methods to exploit the mutual relation or 
independence between features. 

 

Fig. 1. The feature construction framework 

 

Fig. 2. An example of the proposed methodology for feature generation for a given input 
instance. Solid arrows denote an acceptance of a  parameter while dashed denote a rejection. 

Every data set contains different values for each feature. If one simply considers 
each value separately, no particular knowledge of the interrelation with the other can 
be obtained (if such a relation exists). When a Bayesian network is trained using this 
dataset, a form of knowledge about the distribution of the features and the relation 
amongst them is embedded. The goal is to channel such knowledge to the output, 
expressed in probabilities, which symbolize the belief of the data set itself on the 
value of each separate value. 

The following example will assist in understanding the operation of the algorithm; 
consider a data set consisting of three variables i.e. A, B and C. We denote feature 
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names in uppercase letters and their values in lowercase letters. Suppose also that 
each feature is binary, with values a1, a2, b1, b2 and c1, c2 respectively. Figure 2 
portrays the aforementioned representation. For the given data set, a Bayesian 
network has been structured. The construction of the network structure has been made 
either manually, by a domain expert or automatically, using some learning algorithm 
such as K2 [2] or MDL [7]. Furthermore, the construction of the conditional 
probabilities table could be automatically provided by known algorithms such as 
Junction Trees [3].  

When the algorithm encounters an input instance (e.g. <a1,b2,c2>), it produces the  
parameters for every possible value a feature may have. These parameters are 
probabilities, describing the belief of each possible value, given the values of the 
parent nodes of the feature that contains this value. From the set of the extracted  
parameters, only those who describe the values of the given input instance are taken 
into account (in the above example these are: < 1, 4, 10>). Note that the dimension of 
the  parameters vector is always equal to the dimension of the initial input instance. 
As a last step, these new values are inserted to the initial instance, in order for the new 
one to be used in the classification stage. 

Generalizing, if X1,…XN is a set of features with values x1i,…xNj, the feature 
construction algorithm binds N new slots for potential new features and provides as 
values of the new features the  parameters that correspond to each initialization of 
the feature values, as they appear in the data set.  

Definition 1: Suppose a data set of m instances, consisted of N features X1,…XN. 
Each instance is expressed as a vector of the form <x11,…xN1> to <x1m,…xNm>. 
Given a Bayesian network which symbolizes the probability distribution of the data 
set, a  parameter is the probability of a value xij of a feature Xi (1 i N and 
1 j m) given the values of the features that are parents of Xi in the network. From 
the space of  parameters, only N of them are selected, i.e. those who represent the 
probability of value xij of the k-th instance, given the values of the features that are 
parents of Xi and exist in the k-th instance. 

Note that the estimation of all possible  values is necessary. On the contrary, a 
reverse approach is followed, significantly decreasing the feature generation time. 
Knowing the value of each primal feature, the Bayesian network is instructed to 
output only the  parameter that refers to the values of the given input instance, rather 
than all the possible values of .  

An additional remark is the unbiased behavior of the algorithm both in the training 
and in the test phase. Contrary to other algorithms that attempt to inherit domain 
knowledge from the train set to the test, the proposed methodology simply enriches 
each set independently with information on the degree of interrelation of features. Of 
course, prior knowledge can be inserted in both sets, but the important is that this is 
not done spontaneously, but only if the domain expert declares it in the Bayesian 
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network construction phase. The pseudo-code of the Bayesian Feature Construction 
(BFC) algorithm is shown below: 

Input: A dataset D, consisting of N features X1,…XN with 
m instances of the form <x1i,…,xNj>, where xir is the r-th 
value of the i-th feature. 
1. If prior knowledge is known then: 

a. Construct the structure Bayesian network B 
using it. 

b. Create the conditional probability table (CPT) 
using either the knowledge or the available 
data. 

2. else: 
a. Learn a Bayesian network from data using the 

K2 algorithm (for the structure) and Junction 
Trees (for the CPT) 

b. For each instance of the data set: 
i. For each value of the instance 

1. Estimate the  parameter so that 
it depicts the probability of the 
value in the current instance, 
given the values of the features 
that are parent nodes of the 
current feature, as they appear in 
the instance. 

2. Insert all extracted parameters in 
to the initial current instance 

Output: A new set of instances, consisting of the 
primal features plus the new ones, with values taken 
from the corresponding  parameters. 

2.1   Computational Complexity of BFC 

The BFC algorithm constructs a network from a dataset D, of N initial features in 
computational time less than (2 ), which is the learning time of general, 
unrestricted Bayesian networks from data. This is due to the fact that the most 
probable network is examined using a modified search strategy; initially, the most 
probable forest-structured network is constructed (i.e. a network in which every 
node has at most one parent). A greedy search is performed by adding, deleting or 
reversing the arcs randomly. In case that a change results in a more probable 
network it is accepted, otherwise cancelled. Throughout this process, a repository 
of networks with high probability is maintained. When the search reaches a local 
maximum, a network is randomly selected from the repository and the search 
process is activated again. It should be noted that in order to avoid the 
convergence to the previous local maximum the network is slightly modified, 
meaning that some arcs are deleted. Since the training data set is large we also 
sub-sample the data to speed the network evaluation process up. During the 
search, the size of the sub-samples is increased. A restriction on the network 
complexity is also applied during the search, so that a limited number of arcs  
is allowed in the beginning and, as the process progresses, more and more  
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arcs are approved. These two annealing schemes (sub-sampling and complexity 
restrictions) have proven to have the effect of avoiding many bad local maxima. 

The following equation expresses the complexity of the BFC algorithm: 

N N
BFC BNO =O  + 2Nlog(2 )m O(2 ) + 2Nlog(2N)m≈  

One could note that the complexity is heavily influenced by the Bayesian 
network learning stage. In cases that the structure is known, the algorithm 
converges smoothly, to levels comparable with that of other feature construction 
algorithms such as FICUS [8]. In practice, we ascertained that the search strategy 
reduces learning time by a factor of 3 or 4. Furthermore, a further reduction is 
being accomplished when the features of the dataset are binary, or they do not 
have more than 4 distinct values. 

3   Experimental Evaluation 

The following section discusses the issue of whether the theoretical claims about the 
improvement of the initial representation space are also reflected in practice. For that 
purpose, the BFC algorithm was applied to a number of different domains, mostly 
from the Language Technology discipline. More specifically, seven applications were 
considered, three of which belong to the Machine Learning domain and can be 
available through the UCI Machine Learning repository [10]. The rest of them 
involved Language Technology problems that were faced by the Artificial 
Intelligence Group, where the authors belong. 

3.1   Language Technology Datasets 

The following datasets were considered: 

• Name Entity Recognition (NER) [14]. 
• Optical Character Segmentation (OCS) [5]. 
• Automatic Speaker Verification (ASV) (The 2001 NIST SRE dataset was used). 
• Prosodic Word Identification (PWI) from Greek corpora [15]. 

Table 1 tabulates the characteristics of the data set of each application, as regards 
to the number of instances, features and values of the class variable. 

Table 1. Characteristics of the Language Technology applications 

Domain # instances # primal 
features 

#BFC features #class 
values 

Training 
time (sec) 

NER 47,000 8 8 4 160 
OCS 4,587 10 10 2 450 
ASV 80,000 34 34 2 1580 
PWI 3,946 16 16 4 400 
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3.2   UCI Repositiry Datasets 

The following table presents the complexity of the three UCI databases that were 
considered in the experiments. 

Table 2. Characteristics of the UCI ML repository data sets 

Domain # instances # primal 
features 

#BFC 
features 

#class 
values 

Training time 
(sec) 

      
Tic-Tac-Toe 958 10 10 2 15 
Dermatology 366 35 35 6 66 
Votes 435 17 17 2 100 

3.3   Performance of BFC 

In order to have a clearer view of the BFC performace, several Machine Learning 
algorithm were utilized as classifiers. Analytically, we used the C4.5, IB1, KNN 
(K=3), Naive Bayes, SVM and RBF algorithms. Regarding metrics of performance, 
precision, recall and F-measure were used. The 10-fold cross validation approach was 
considered. The exact process was as follows: for each training and test set, the BFC 
algorithm produced additional features and the new, augmented set was fed to the 
classifiers for evaluation. As can be seen from the tables below, the augmented set 
clearly outperfoms the initial using all kinds of classification methodologies for all 
applications. This behaviour is demonstrating that the BFC algorithm produces new 
datasets where the separation of class is clearer. The percentage of improvement 
ranges from 3% to 25%, a fact that supports the theoretical claims on the robustness 
of the proposed methodology.  

Table 3. The performance of the BFC algorithm in the AI group datasets 

NER OCS 
C4.5 Primal BFC %gain C4.5 Primal BFC %gain 

precision 0,75 0,92 23,5% precision 0,82 0,97 17,8% 

recall 0,67 0,85 26,7% recall 0,82 0,96 16,5% 

F-measure 0,70 0,88 25,5% F-measure 0,82 0,96 17,1% 

IB1       IB1       

precision 0,71 0,82 16,3% precision 0,78 0,94 20,7% 

recall 0,69 0,80 15,6% recall 0,78 0,93 19,9% 

F-measure 0,70 0,81 15,8% F-measure 0,78 0,93 20,3% 

KNN3       KNN3       

precision 0,80 0,86 8,4% precision 0,81 0,91 12,1% 
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Table 3. (continued) 

recall 0,61 0,74 21,2% recall 0,81 0,90 10,7% 

F-measure 0,66 0,74 11,1% F-measure 0,81 0,91 11,4% 

Naïve       Naïve       

precision 0,57 0,68 18,0% precision 0,78 0,81 2,9% 

recall 0,56 0,69 23,6% recall 0,79 0,82 3,4% 

F-measure 0,50 0,68 36,5% F-measure 0,79 0,81 3,1% 

RBF       RBF       

precision 0,33 0,34 2,9% precision 0,64 0,68 7,2% 

recall 0,25 0,25 0,0% recall 0,53 0,54 2,2% 

F-measure 0,24 0,24 0,0% F-measure 0,47 0,49 3,9% 

SVM       SVM       

precision 0,76 0,78 3,0% precision 0,81 0,98 19,8% 

recall 0,65 0,71 9,9% recall 0,82 0,97 18,2% 

F-measure 0,68 0,73 6,5% F-measure 0,81 0,97 19,6% 

ASV Prosodic Words 
C4.5 Primal BFC %gain C4.5 Primal BFC %gain 

precision 0,84 1,00 18,4% precision 0,80 0,96 18,8% 

recall 0,76 0,97 26,7% recall 0,76 0,95 24,5% 

F-measure 0,80 1,00 25,5% F-measure 0,76 0,95 24,8% 

IB1       IB1       

precision 0,80 0,93 16,3% precision 0,70 0,76 7,6% 

recall 0,79 0,91 15,6% recall 0,71 0,76 7,0% 

F-measure 0,79 0,92 15,8% F-measure 0,71 0,76 7,2% 

KNN3       KNN3       

precision 0,90 0,98 8,4% precision 0,77 0,79 3,2% 

recall 0,69 0,84 21,2% recall 0,73 0,76 3,0% 

F-measure 0,75 0,84 11,1% F-measure 0,74 0,77 2,9% 

Naïve       Naïve       

precision 0,62 0,73 18,0% precision 0,77 0,79 2,9% 

recall 0,61 0,75 23,6% recall 0,78 0,81 2,9% 

F-measure 0,54 0,73 36,5% F-measure 0,77 0,80 2,7% 

RBF       RBF       

precision 0,57 0,58 2,9% precision 0,41 0,48 18,5% 

recall 0,43 0,43 0,0% recall 0,39 0,45 14,1% 

F-measure 0,42 0,42 0,0% F-measure 0,38 0,42 9,8% 

SVM       SVM       

precision 0,82 0,84 3,0% precision 0,78 0,97 25,1% 

recall 0,70 0,77 9,9% recall 0,76 0,97 27,0% 

F-measure 0,74 0,79 6,5% F-measure 0,77 0,97 26,1% 
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Table 4. The performance of the BFC algorithm in the UCI ML repository datasets 

Dermatology Tic-tac-toe 
C4.5 Primal BFC %gain C4.5 Primal BFC %gain 

precision 0,95 0,96 0,6% precision 0,84 0,90 7,9% 

recall 0,96 0,97 1,1% recall 0,83 0,88 6,5% 

F-measure 0,95 0,96 0,8% F-measure 0,83 0,89 7,1% 

IB1       IB1       

precision 0,95 0,97 2,5% precision 0,80 0,84 5,3% 

recall 0,95 0,98 2,4% recall 0,79 0,82 3,2% 

F-measure 0,95 0,98 2,8% F-measure 0,80 0,83 4,0% 

KNN3       KNN3       

precision 0,97 0,97 0,6% precision 0,88 0,99 12,4% 

recall 0,97 0,97 0,7% recall 0,83 0,98 17,6% 

F-measure 0,97 0,98 0,8% F-measure 0,85 0,99 16,5% 

Naïve       Naïve       

precision 0,96 0,97 1,1% precision 0,66 0,68 2,7% 

recall 0,96 0,98 1,7% recall 0,63 0,65 2,9% 

F-measure 0,96 0,97 1,9% F-measure 0,64 0,66 3,1% 

RBF       RBF       

precision 0,29 0,35 20,6% precision 0,55 0,58 4,5% 

recall 0,36 0,38 6,0% recall 0,50 0,51 0,4% 

F-measure 0,29 0,36 22,2% F-measure 0,42 0,42 0,2% 

SVM       SVM       

precision 0,97 1,00 2,8% precision 0,99 0,99 0,0% 

recall 0,97 0,98 1,3% recall 0,98 0,98 0,3% 

F-measure 0,97 0,98 1,6% F-measure 0,98 0,98 0,0% 

 
 

Votes 
C4.5 Primal BFC %gain 

precision 0,95 0,96 0,3% 

recall 0,96 0,96 -0,1% 

F-measure 0,96 0,96 -0,2% 

IB1       

precision 0,92 0,93 1,4% 

recall 0,93 0,94 1,0% 

F-measure 0,92 0,93 1,3% 

KNN3       

precision 0,92 0,93 1,4% 
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Table 4. (Continued) 

recall 0,93 0,94 1,0% 

F-measure 0,92 0,94 1,3% 

Naïve       

precision 0,88 0,89 1,0% 

recall 0,89 0,90 1,5% 

F-measure 0,89 0,90 1,1% 

RBF       

precision 0,88 0,89 1,8% 

recall 0,76 0,84 9,6% 

F-measure 0,78 0,85 10,0% 

SVM       

precision 0,95 0,96 0,4% 

recall 0,96 0,96 0,1% 

F-measure 0,96 0,96 0,3% 

4   Conclusion 

The proposed work described a novel algorithm for feature generation, using a 
methodology based on Bayesian networks. We exploited their functionality of 
encoding knowledge in a probabilistic form, so that new dataset contain such 
knowledge within. The algorithm was based on the ability Bayesian networks have to 
represent conditional independence assumptions about the primal feature set, thus 
projecting attributed that were not previously obvious, when they were fed to a 
classification algorithm in their initial form. The algorithm, named BFC, aims to 
overcome common statistical methods such as covariance and to allow ML algorithms 
that are based on the distance of instances to make use of the mutual relation between 
features. Each data set contains different values for each feature. If one simply 
considers each value independently, no particular knowledge on its relationship with 
the others is taken into account. When a Bayesian network is trained using this set, 
some form of knowledge about the distribution of feature and their semantic relation 
is encoded. This knowledge is piped to the input as probabilities, which reflect the 
belief of the dataset on the importance of each separate value. The augmented dataset 
was shown to be more robust as regards to classification, as it was evaluated using 
various datasets and different classifiers. 
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Abstract. Traditionally, musical instrument recognition is mainly based on fre-
quency domain analysis (sinusoidal analysis, cepstral coefficients) and shape 
analysis to extract a set of various features. Instruments are usually classified 
using k-NN classifiers, HMM, Kohonen SOM and Neural Networks. In this 
work, we describe a system for the recognition of musical instruments from iso-
lated notes. We are introducing the use of a Time Encoded Signal Processing 
method to produce simple matrices from complex sound waveforms, for in-
strument note encoding and recognition. These matrices are presented to a Fast 
Artificial Neural Network (FANN) to perform instrument recognition with 
promising results in organ classification and reduced computational cost. The 
evaluation material consists of 470 tones from 19 musical instruments synthe-
sized with 5 wide used synthesizers (Microsoft Synth, Creative SB Live! Synth, 
Yamaha VL-70m Tone Generator, Edirol Soft-Synth, Kontakt Player) and  
84 isolated notes from 20 western orchestral instruments (Iowa University  
Database). 

1   Introduction 

Automatic music instrument recognition is an essential subtask in many applications 
regarding music information indexing and retrieval. Computational auditory scene 
analysis (CASA), automatic music transcription frameworks and content-based search 
systems, all find such a capability to be extremely helpful. However, musical instru-
ment recognition has not received as much research interest as, for instance, speech 
and speaker recognition, even though both the amateur music lover and the profes-
sional musician would benefit from such systems. 

Many attempts in music instrument recognition have taken place in the last thirty 
years. Most of them have focused on single, isolated notes (either synthesized or natural) 
and tones taken from professional sound data-bases [1]. Recent works have operated on 
real-world recordings, polyphonic or monophonic, multi-instrumental or solo [2]. How-
ever, the issue is yet far from being solved. The work on recognition from separate notes 
still remains crucial, since it can lead to further optimization of the methods used and to 
insights on the recognition of multi-instrumental, commercial recordings. 



 Musical Instrument Recognition and Classification 247 

The majority of the recognition systems used so far concentrate on the timbral-
spectral characteristics of the notes. Discrimination is based on features such as pitch, 
spectral centroid, energy ratios, spectral envelopes and mel frequency cepstral coeffi-
cients [3,4]. Temporal features, other than attack, duration and tremolo, are seldom 
taken into account. Classification is done using k-NN classifiers, HMM, Kohonen 
SOM and Neural Networks [5,6]. A limitation of such methods is that in real instru-
ments the spectral features of the sound are never constant. Even when the same note 
is being played, the spectral components change. One has to take into consideration 
many timbral components and the way they can vary, which is often rather random, in 
order to develop a robust recognition system.  

In this paper, we present a different instrument recognition approach, based on 
Time Encoded Signal Processing and Recognition, a time-domain specific feature ex-
traction process. The method encodes signals in a simple and computational light-
weight manner, while producing fixed size and dimension structures regardless of the 
duration or complexity of the signal. Classification is performed using Fast Artificial 
Neural Networks. For validation, we use isolated, constant-pitch notes. 470 notes pro-
duced with 5 velocity scales from 19 instruments, using 5 synthesizers. 28 notes were 
taken from a public real-instrument database of 20 instruments. 

The paper is organized as follows: in Section 2, we describe the recognition and 
classification methodology used. Section 3 contains the validation procedure and the 
recognition results. Section 4 concludes this work. 

2   Recognition and Classification Method 

2.1   Time Encoded Signal Processing  

Time Encoded Signal Processing and Recognition, or TESPAR Coding, is a method 
proposed by King [7, 8] to digitally code speech waveforms.  The method is based on 
infinite clipping (Fig. 1 shows an example), a coding method proposed by Licklidder 
and Pollack [9]. According to their work, they managed to achieve mean random-
word intelligibility scores of 97.9% by differentiating a speech waveform and then 
removing all amplitude information by performing infinite clipping i.e. preserving 
only zero-crossing information. 

The infinite clipping coding is a direct representation of the duration between the 
zero crossings of the waveform, i.e. the real zeros of the waveform, thus it is only de-
pendent on the waveform itself and not at the sampling frequency, as long as sam-
pling is performed according to Shannon’s theorem. 

The above observations on the importance of zeros to the intelligibility of a coded 
waveform led scientists to further investigate zero-based methods of signal approxi-
mation [10, 11]. Author in [11] showed that the introduction of the concept of com-
plex zeros could help overcoming some deficiencies of infinite clipping.  

Let a signal waveform of bandwidth W and duration T. The signal contains 2TW 
zeros, where typically 2TW exceeds several thousand. While the real zeros are easy to 
determine, complex zeros extraction is a difficult problem involving the factorization 
of a 2TWth - order polynomial. Such an approach of zeros identification requires sig-
nificant computational resources and is practically infeasible.  
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Fig. 1. Infinite Clipping of an oboe waveform 

Instead of determining the exact position of complex zeros, which is a complicated 
task, an approximation of their location could be given. Thus, the waveform is seg-
mented between successive real zeros - the epochs - which comprise the bounds for 
the complex zeros positions. Complex zeros become visible in the shape of the wave-
form as minima, maxima or points of inflection and occur in conjugate pairs inside 
the epoch. 

Hence, a band limited waveform may be simply approximated by segmenting it 
into successive epochs with two features: 

− Duration (D) which is the number of samples between two successive real zeros 
− Shape (S) which is the number of local minima (for a positive epoch) or the num-

ber of local maxima (for a negative epoch) 

Coding Method. The recorded music waveform is presented to the software imple-
mented TESPAR coder (in Matlab), which segments it into successive epochs. Each 
epoch is described with a set of numbers representing the Duration and Shape (D/S) 
of it. This pair is then coded according to a predefined alphabet, representing each ep-
och by a single “letter”. In order to reduce the complexity of this mapping procedure, 
only the more important D/S pairs are encoded according to an alphabet. The alphabet 
used depends on the complexity, bandwidth and sampling frequency of the input sig-
nal. Most frequency components of a speech signals are in the band of 300Hz to 3 
kHz. Authors in [8] use a standard 29 symbol alphabet to encode speech signals sam-
pled at 8 kHz. However, musical waveforms are richer in harmonics so the bandwidth 
of the signal had to be extended to 100Hz to 5.5 kHz. In order to approximate the mu-
sic waveform more adequately, the alphabet used was extended to 48 symbols by al-
lowing maximum epoch duration (D) to be 54 samples instead of 37 used in [8]. The 
aforementioned coding procedure results to a symbol stream, as shown in Figure 2, 
which can be converted into a fixed-dimension matrix. The N-dimension matrix 
(where N is the number of the symbols in the alphabet) which contains the number of 
appearances of each character in the symbol stream is called S-Matrix (Figure 3). His-
togram-like, S-Matrices are very descriptive of the waveform from which they were 
created and can be used for classification purposes. Their fixed dimensions make the 
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Fig. 2. TESPAR Coding Procedure 

 

Fig. 3. S-Matrix of figure 2 waveform 

classification task using Artificial Neural Networks (ANN) a very enticing solution 
and the combination of TESPAR with FANNs (Fast Artificial NNs) a very powerful 
tool for instrument recognition and identification. 

2.2   Fast Artificial Neural Networks 

FANN is a library which implements a multilayer feedforward ANN, that is, an ANN 
with neurons ordered in layers, starting with an input layer, continuing with one or 
more hidden layers and ending with an output layer. The most common networks are 
fully connected, with connection going only forward, from one layer to the next. The 
main advantage of this implementation is faster training and testing, compared to 
similar libraries on systems without a floating point processor, while retaining a com-
parable performance to other libraries on systems with a floating point processor.  

In order to use these networks for classification purposes, two phases must be 
completed. The first phase is the training phase, where the FANN learns from the im-
posed input and the requested output. The second phase is the execution phase, where 
the FANN is presented with unknown input and provides an output. The training 
process is actually an optimization problem, where the mean square error (MSE) of 



250 G. Mazarakis, P. Tzevelekos, and G. Kouroupetroglou 

the entire set of training data must be minimized. The algorithm used to solve this op-
timization problem is the Backpropagation algorithm. After propagating an input 
through the network, the error is calculated and then propagated back through the 
network. In the same time the weights are adjusted in order to make the error smaller. 
The object of training is to minimize the MSE for all the training data. Training the 
network on data sequentially one input at a time, instead of training using the whole 
dataset at once has been proved more efficient. While this means that the order of the 
data is of importance, this method is a way of avoiding getting stuck in a local minima 
and stop the training process. A detailed description of FANN library can be found in 
[12] and a free implementation on different programming languages and platforms is 
available and maintained under the GNU Lesser General Public License (LGPL) [13]. 

3   Experimental Dataset and Validation 

In order to evaluate the introduced method, several experiments have been conducted 
with two main objectives: the performance of the system in recognizing synthesized 
instrument sounds and recognizing instruments from real recordings. All recordings 
were monophonic, 16-bit wav files downsampled to 11 kHz.  

3.1   Synthesized Instruments 

Dataset. For this purpose we chose instrument tones, produced with 5 different syn-
thesizers, namely the simple Microsoft Synth, the embedded synthesizer on a Sound 
Blaster Live! Sound Card, a Yamaha VL-70m Tone Generator, Kontakt player and 
Edirol Soft-Synth. From each synthesizer 19 instruments (18 instruments for Kontakt 
player, soprano sax was missing) were selected, each playing C4 note, except the 
flutes that were all playing C5. Each note was recorded 5 times with 5 different values 
for velocity (40 for pp-p, 60 for p-mp, 80 for mf-f, 100 for f-ff and 120 for ff-fff) and 
was named as sample1 - sample5. A total amount of 470 notes was tested. 

Validation. For each synthesizer, all notes (19x5=95) were coded with the TESPAR 
method and the S-Matrices for each note were created. From these matrices, two pairs 
of datasets were created, each pair used in two experiments accordingly (exp1 and 
exp2). In exp1, the training data for the FANN was the mean S-Matrix of each in-
strument (from the 5 note samples) and the test data were all the S-Matrices from the 
recordings of this synthesizer (95 notes). In exp2, the training data for the FANN 
were S-Matrices from samples 1,3,5 of each note, while the test data were S-Matrices  
from samples 2,4. In this experiment training and testing data are completely inde-
pendent, which is usually the scenario in real-world recognition applications. 

3.2   Real Instruments Dataset 

Dataset. The evaluation material for testing the system under real conditions is ob-
tained from the original recordings from Iowa University [14]. Recordings from 20 
instruments playing C4 and C5 notes (flutes) were used, in vibrato and non vibrato 
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variations and from different strings (for the string family instruments). All instru-
ments were playing in pp, mf and ff, resulting in 3 samples from each note (pp - sam-
ple1, mf - sample2 and ff - sample3). A total amount of 84 notes were tested. 

Validation. The evaluation method used was almost the same with the one used for 
the synthesized instruments. S-Matrices were created for each note. In exp1, the train-
ing data for the FANN was the mean S-Matrix of each instrument (from the 3 note 
samples) and the test data were the S-Matrices from the 84 notes. In exp2, the training 
data were the S-Matrices from pp and ff note samples (sample1,3) and the test data 
was the S- Matrix from mf note sample (sample2). 

3.3   FANN Training 

Training a NN is a random procedure that depends on a variety of parameters involv-
ing training algorithm, error function, hidden and output layer activation method, 
learning rate and more. Due to these random results, classification was not based on 
the results from a single FANN but from 10 parallel FANNs. Five of them were 
trained using the sigmoid-stepwise function and five using the stepwise function. The 
averaged result was used for classification purposes. Every one of the 10 parallel 
FANNs converged after an average of 80 epochs reaching a set Mean Square Error of 
MSE  0.01. 

Each FANN has 48 neurons for the input layer plus one bias neuron, one hidden 
layer with 30 neurons plus one bias neuron and 19 neurons for output (20 for Iowa 
Music Database [14]). Each output neuron represents one instrument and can take 
values from 0 to 1. Its value should be 1 in a correct classification of the according in-
strument, while all others should be 0. This ideal situation results in a MSE of 0. 

3.4   Results 

Kontakt Player. Tables 1, 2 show the recognition rates for the exp 1, 2 respectively. 
In both experiments, the higher recognition rates for all the instruments (in bold 
numbers) correspond to the correct ones. Recognition is successful for all instruments, 
with all rates rising above 87%, apart from the violin (50% and 58%). The total MSE 
is 12% in the first experiment and 6% in the second, values that demonstrate the high 
success of the process for the specific synthesizer. Detailed recognition matrices will 
not be shown for all tested synthesizers but the brief description that follows is 
indicative of the effectiveness of the method in all of them. 

Microsoft Synth. Highest errors occurred for the violin, the clarinet and the tuba. The 
total MSE was 53%. In experiment 2, viola was recognized as violin and tuba as 
trombone. However, in both cases, the correct instruments did get the second higher 
rate, while the higher rates did remain in the same instrument family group. The total 
MSE was 50%. 

Sound Blaster Live! Synth. In experiment 1, all instruments were recognized 
successfully, with very high recognition rates (mostly above 90%) and a very low 
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total MSE of 5%. Equivalent results were taken in experiment 2. In both experiments, 
the french horn delivered the higher MSE, which was still relatively low (65% and 
53%). 

Yamaha VL70-m Tone Generator. This tone generator uses physical modelling 
methods to synthesize sound. Thus, the notes produced share the versatility and 
complexity of natural instrument notes. In both experiments, the higher recognition 
rates correspond to the correct instruments, while the total MSE is relatively low 
(36% and 24% respectively). In the second experiment, 8 instruments gather rates 
above 90%. 

Edirol Soft-Synth. In the first experiment all instruments were successfully 
recognized, while in the second experiment only the piano was mismatched. In both 
experiments, some instruments gathered high recognition rates while other gathered 
low. However, in the second experiment, we find very high rates for the violin, the 
viola, the piccolo, the soprano saxophone, the tenor sax and the trumpet. The MSEs 
for the two experiments are respectively 45% and 48%. 

Iowa Instrument Database. Tables 3, 4 correspond to exp 1, 2 for real-instrument 
notes obtained from the Iowa Instrument Database. In the first experiment, 26 out of 
28 attempts were correctly recognized, while in the second experiment, 22 out of 28. 
A flute recording was recognized as violin in both experiments. Eb clarinet and bass 
clarinet were recognized as Bb clarinet in the second experiment. Total MSE is 43% 
in the first experiment and 58% percent in the second. 

Table 1. Kontakt Player Experiment 1 
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Violin 58 0 5 0 17 0 0 0 1 3 0 9 5 0 1 0 2 0 3 61
Viola 0 94 2 2 0 1 1 0 0 0 0 0 12 0 3 2 0 0 2 14
Cello 0 0 88 1 3 0 0 0 0 0 0 2 4 3 0 0 2 0 0 11
Contrabass 0 0 10 74 1 1 0 0 0 0 0 3 1 3 0 0 0 2 0 30
Piccolo 5 0 1 0 93 0 0 0 0 2 0 1 1 0 0 0 0 1 3 3
Flute 0 0 0 1 0 98 0 0 0 3 0 3 0 0 0 0 0 0 0 1
Oboe 0 0 0 0 0 0 87 0 0 0 0 0 0 0 1 0 1 0 0 2
English Horn 1 1 0 6 0 1 9 87 0 0 0 0 0 0 5 0 0 2 0 19
Clarinet 2 0 0 1 0 0 5 0 93 0 0 0 1 0 1 0 0 0 1 3
Bassoon 1 0 0 0 1 0 0 0 0 96 0 0 0 0 0 0 1 0 2 1
Soprano Sax - - - - - - - - - - - - - - - - - - - -
Alto Sax 3 0 1 0 1 2 0 0 0 0 0 88 2 1 0 0 0 0 0 8
Tenor Sax 2 8 1 0 1 0 1 1 2 0 0 1 86 0 1 0 1 0 1 11
Baritone Sax 0 0 11 0 0 0 0 0 0 0 0 0 0 81 0 0 0 2 0 23
Trumpet 1 0 0 0 2 0 4 1 0 0 0 1 3 1 93 0 0 0 0 5
French Horn 1 0 0 0 0 0 2 0 0 0 0 0 0 0 0 95 2 0 0 2
Trombone 2 0 0 0 2 0 4 0 0 0 0 0 0 0 0 0 96 0 0 1
Tuba 1 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 99 0 0
Piano 6 0 0 0 8 0 0 0 0 4 0 0 0 0 0 0 0 0 87 13

12Total MSE  
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Table 2. Kontakt Player Experiment 2 
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Violin 50 0 2 0 2 5 0 0 0 0 0 4 4 0 0 0 1 0 2 55
Viola 0 98 0 1 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0
Cello 0 0 87 1 0 0 0 0 0 0 0 2 0 1 0 0 0 0 0 5
Contrabass 0 0 0 92 0 1 0 0 0 0 0 0 0 5 0 0 0 0 0 5
Piccolo 1 0 3 0 99 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0
Flute 1 0 0 1 0 95 0 0 0 1 0 15 0 0 0 0 0 0 0 6
Oboe 0 0 0 0 0 0 97 0 1 0 0 0 0 0 0 0 0 0 0 0
English Horn 1 0 0 3 0 0 0 99 0 0 0 0 0 0 0 0 0 2 0 1
Clarinet 0 0 0 1 0 0 1 0 99 0 0 0 0 0 0 0 0 0 0 0
Bassoon 1 0 0 1 0 0 0 0 0 98 0 0 0 0 0 0 0 0 0 0
Soprano Sax - - - - - - - - - - - - - - - - - - - -
Alto Sax 2 0 1 1 0 1 0 0 0 0 0 97 2 1 0 0 0 0 0 1
Tenor Sax 1 4 5 1 0 0 0 0 0 0 0 1 95 0 0 1 0 0 0 3
Baritone Sax 0 0 0 8 0 0 0 0 0 0 0 1 0 87 0 0 0 0 0 12
Trumpet 0 0 0 0 0 0 2 0 0 0 0 0 0 0 98 0 0 0 0 0
French Horn 0 10 0 0 0 0 1 0 0 0 0 0 3 0 0 99 0 0 0 7
Trombone 2 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 93 0 0 6
Tuba 0 0 0 2 0 0 0 5 0 0 0 0 0 0 0 0 0 99 0 5
Piano 10 0 0 0 1 0 0 0 0 2 0 0 0 0 0 0 0 0 95 4

6Total MSE  

Table 3. Iowa Instrument Database Experiment 1 
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Violin.arco.sulG 84 5 0 0 3 5 5 0 1 1 0 6 0 1 1 0 0 0 1 0 22
Viola.arco.sulC 4 75 0 1 0 0 0 0 0 0 1 0 0 0 19 0 0 0 2 0 26
Viola.arco.sulG 17 92 0 0 0 0 0 0 0 0 1 0 0 0 16 0 0 0 1 0 26
Cello.arco.sulA 0 0 68 0 4 2 0 6 0 0 0 0 0 0 1 0 4 0 0 0 29
Cello.arco.sulD 0 0 92 0 2 2 0 3 0 8 0 0 0 0 0 0 2 0 0 0 13
Cello.arco.sulG 1 0 78 1 0 2 13 2 0 0 0 0 1 0 0 0 0 1 0 0 32
Bass.arco.sulD 0 2 3 85 0 0 0 1 0 0 0 7 1 0 0 0 0 0 0 4 18
Bass.arco.sulD 0 14 0 97 0 0 0 1 0 1 0 2 1 0 0 0 0 0 0 4 12
flute.vib 0 0 0 0 65 3 56 0 17 0 0 0 1 0 0 0 1 1 0 0 89
flute.novib 32 0 17 0 29 6 6 1 21 0 0 0 0 0 1 0 11 0 0 0 124
AltoFlute 6 0 13 1 16 62 26 2 9 0 0 0 2 0 5 3 10 1 0 0 91
BassFlute 4 1 0 0 27 3 78 0 11 0 0 1 3 0 1 0 1 1 0 4 47
oboe 0 0 2 0 0 0 0 79 0 0 0 0 0 0 1 0 2 0 0 0 11
Bassoon 0 0 0 0 0 0 0 0 91 0 0 0 0 0 0 1 0 1 8 0 7
EbClar 0 2 0 1 0 0 0 1 0 6 64 2 0 5 0 1 0 1 0 0 150
BbClar 0 4 0 0 0 0 0 0 2 3 69 4 0 4 5 0 0 0 13 0 37
BassClarinet 0 8 1 9 0 0 0 0 0 13 10 40 0 3 0 0 0 0 0 2 67
SopSax.NoVib 0 0 0 0 0 0 0 0 0 0 0 2 58 0 0 0 1 1 0 8 42
SopSax.Vib 0 0 0 3 0 0 0 7 0 0 0 5 69 0 0 0 2 7 0 6 45
AltoSax.NoVib 0 2 0 0 0 0 0 0 0 1 33 0 0 77 0 1 0 2 8 8 52
AltoSax.Vib 1 2 0 0 0 0 0 0 0 1 21 1 0 79 0 1 0 0 6 14 42
Trumpet.novib 0 9 0 0 0 0 0 14 0 0 4 0 0 0 95 0 0 0 0 0 11
Trumpet.vib 0 10 0 0 0 0 0 16 0 0 3 0 0 0 95 0 0 0 0 0 13
Horn 0 0 5 0 0 0 0 1 11 0 1 0 0 0 0 57 0 5 11 7 59
TenorTrombone 0 0 0 0 2 5 0 6 2 0 0 0 0 0 0 0 95 8 0 0 8
BassTrombone 0 0 0 0 0 0 3 0 18 0 0 0 0 0 0 22 3 72 2 0 49
Tuba 0 4 0 0 0 0 0 0 16 0 1 0 0 4 1 1 0 0 75 1 31
Piano 0 0 0 0 0 0 11 0 0 3 0 3 1 10 0 0 0 0 4 72 39

43Total MSE  
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Table 4. Iowa Instrument Database Experiment 2 
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Violin.arco.sulG 89 0 0 0 4 3 3 0 0 1 0 1 8 0 6 0 10 0 2 0 31
Viola.arco.sulC 0 45 0 0 0 0 0 0 0 0 0 0 0 0 6 0 0 0 5 0 49
Viola.arco.sulG 6 84 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0 0 1 0 11
Cello.arco.sulA 0 1 49 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 38
Cello.arco.sulD 0 0 88 0 0 4 1 0 0 0 0 0 1 0 0 0 0 0 0 0 9
Cello.arco.sulG 0 2 77 0 0 0 0 1 0 0 0 0 2 0 0 0 0 0 0 0 21
Bass.arco.sulD 3 13 0 70 0 0 0 0 0 1 0 28 8 0 0 0 0 1 0 0 62
Bass.arco.sulD 4 2 0 97 0 0 0 0 0 1 0 14 0 0 0 0 0 0 0 0 10
flute.vib 0 0 0 0 77 13 42 4 0 0 0 0 5 0 0 10 0 2 0 0 63
flute.novib 35 0 5 0 31 8 1 8 0 0 0 0 0 0 0 0 1 0 0 0 99
AltoFlute 18 0 16 1 37 51 12 1 0 10 0 0 5 0 10 0 11 2 0 0 105
BassFlute 0 0 1 1 23 9 50 0 0 0 0 0 10 0 0 0 0 1 0 0 61
oboe 0 0 0 0 0 0 0 96 0 0 0 0 0 0 6 0 0 0 0 0 2
Bassoon 0 0 0 0 5 0 0 0 90 0 0 0 0 0 0 1 0 1 0 0 5
EbClar 0 0 0 0 0 0 0 0 0 2 77 0 0 20 0 0 0 1 2 0 181
BbClar 0 0 0 0 0 0 0 0 2 0 43 0 0 14 0 0 0 0 5 0 61
BassClarinet 0 0 0 2 0 0 0 4 1 9 32 9 0 0 0 0 0 10 0 0 135
SopSax.NoVib 0 0 3 0 0 1 1 0 0 0 0 0 1 0 0 0 0 0 0 6 100
SopSax.Vib 0 0 0 0 4 5 8 0 0 0 0 0 7 1 0 0 4 7 0 9 113
AltoSax.NoVib 0 1 0 0 0 0 0 0 0 0 3 0 0 71 0 0 0 1 39 2 53
AltoSax.Vib 0 12 15 0 0 0 0 0 0 0 7 2 0 67 0 0 0 0 34 0 67
Trumpet.novib 0 4 0 0 1 0 0 9 0 0 0 0 0 0 85 0 0 0 0 0 10
Trumpet.vib 0 0 0 0 1 0 0 26 0 0 0 0 0 0 96 0 0 0 0 0 16
Horn 0 0 0 0 0 0 0 0 19 0 0 0 0 1 0 15 0 15 2 9 110
TenorTrombone 0 0 0 0 9 3 1 0 8 0 0 0 0 0 0 8 95 10 0 0 24
BassTrombone 0 0 0 0 0 2 1 0 17 0 0 0 0 1 0 10 3 35 20 6 89
Tuba 0 0 0 0 0 0 0 0 7 0 0 0 0 4 1 0 0 2 66 0 27
Piano 0 0 8 0 0 1 1 0 0 0 0 3 1 1 0 0 0 0 2 18 85

58Total MSE  

5   Conclusions 

In this paper, we presented a promising method for music instrument recognition and 
classification, using Time Encoded Signal Processing and Fast Artificial Neural Net-
works. The method proved to provide high recognition rates with notes produced 
from synthesizers, as well as with notes from real-instrument recordings. 

Future works include evaluation with notes having wider pitch range, from a wider 
range of synthesizers and natural-instrument recordings. Depending on the results of 
these tasks, one can continue with instrument identification in multi-instrumental, 
commercial recordings. 
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Abstract. This paper reports on the implementation of a rule system, called  
O-DEVICE, for reasoning about OWL instances using deductive rules. 
O-DEVICE exploits the rule language of the CLIPS production rule system and 
transforms OWL ontologies into an object-oriented schema of COOL. During 
the transformation procedure, OWL classes are mapped to COOL classes, OWL 
properties to class slots and OWL instances to COOL objects. The purpose of 
this transformation is twofold: a) to exploit the advantages of the object-
oriented representation and access all the properties of instances in one step, 
since properties are encapsulated inside resource objects; b) to be able to use a 
deductive object-oriented rule language for querying and creating maintainable 
views of OWL instances, which operates over the object-oriented schema of 
CLIPS, and c) to answer queries faster, since the implied relationships due to 
the rich OWL semantics have been pre-computed. The deductive rules are 
compiled into CLIPS production rules. The rich open-world semantics of OWL 
are partly handled by the incremental transformation procedure and partly by 
the rule compilation procedure.  

1   Introduction 

The vision of the Semantic Web is to provide the necessary standards and infrastruc-
ture for transforming the Web into a more automatic environment where agents would 
have the ability to search for requested information automatically. This is feasible by 
describing appropriately the already available data on the Web in a way that could be 
machine-understandable. Ontologies can be considered as a primary key towards this 
goal since they provide a controlled vocabulary of concepts, each with an explicitly 
defined and machine processable semantics. 

The development of Semantic Web proceeds in layers where each layer is built on 
top of the others [6]. Currently, the ontology layer has reached a sufficient level of 
maturity, having OWL [19] as the basic form for ontology definition. The next step is 
to move on the higher levels of logic and proof, which are built on top of ontology 
layer, where rules now are considered as the primary key, since (a) they can serve as 
extensions of, or alternatives to, description logic based ontology languages; and (b) 
they can be used to develop declarative systems on top of (using) ontologies. 

A lot of effort is undertaken to define a rule language for the Semantic Web on top 
of ontologies in order to combine already existing information and deduce new 
knowledge. Currently, RuleML [8] is the main standardization effort for rules on the 
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Web to specify queries and inferences in Web ontologies, mappings between ontolo-
gies, and dynamic Web behaviors of workflows, services, and agents. Furthermore, 
very recently the Rule Interchange Format Working Group [18] has been formed to 
produce a core rule language plus extensions which together allow rules to be trans-
lated between rule languages and thus transferred between rule systems. 

One approach to implement a rule system on top of the Semantic Web ontology 
layer is to start from scratch and build inference engines that draw conclusions di-
rectly on the OWL data model. However, such an approach tends to throw away dec-
ades of research and development on efficient and robust rule engines. In this paper 
we follow a different approach: we re-use an existing rule system (CLIPS [10]) for 
reasoning on top of OWL data. However, before an existing rule system is used, care-
ful design must be made on how OWL data and semantics are going to be treated in 
the host system. The design should be sufficient enough to (a) draw the right conclu-
sions stemming from the semantics of the language and (b) complete the inferencing 
procedure in a reasonable amount of time. 

The O-DEVICE system inferences over (on top of) OWL documents. O-DEVICE 
exploits the advantages of the object-oriented programming model by transforming 
OWL ontologies into classes, properties and objects of the OO programming lan-
guage provided within CLIPS, called COOL. The system also features a powerful 
deductive rule language which supports inferencing over the transformed OWL de-
scriptions. Users can either use this deductive language to express queries or a 
RuleML-like syntax. The deductive rule language is implemented by translating de-
ductive rules into CLIPS production rules. The semantics of OWL constructors are 
appropriately handled by O-DEVICE, either by the OWL transformation procedure, 
using corresponding COOL constructs, or by the deductive rule compilation proce-
dure, rewriting parts of the rule condition. 

Our main motivation for doing such a transformation from OWL to objects is to be 
able to exploit our existing deductive object-oriented rule language ([3], [4], [2]) for 
querying and creating maintainable views of OWL instances, taking into considera-
tion the complex, implied relationships between classes and instances, due to the rich 
OWL semantics. Notice that our purpose is not to build another OWL reasoner, i.e. 
we do not aim to classifying instances under classes, but rather to infer and material-
ize in advance as much properties for OWL instances as possible under the semantics 
of OWL constructors. In this way we are able to answer deductive queries at run-time 
much faster, since all the implied relationships have been pre-computed. Finally, 
although the host system is restricted by the closed-world assumption, our current 
mapping scheme is able (in most situations) to cope with the open-world semantics of 
OWL, due to our incremental transformation algorithms. 

This paper extends the work first presented in [16] by adding more OWL con-
structs to the mapping scheme. However, the work described in this paper is still work 
in progress. The rest of the paper is organized as follows: Section 2 presents the  
functionality of the system. Section 3 describes the transformation procedure of  
OWL constructors into COOL. Section 4 briefly describes the rule language of  
O-DEVICE. Section 5 presents related work on rule systems on top of ontologies. 
Finally, Section 6 concludes with a summary and potential future work. 
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2   O-DEVICE Functionality 

In this section we describe in details of the O-DEVICE system architecture and func-
tionality (Fig. 1) and the way of each component participates in the data flow. 

 

Fig. 1. Architecture of O-DEVICE 

System components: The system consists of five basic modules. 

i) Rule Program Loader: Accepts from the user the URL of a RuleML file and saves 
it locally. The rule file also contains information about the location of the OWL files, 
the names of the derived classes to be exported as results and the name of the output 
OWL file. The Rule Program Loader scans the rule file and collects the appropriate 
information for later use. The RuleML program is translated into the native 
O-DEVICE rule notation using an XSLT stylesheet. 
ii) OWL Triple Loader: Accepts from the Rule Program Loader the URLs of the 
OWL files that has found from the RuleML document and saves them locally. Fur-
thermore, it uses the ARP Parser [15] to translate the OWL document in the N-Triple 
format and saves them locally too. The triple loader has been implemented as an ex-
tension of the R-DEVICE system [2], which imports RDF Schema ontologies and 
RDF data into CLIPS. 
iii) Deductive Rule Translator: Accepts from the Rule Program Loader the set of 
O-DEVICE rules and translates them into a set of CLIPS production rules. CLIPS 
runs the production rules and generates the objects that constitute the result of the rule 
program. 
iv) OWL Triple Translator: Accepts from the OWL Triple Loader the produced triples 
from the ARP parser and transforms them into classes, properties and objects of 
COOL according to the mapping scheme which is described later. 
v) OWL Extractor: Accepts objects generated (derived) by the production rules and 
exports them to the user as an OWL document. 
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Data flow: The data flow of the system can be considered as a 6-step procedure  
(Fig. 1): the user inputs (step 1) the URL of the RuleML rule file to the Rule Program 
Loader, which downloads it. The Rule Program Loader scans the rule file to target 
the relevant OWL documents and passes theirs URLs to the OWL Triple Loader 
(step 2). It uses the ARP Parser to translate the OWL document in the N-Triple format 
and passes the produced triples to the OWL Triple Translator (step 3) which trans-
forms them into classes, properties and objects of COOL. The O-DEVICE rule pro-
gram (from the translation of the RuleML file) is then forwarded to the Deductive 
Rule Translator (step 4) which translates them into a set of CLIPS production rules. 
After the translation of deductive rules or the loading of the compiled rules, CLIPS 
runs the production rules (step 5) and generates the objects that constitute the result of 
the rule program. The result-objects are exported to the user (step 6) as an OWL 
document through the OWL Extractor. 

3   OWL Constructor Transformation 

The transformation procedure of OWL constructors is a critical task which affects 
both the quality of results and the performance of the system. Careful design must be 
made in order (a) to preserve the open-world OWL semantics by exploiting the avail-
able constructs of COOL, whenever possible, (b) to define incremental, rule-based 
algorithms to emulate some of the semantics that could not be directly mapped to 
COOL and (c) to make the system efficient enough to complete the tasks in a reason-
able amount of time.  

3.1   Basic Transformation Principles 

The mapping scheme of OWL ontologies and data to objects tries to exploit as many 
built-in features of COOL as possible, in order to query and reason about OWL ob-
jects faster. The main features of the mapping scheme are the following: 

Built-in OWL classes: These classes are represented both as classes and as objects, 
instances of the rdfs:Class class. This binary representation is due to the fact that 
COOL does not support meta-classes, so the role of meta-class is played by the in-
stances of rdfs:Class class. 
meta-classes: Meta-classes are needed in order to store certain information about a 
class. So, for example, the OWL class Male (in section 3.2.1) is represented in O-
DEVICE both by a defclass Male construct and a [Male] object that is an in-
stance of the owl:Class class. 

User-defined classes: They follow the same scheme except for the fact that the 
"meta-class" objects are instances of the class owl:Class. Inheritance issues of class 
hierarchies are treated by the class-inheritance mechanism of COOL, for inheriting 
properties from superclasses to subclasses, for including the extensions of subclasses 
to the extensions of the superclasses and for the transitivity of the rdfs:subClassOf 
property. 

OWL data: All OWL data (resources) are represented as COOL objects, direct or 
indirect instances of the owl:Thing class. 
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Properties: Properties are instances of the class owl:DatatypeProperty or 
owl:ObjectProperty. This also includes subclasses of the above classes, such as 
owl:TransitiveProperty. Furthermore, properties are defined as slots (attributes) 
of their domain class(es). The values of properties are stored inside resource objects 
as slot values. OWL properties are multislots, i.e. they store lists of values, because a 
resource can have multiple times the same property attached to it. 

3.2   Preserving OWL Semantics 

O-DEVICE currently handles ontologies in OWL DL, which supports rich expres-
siveness and gives computational guarantees. In the subsections below, we describe 
how the system handles some of the OWL constructors, in order to preserve their 
semantics, giving for each case a short example. A complete list of all transformations 
can be found in [17]. 

3.2.1   Property Restrictions 
Value constraints are declared with the properties owl:allValuesFrom, 
owl:someValuesFrom, owl:hasValue and the cardinality constrains with the 
properties owl:cardinality, owl:minCardinality, owl:maxCardinality.  

Restriction owl:hasValue 
The owl:hasValue constraint is partly implemented using the built-in mechanism of 
COOL for handling default values. We can declare a default value for a slot, making 
all the instances of the class to have by default this value, if a value is not provided 
when creating the instance. The following example describes the class of Male: 
<owl:Class rdf:ID="Male"> 
   <rdfs:subClassOf rdf:resource="#Human"/> 
   <rdfs:subClassOf> 
      <owl:Restriction> 
         <owl:onProperty rdf:resource="#hasGender" /> 
         <owl:hasValue rdf:resource="#male" /> 
      </owl:Restriction> 
   </rdfs:subClassOf> 
</owl:Class> 

Assuming that there is a class named Human with a property hasGender, the 
above example is represented in COOL as follows: 
(defclass example:Male (is-a example:Human gen1) 
   (multislot example:hasGender (type INSTANCE-NAME) 

           (default [example:male])))  

For all instances of class Male that do not have any value for slot exam-
ple:hasGender, the value of property hasGender will be [example:male]. If an 
instance is created that does have a value for that slot, then a check is performed to 
see whether the default value is a member of the multislot, otherwise it is added. Such 
a behaviour is an extension of the simple semantics of the CLIPS default mechanism. 

Restriction owl:cardinality 
Cardinality restrictions are handled directly via the cardinality mechanism of COOL. 
Consider the following example of owl:cardinality property stating that a Human 
has only one biological mother (hasBiologicalMother property): 
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<owl:Class rdf:ID="Human"> 
  <rdfs:subClassOf> 
    <owl:Restriction> 
      <owl:onProperty rdf:resource="#hasBiologicalMother" /> 
      <owl:cardinality rdf:datatype="&xsd;nonNegativeInteger">1     
      </owl:cardinality> 
    </owl:Restriction> 
  </rdfs:subClassOf> 
</owl:Class> 

The representation of class Human in COOL is as follows: 
(defclass example:Human (is-a gen1) 

   (multislot example:hasBiologicalMother 
      (type INSTANCE-NAME)(cardinality 1 1))) 

By this definition, the property hasBiologicalMother can take only one value. 
If more than one values are to be placed in the slot, the system will ignore the others, 
keeping only the first. For owl:maxCardinality and owl:minCardinality we 
follow the same implementation using (cardinality ?VARIABLE <value>) and 
(cardinality <value> ?VARIABLE) respectively. 

3.2.2   Boolean Combination of Classes 
In OWL it is possible to create new classes by combining existing classes through 
Boolean operators. For example, the owl:unionOf property links a class to a list of 
class descriptions and defines the new class extension as those individuals that occur 
in at least one of the class extensions of the class descriptions in the list. We describe 
the use of this property using the following simple example. 
<owl:Class rdf:ID="Fruit"> 
  <owl:unionOf rdf:parseType="Collection"> 
    <owl:Class rdf:about="#SweetFruit" /> 
    <owl:Class rdf:about="#NonSweetFruit" /> 
  </owl:unionOf> 
</owl:Class> 

Union of classes is implemented as a common superclass. O-DEVICE handles the 
above example as follows: 
(defclass example:Fruit (is-a owl:Thing)) 
(defclass example:NonSweetFruit (is-a example:Fruit)) 
(defclass example:SweetFruit (is-a example:Fruit)) 

Notice that if the classes NonSweetFruit and SweetFruit have already been de-
fined, then the OO schema should be re-defined at run-time. This includes backing-
up all instances and definitions of the re-defined class(es), deleting all instances of 
the re-defined class(es), including their subclasses, un-defining the re-defined 
classes (and subclasses) and, finally, re-defining the class(es) and restoring their 
instances. 

3.2.3   Special Properties 
In OWL several special characteristics of properties can be defined such as transi-
tivity, symmetry, etc. For example, when a property P is symmetric then if the pair 
(x,y) is an instance of P, then the pair (y,x) is also an instance of P. Consider the 
example: 
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<owl:Class rdf:ID="Human" /> 
<owl:SymmetricProperty rdf:ID="friendOf"> 
  <rdfs:domain rdf:resource="#Human"/> 
  <rdfs:range  rdf:resource="#Human"/> 
</owl:SymmetricProperty> 

<Human rdf:ID="george"><friendOf rdf:resource="#nick"/></Human> 
<Human rdf:ID="nick" /> 

The above example states that george is friendOf nick but because friendOf 
is symmetric, the system infers that nick is also friendOf george. The corre-
sponding instances in O-DEVICE are: 
[example:nick] of example:Human [example:george] of example:Human 
(uri example:nick) (uri example:george) 
..... ..... 
(example:friendOf [example:george]) (example:friendOf [example:nick]) 

Notice that the materialization of special property characteristics is incremental, i.e. 
their algorithms will be applied to all future individuals. In this way, our mapping 
scheme is compatible to the open-world semantics of OWL. Notice, however, that 
currently our mapping scheme does not handle the existential OWL construct.  

4   The Deductive Rule Language of O-DEVICE 

The deductive rule language of O-DEVICE supports inferencing over OWL instances 
represented as objects and defines materialized views over them, possibly incremen-
tally maintained. The conclusions of deductive rules represent derived classes, i.e. 
classes whose objects are generated by evaluating these rules over the current set of 
objects. Furthermore, the language supports recursion, stratified negation, path ex-
pressions over the objects, generalized path expressions (i.e. path expressions with an 
unknown number of intermediate steps), derived and aggregate attributes ([2], [3], 
[4]). Each deductive rule in O-DEVICE is implemented as a CLIPS production rule 
that inserts a derived object when the condition of the deductive rule is satisfied. 

The following rule retrieves the names of all Woman instances that have a value less 
than 22 in the age property by deriving instances of class young-woman with the 
value ?fname in the fname property: 
(deductiverule young-women 
  (test:Woman (test:age ?x&:(< ?x 22)) (test:fname ?fname)) 
 =>  
  (young-woman (fname ?fname))) 

The above deductive rule refers to the following OWL document: 
<owl:Class rdf:ID="Human" /> 
<owl:Class rdf:ID="Man"> 
   <rdfs:subClassOf rdf:resource="#Human" /> 
</owl:Class> 
<owl:Class rdf:ID="Woman" > 
   <owl:complementOf rdf:resource="#Man" /> 
   <rdfs:subClassOf rdf:resource="#Human" /> 
</owl:Class> 

Assuming that there are two datatype properties in class Human, namely fname 
(string) and age (integer), we can see that the class Woman is complementOf the 
class Man and both classes are subClassOf the class Human. 

The above deductive rule is translated into the following CLIPS production rule: 
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(defrule gen1-gen3  
  (object (name ?gen2) (is-a test:Human & ~test:Man)  
          (test:age ?x&:(< ?x 22)) (test:fname ?fname)) 
 =>  
  (bind ?oid (symbol-to-instance-name (sym-cat young-woman ?fname))) 
  (make-instance ?oid of young-woman (fname ?fname))) 

Notice that the class Woman of the deductive rule is replaced by the "not" connec-
tive constraint ~Man in the is-a constraint of the production rule condition, meaning 
that objects of all but the Man class are retrieved. In this way, we are able to imple-
ment the strong negation of OWL into a production rule environment where the 
closed world assumption holds and only negation-as-failure exists. Of course, the 
answers to the above rule depend on the time the query runs. If further OWL in-
stances are added and the query is re-run, a different answer will be obtained. This 
means that the answer involves only the currently existing instances, i.e. it follows the 
closed-world assumption. However, the non-monotonic semantics of our rule lan-
guage (incremental materialization) compensates for future changes in the knowledge 
base, thus we are able to cope with the open-world semantics of OWL. Furthermore, 
notice that the superclass Human of Woman class is also added in the is-a constraint 
to avoid searching for all completely irrelevant to this taxonomy objects. 

The action-part of the above production rule simply creates the derived object, after 
generating an OID based on the class name and the derived object's property values. 
Maintainable deductive rules have a more complex translation. 

The semantics of CLIPS production rules are the usual production rule semantics: 
rules whose condition is successfully matched against the current data are triggered 
and placed in the conflict set. The conflict resolution mechanism selects a single rule 
for firing its action, which may alter the data. In subsequent cycles, new rules may be 
triggered or un-triggered based on the data modifications. The criteria for selecting 
rules for the conflict set may be priority-based or heuristically based. Rule condition 
matching is performed incrementally, through the RETE algorithm. 

5   Related Work 

A lot of effort has been made to develop rule engines for reasoning on top of OWL 
ontologies. SweetJess [12] is an implementation of a defeasible reasoning system 
(situated courteous logic programs) based on Jess that integrates well with RuleML. 
However, SweetJess rules can only express reasoning over ontologies expressed in 
DAMLRuleML (a DAML-OIL like syntax of RuleML) and not on arbitrary OWL 
data. Furthermore, SweetJess is restricted to simple terms (variables and atoms). 

SweetProlog [14] is a system for translating rules into Prolog. This is achieved via 
a translation of OWL ontologies and rules expressed in OWLRuleML into a set of 
facts and rules in Prolog. It makes use of three languages: Prolog as a rule engine, 
OWL as an ontology and OWLRuleML as a rule language. It enables reasoning 
(through backward chaining) over OWL ontologies by rules via a translation of OWL 
subsets into simple Prolog predicates which a JIProlog engine can handle. There are 
five principle functions that characterize SweetProlog: a) translation of OWL and 
OWLRuleML ontologies into RDF triples, b) translation of OWL assertions into 
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Prolog, c) translation of OWLRuleML rules into CLP, d) transformation of CLP rules 
into Prolog and e) interrogation of the output logic programs. 

DR-Prolog [7] is a Prolog-based system for defeasible reasoning on the Web. The 
system is a) syntactically compatible with RuleML, b) features strict and defeasible 
rules, priorities and two kinds of negation, c) is based on a translation to logic pro-
gramming with declarative semantics, and d) can reason with rules, RDF, RDF 
Schema and part of OWL ontologies. It supports monotonic and non-monotonic rules, 
open and closed world assumption and reasoning with inconsistencies. 

SWRL [13] is a rule language based on a combination of OWL with the 
Unary/Binary Datalog sublanguages of RuleML. SWRL enables Horn-like rules to be 
combined with an OWL knowledge base. Negation is not explicitly supported by the 
SWRL language, but only indirectly through OWL DL (e.g. class complements). Its 
main purpose is to provide a formal meaning of OWL ontologies and extend OWL 
DL. There is a concrete implementation of SWRL, called Hoolet. Hoolet translates 
the ontology to a collection of axioms (based on the OWL semantics) which is then 
given to a first order prover for consistency checking. Hoolet has been extended to 
handle rules through the addition of a parser for an RDF rule syntax and an extension 
of the translator to handle rules, based on the semantics of SWRL rules. 

SWSL [5] is a logic-based language for specifying formal characterizations of Web 
services concepts and descriptions of individual services. It includes two sublan-
guages: SWSL-FOL and SWSL-Rules. The latter is a rule-based sublanguage, which 
can be used both as a specification and an implementation language. It is designed to 
provide support for a variety of tasks that range from service profile specification to 
service discovery, contracting and policy specification. It is a layered language and its 
core consists of the pure Horn subset of SWSL-Rules. 

WRL [1] is a rule-based ontology language for the Semantic Web. It is derived 
from the ontology component of the Web Service Modeling Language WSML. The 
language is located in the Semantic Web stack next to the Description Logic based 
Ontology language OWL. WRL consists of three variants, namely Core, Flight and 
Full. WRL-Core marks the common core between OWL and WRL and is thus the 
basic interoperability layer with OWL. WRL-Flight is based on the Datalog subset of 
F-Logic, with negation-as-failure under the Perfect Model Semantics. WRL-Full is 
based on full Horn with negation-as-failure under the Well-Founded Semantics. 

ROWL [11] system enables users to frame rules in RDF/XML syntax using ontol-
ogy in OWL. Using XSLT stylesheets, the rules in RDF/XML are transformed into 
forward-chaining rules in JESS. Further stylesheets transform ontology and instance 
files into Jess unordered facts that represent triplets. The file with facts and rules are 
then fed to JESS which enables inferencing and rule invocation. 

F-OWL [9] is an ontology inference engine for OWL, which is implemented using 
Flora-2, an object-oriented knowledge base language and application development 
platform that translates a unified language of F-logic, HiLog, and Transaction Logic 
into the XSB deductive engine. Key features of F-OWL include the ability to reason 
with the OWL ontology model, the ability to support knowledge consistency checking 
using axiomatic rules defined in Flora-2, and an open application programming inter-
face (API) for Java application integrations. 
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6   Conclusions and Future Work 

In this paper we have presented O-DEVICE, a deductive object-oriented knowledge 
base system for reasoning over OWL documents. O-DEVICE imports OWL docu-
ments into the CLIPS production rule system by transforming OWL ontologies into 
an object-oriented schema and OWL instances into objects. In this way, when access-
ing multiple properties of a single OWL instance, few joins are required. The system 
also features a powerful deductive rule language which supports inferencing over the 
transformed OWL descriptions. The transformation scheme of OWL to COOL objects 
is partly based on the underlying COOL object model and partly on the compilation 
scheme of the deductive rule language. One of the purposes of the transformation is to 
infer and materialize in advance as much properties for OWL instances as possible 
under the rich semantics of OWL constructors. In this way we are able to answer 
deductive queries at run-time much faster, since all the implied relationships have 
been pre-computed. 

Certain features of the descriptive semantics of OWL are still under development. 
For example, inverse functional properties are currently not handled at all, whereas 
they should be handled similarly to key properties, as in databases. Furthermore, 
when two objects have the same value for an inverse functional property it should be 
concluded that they stand for the same object. Finally, the existential restriction has 
not also been implemented.  

All these interpretations of OWL constructs are currently being implemented by 
appropriately extending the OWL Triple Translator (Fig. 1) with production rules that 
assert extra triples, which are further treated by the translator. Notice that asserting 
new properties to an already imported ontology might call for object and/or class re-
definitions, which are efficiently handled by the core triple translator of R-DEVICE 
[2]. Therefore, the triple translator is non-monotonic, and so is the rule language, 
since it supports stratified negation as failure and incrementally maintained material-
ized views. The non-monotonic nature of our transformation algorithms is a key to 
overcome the closed-world nature of the host system and allows us to emulate OWL's 
open-world semantics. 

In the future we plan to deploy the reasoning system as a Web Service and to im-
plement a Semantic Web Service composition system using OWL-S service descrip-
tions and user-defined service composition rules. 
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Abstract. The extraction of information from a source containing term-
classified objects is plagued with uncertainty, due, among other things,
to the possible incompleteness of the source index. To overcome this in-
completeness, the study proposes to expand the index of the source, in a
way that is as reasonable as possible with respect to the original classi-
fication of objects. By equating reasonableness with logical implication,
the sought expansion turns out to be an explanation of the index, cap-
tured by abduction. We study the general problem of query evaluation
on the extended information source, providing a polynomial time algo-
rithm which tackles the general case, in which no hypothesis is made on
the structure of the taxonomy. We then specialize the algorithm for two
well-know structures: DAGs and trees, showing that each specialization
results in a more efficient query evaluation.

1 Introduction

The extraction of information from an information source (hereafter, IS) con-
taining term-classified objects is plagued with uncertainty. From the one hand,
the indexing of objects, that is the assignment of a set of terms to each object,
presents many difficulties, whether it is performed manually by some expert or
automatically by a computer programme. In the former case, subjectivity may
play a negative role (e.g. see [4]); in the latter case, automatic classification
methods may at best produce approximations. On the other hand, the query
formulation process, being linguistic in nature, would require perfect attuning
of the system and the user language, an assumption that simply does not hold
in open settings such as the Web.

A collection of textual documents accessed by users via natural language
queries is clearly a kind of IS, where documents play the role of objects and
words play the role of terms. In this context, the above mentioned uncertainty is
typically dealt with in a quantitative way, i.e. by means of numerical methods:
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in a document index, each term is assigned a weight, expressing the extent to
which the document is deemed to be about the term. The same treatment is
applied to each user query, producing an index of the query which is a formal
representation of the user information need of the same kind as that of each
document. Document and query term indexes are then matched against each
other in order to estimate the relevance of the document to a query (e.g. see [1]).

In the present study, we take a different approach, and deal with uncertainty
in a qualitative way. We view an IS as an agent, operating according to an open
world philosophy. The agent knows some facts, but it does not interpret these
facts as the only ones that hold; the agent is somewhat aware that there could be
other facts, compatible with the known ones, that might hold as well, although
they are not captured for lack of knowledge. These facts are, indeed, possibilities.
One way of defining precisely in logical terms the notion of possibility, is to
equate it with the notion of explanation. That is, the set of terms associated to
an object is viewed as a manifestation of a phenomenon, the indexing process,
for which we wish to find an explanation, justifying why the index itself has come
to be the way it is. In logic, the reasoning required to infer explanations from
given theory and observations, is known as abduction. We will therefore resort to
abduction in order to define precisely the possibilities that we want our system
to be able to handle. In particular, we will define an operation that extends an IS
by adding to it a set (term, object) pairs capturing the sought possibilities, and
then study the property of this operation from a mathematical point of view.
The introduced operation can be used also for ordering query answers using a
possibility-based measure of relevance.

2 Information Sources

Definition 1. An information source (IS) S is a pair S = (O, U) where (a) O,
the taxonomy, is a pair O = (T, K) where T is a finite set of symbols, called the
terms of the taxonomy, and K is a finite set of conditionals on T, i.e. formulas
of the form p → q where p and q are different terms of the taxonomy; (b) U is
a structure on O, that is a pair U = (Obj, I) where Obj is a countable set of
objects, called the domain of the structure, and I is a finite relation from T to
Obj, that is I ⊆ T ×Obj. K is called the knowledge base of the taxonomy, while
I is called the interpretation of the structure.

As customary, we will sometimes write I(t) to denote the set I(t) = {o ∈
Obj | (t, o) ∈ I}, which we call the extension of term t. Dually, given an object
o ∈ Obj, the index of o in S, indS(o), is given by the set of terms which have o
in their extension: indS(o) = {t ∈ T | (t, o) ∈ I}. Finally, the context of o in S,
CS(o), is defined as: CS(o) = indS(o) ∪K. For any object o, CS(o) consists of
terms and simple conditionals that collectively form all the knowledge about o
that S has.

Example 1. Throughout the paper, we will use as an example the IS S =
((T, K), (Obj, I)) given in the righthand side of Figure 1. The lefthand side of
the Figure graphically illustrates the taxonomy of S.
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T = {a, b, c, d, e, f, g, w, x, y, z}
K = {c → y, x → y, x → z, d → x, d → e, e → z,

e → g, e → f, f → e, a → w, a → b, b → a}
Obj = {1}
I = {(x, 1), (w, 1)}

Fig. 1. An information source

We focus on ISs which satisfy an intuitive minimality criterion, to introduce
which a few basic notions from propositional logic are now recalled [3]. Given a
set of propositional variables P, a truth assignment for P is a function mapping
P to the true and false truth values, respectively denoted by T and F. A truth
assignment V satisfies a sentence σ of the propositional calculus (PC), V |= σ,
if σ is true in V, according to the classical truth valuation rules of PC. A set of
sentences Σ logically implies the sentence α, Σ |= α, iff every truth assignment
which satisfies every sentence in Σ also satisfies α.

The instance set of an object o in an IS S, denoted as NS(o), is the set of terms
that are logically implied by the context of o in S : NS(o) = {t ∈ T | CS(o) |=
t}. For each term t in NS(o), we will say that o is an instance of t. Clearly,
indS(o) ⊆ NS(o), therefore o is an instance of each term in indS(o).

Definition 2. The index of object o in IS S, indS(o), is non-redundant iff

A ⊂ indS(o) implies {v ∈ T | A ∪K |= v} ⊂ NS(o).

An IS is non-redundant if all its indices are non-redundant.
In practice, the index of an object is non-redundant if no term in it can

be removed without loss of information. It can be easily verified that the IS
introduced in the previous example is non-redundant. From now on, we will
consider “IS” as a synonym of “non-redundant IS”.

Definition 3. Given a taxonomy O = (T, K), the query language for O, LO,
is defined by the following grammar, where t is a term in T :

q ::= t | q ∧ q′ | q ∨ q′ | ¬q | (q)

Any expression in LO is termed a query. Given an IS S = (O, U), for every
object o ∈ Obj, the truth model of o in S, Vo,S , is the truth assignment for T
defined as follows, for each term t ∈ T :

Vo,S(t) =
{

T if CS(o) |= t
F otherwise

Given a query ϕ in LO, the answer of ϕ in S is the set of objects whose truth
model satisfies the query:

ans(ϕ, S) = {o ∈ Obj | Vo,S |= ϕ}.
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In the Boolean model of information retrieval, a document is returned in
response to a query if the index of the document satisfies the query. Thus, the
above definition extends Boolean retrieval by considering also the knowledge
base in the retrieval process.

Query evaluation requires the computation of the truth model of each object
o, which in turn requires deciding whether each query term is logically implied
by the object context CS(o). Computing propositional logical implication is in
general a difficult task. However, the specific form of the propositional theories
considered in this study, makes this computation much simpler, as the remainder
of this Section shows. In order to devise an efficient query evaluation procedure,
we will resort to graph theoretic concepts.

The term graph of a taxonomy O is the directed graph GO = (T, E), such
that (t, t′) ∈ E iff t → t′ is in K. Figure 1 shows indeed the term graph of the
example IS. For simplicity, we will use “term” also to refer to a vertex of the
term graph. The tail of a term t in GO, tail(t), is the set of terms that can be
reached from t by walking the graph edges backward, that is:

tail(t) = {u ∈ T | there exists a path from u to t in GO}

Proposition 1. For all ISs S and queries ϕ ∈ LO, ans(ϕ, S) = αS(ϕ), where
αS is the solver of the IS S, defined as follows:

αS(t) =
⋃
{I(u) | u ∈ tail(t)}

αS(q ∧ q′) = αS(q) ∩ αS(q′)
αS(q ∨ q′) = αS(q) ∪ αS(q′)

αS(¬q) = Obj \ αS(q)

The proof of the Proposition relies on structural induction on the query language
and on the following Lemma: Given an IS S, a set of terms A ⊆ T and a term
t ∈ T, A ∪K |= t iff there is a path in GO from a letter in A to t.

Example 2. In the IS previously introduced, the term z can be reached in
the term graph by each of the following terms: z, x, d, e, f. Hence, tail(z) =
{z, x, d, e, f}. According to the last Proposition, then: ans(z, S) = αS(z) =
I(z) ∪ I(x) ∪ I(d) ∪ I(e) ∪ I(f) = {1}.
As a consequence of the last Proposition, we have that αS(t) can be computed
in O(|T | · |Obj| · log |Obj|) time. Indeed, computing αS(t) requires the following
steps: (a) to derive tail(t) by searching the term graph in order to identify every
vertex that is backward reachable from t; (b) to access the extension of each
term in tail(t); and (c) to compute the union of the involved extensions. The
time complexity of step (a) is |T |2, corresponding to the case in which every
term is backward reachable from t in the term graph. We assume that step (b)
can be performed in constant time, which is negligible with respect to the other
values at stake. Let us now consider step (c). By adopting a merge-sort strategy,
the union between two extensions can be performed in n log n time in the size of
the input. Since in the worst case the union of |T | extensions must be computed,
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and each extension is the whole set Obj, we have a O(|T | · |Obj| · log |Obj|) time
complexity for step (c). Overall, the upper bound for evaluating single-term
queries is therefore O(|T |2 + |T | · |Obj| · log |Obj|). Since the size of the domain
is expected to be significantly larger than the size of the terminology, the sought
upper bound for singles-term queries evaluation is O(|T | · |Obj| · log |Obj|).

3 Extended Information Sources

Let us suppose that a user has issued a query against an IS and is not satis-
fied with the answer, as the answer does not contain objects that are relevant
to the user information need. Further, let us assume that the user is not will-
ing to replace the current query with another one, for instance because of lack
of knowledge on the available language or taxonomy. In this type of situation,
database systems offer practically no support, as they are based on the assump-
tion that users can always articulate their information need in the form of a
query. In an information retrieval setting a user in the above described situation
could use relevance feedback to pinpoint interesting (relevant) or uninteresting
objects among those returned by the system, and ask the system to re-evaluate
the query taking into account this information; but what if all the displayed
objects are not relevant? In all these, and probably other, cases, the index of
the IS suffers from incompleteness: it contains correct information, but at least
in some cases not all the correct information. In other words, there are other
facts, compatible with the known ones, which hold as well, although they are
not captured for lack of knowledge.

To overcome this lack of knowledge, the idea is to relax the index, by expand-
ing it, in a way that is as reasonable as possible with respect to the original
classification of objects. But what could be a reasonable expansion? By reason-
able expansion we mean a logically grounded expansion, that is an expansion
that logically implies the index as it has been created in the first place. Then,
the expansion we are talking about is in fact a logical explanation of the index.
The most general form of explanation in logic is abduction, seen as the generation
of causes to explain the observed effects of known laws. In our case, the known
laws are the sentences of the IS knowledge base, the observed effects are contents
of the index, while the cause is the sought index expansion. We will therefore
resort to abduction in order to define precisely the expansion that would address
the incompleteness of the index.

3.1 Propositional Abduction Problems

The model of abduction that we adopt is the one presented in [2]. Let LV be the
language of propositional logic over a finite alphabet V of propositional variables.
A propositional abduction problem is a tuple A = 〈V, H, M, Th〉, where H ⊆ V is
the set of hypotheses, M ⊆ V is the manifestation, and Th ⊆ LV is a consistent
theory. S ⊆ H is a solution (or explanation) for A iff Th ∪ S is consistent and
Th∪ S |= M. Sol(A) denotes the set of the solutions to A. In the context of an
IS S, we will consider each object separately. Thus,
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– the terms in T play both the role of the propositional variables V and of
the hypotheses H, as there is no reason to exclude apriori any term from an
explanation;

– the knowledge base K plays the role of the theory Th;
– the role of manifestation is played by the index of the object.

Definition 4. Given an IS S = (O, U) and object o ∈ Obj, the propositional
abduction problem for o in S, AS(o), is the propositional abduction problem
AS(o) = 〈T, T, indS(o), K〉.

The solutions to AS(o) are given by:

Sol(AS(o)) = {A ⊆ T | K ∪A |= indS(o)}

where the consistency requirement on K ∪ A has been omitted since for no
knowledge base K and set of terms A, K ∪ A can be inconsistent. Usually,
certain explanations are preferable to others, a fact that is formalized in [2] by
defining a preference relation � over Sol(A). Letting a ≺ b stand for a � b and
b 
� a, the set of preferred solutions is given by:

Sol�(A) = {S ∈ Sol(A) | 
 ∃S′ ∈ Sol(A) : S′ ≺ S}.

Also in the present context a preference relation is desirable, satisfying crite-
ria that reflect the goals of our framework. Here are these criteria, in order of
decreasing importance:

1. explanations including only terms in the manifestation are less preferable,
as they do not provide any additional information;

2. explanations altering the behavior of the IS to a minimal extent are prefer-
able; this requirement acts in the opposite direction of the previous one,
by making preferable solutions that, if incorporated in the IS, minimize the
differences in behavior between the so extended IS and the original one;

3. between two explanations that alter the behavior of the IS equally, the sim-
pler one is to be preferred. As explanations are sets, it is natural to equate
simplicity with smallness in size.

All the above criteria can be expressed in terms of the effects produced by the
extension of an IS, which we term “perturbation”.

Definition 5. Given an IS S = (O, U), an object o ∈ Obj and a set of terms
A ⊆ T, the perturbation of A on S with respect to o, perto(A) is given by:

perto(A) = {t ∈ T | (CS(o) ∪A) |= t and CS(o) 
|= t}

that is the set of additional terms in the instance set of o once the index of o is
extended with the terms in A.

We can now define the preference relation over solutions of the above stated
abduction problem.

Definition 6. Given an IS S = (O, U), an object o ∈ Obj and two solutions
A and A′ to the problem AS(o), A � A′ if either of the following holds:
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1. perto(A′) = ∅
2. 0 < |perto(A)| < |perto(A′)|
3. 0 < |perto(A)| = |perto(A′)| and A ⊆ A′.

The strict correspondence between the clauses in the last Definition and the
criteria previously set for the preference relation should be evident. Solutions
having an empty perturbation are obviously subsets of the instance set of the
object, therefore the first condition of the last Definition captures the first of
the three criteria. The second condition establishes preference for solutions that
minimize the number of terms that change their truth value from F to T in
the truth model of the object, and thus alter the behavior of the IS with respect
to query answering to a minimal extent. Between two solutions producing the
same alteration, the third condition makes preferable the smaller in size, and so
simplicity, criterion number three, is implemented.

We now introduce the notion of extension of an IS. The idea is that an ex-
tended IS (EIS for short) includes, for each object, the terms of the original index
plus those added through the abduction process illustrated above. However, in
so doing, non-redundancy may be compromised, since no constraint is posed on
the solutions of the abduction problem in order to avoid it. There can be two
sources of redundancy when extending a non-redundant index with the solutions
to an abduction problem: (1) a solution to an abduction problem may contain
taxonomical cycles, and including a whole cycle in the index of an object clearly
violates non-redundancy (all terms in the cycle but one can be removed without
losing information); and (2) a term in a solution may be a direct descendant of a
term in the index. The coexistence of these two terms in the new index violates
redundancy, thus the latter can be added only if the former is removed. In order
to cope with the former problem, we introduce the operator ρ, which takes as
input a set of terms and replaces each cycle occurring in it by any term in the
cycle. In order to cope with the latter problem, we introduce a special union
operator � which takes as input two interpretations and adds each pair (t, o)
of the second interpretation to the first interpretation after removing any pair
(u, o) in the first interpretation such that t→ u ∈ K. Formally,

I1 � I2 = I2 ∪ {(t, o) ∈ I1 | for no pair (v, o) ∈ I2, v → t ∈ K}.

Definition 7. Given an IS S = (O, U) and an object o ∈ Obj, the abduced
index of o, abindS(o), is given by:

abindS(o) =
⋃

Sol�(AS(o)) \ indS(o).

The abduced interpretation of S, I+, is given by

I+ = I � {〈t, o〉 | o ∈ Obj and t ∈ ρ(abindS(o))}.

Finally, the extended IS, Se, is given by Se = (O, Ue) where Ue = (Obj, I+).
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3.2 Querying Extended Information Sources

A key role in solving propositional abduction problems is played by single-letter
solutions (SLSs). Given an IS S, an object o and a term t ∈ T \ NS(o), the
single-letter solution of t is the set μ(t) given by:

μ(t) = {t} ∪ (indS(o) \ σ(t))

where σ(t) = {u ∈ T | there is a path in GO from t to u}. It can be proven that,
for any IS S, object o ∈ Obj and term t ∈ T, μ(t) is a solution to AS(o) whose
perturbation is given by perto(μ(t)) = σ(t) \NS(o). Moreover, if t 
∈ NS(o), μ(t)
has the smallest perturbation among the solutions to AS(o) including t.

Example 3. Let us consider again the IS S introduced in Example 1, and the
problem AS(1). The manifestation is given by indS(1) = {w, x} while NS(1) =
{x, y, z, w}. Table 1 gives, for each term in T \NS(1), the σ value, the single-letter
solution and its perturbation.

We can now state the main result on query answering in EIS.

Table 1. The single-letter solutions of AS(1) and their perturbations

t σ(t) μ(t) perto(μ(t))
a {w, a, b} {a, x} {a, b}
b {w, a, b} {b, x} {a, b}
c {c, y} {c, x, w} {c}
d {d, x, y, z, e, f, g} {d, w} {d, e, f, g}
e {e, f, z, g} {e, x, w} {e, f, g}
f {f, e, z, g} {f, x, w} {e, f, g}
g {g} {g, x, w} {g}

Proposition 2. For all ISs S and terms t ∈ T, ans(t, Se) = αSe(t) = αS(t) ∪
β(t), where

β(t) = {o ∈ Obj | t ∈ abindS(o)}.
By unfolding the relevant definitions, we have that ans(t, Se) = {o ∈ Obj
| indS(o) ∪ K |= t} ∪ {o ∈ Obj | abindS(o) ∪ K |= t} = αS(t) ∪ {o ∈
Obj | abindS(o) ∪ K |= t}. As it can be proven, the second term of the last
union operation is given by:

αS(t) ∪ {o ∈ Obj | t ∈ abindS(o)},

and the Proposition obtains. In turn, the set abindS(o) is derived, based on the
above stated properties of SLSs, as follows:

Proposition 3. Given an IS S and an object o ∈ Obj, let do be the least
positive perturbation of the solutions to AS(o), that is:

do = min{|perto(A)| | A ∈ Sol(AS(o)) and perto(A) > 0}.

Then, abinds(o) = {t ∈ T \NS(o) | |σ(t) \NS(o)| = do}.
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Example 4. Let us consider again the problem AS(1) of the last Example.
From Table 1 and the last Proposition, it follows that abindS(1) = {c, g} and
that I+ = I ∪ {(c, 1), (g, 1)}.

Proposition 3 suggests the following algorithm for computing β(t) : for each
object o ∈ Obj, select the letters u in T \ NS(o) that minimize the size of
σ(u) \ NS(o). If t is amongst these letters, o ∈ β(t), otherwise o 
∈ β(t). This
allows us to establish that αSe(t) can be computed in O(|T | · |Obj|2 · log |Obj|)
time (the proof is omitted for reasons of space). It follows that query evaluation
on EISs worsens complexity by a factor equals to the size of the domain, and
is consistent with the complexity results derived from propositional abduction
problems [2].

4 Special Information Sources

We conclude this study by applying the ideas developed so far to two special
classes of ISs, corresponding to two special structures of the taxonomy. The first
class consists of the ISs whose term graphs are directed acyclic graphs (DAGs)
with a maximal element 	. We call these ISs “hierarchical”. Indeed, hierarchi-
cal taxonomies are common in object-oriented models, where subsumption is a
partial ordering relation amongst classes and maximal elements are introduced
in order to tie classes up, thus making each class reachable from the top. The
second class includes a special case of the first, that is term graphs that are
rooted trees. This kind of taxonomies are common in catalogs, directories and
information retrieval systems on the Web.

Proposition 4. Let a hierarchical information source (HIS) be an IS whose
term graph is a DAG with a greatest element 	. Then, for all HISs S and terms
t ∈ T, t 
= 	, ans(t, Se) = ∩ {αS(u) | t→ u ∈ K}.

Accordingly, an object o is in the result of query t against the EIS Se just
in case it is an instance of all the immediate generalizations of t in S. Indeed,
if o were an instance of t, it would, as a consequence, be an instance of all t’s
generalizations, thus the explanation of the current index offered by the system
is the most reasonable one can conceive. As a result, the behavior of the query
mechanism turns out to be compliant with intuition. Notice that asking the
query 	 on the extended IS, a case not dealt with by the last Proposition, does
not make much sense, since already ans(	, S) = Obj.

Example 5. Let us consider the HIS S having as taxonomy the one shown in
Figure 2, where the index of the only object 1 consists of the terms Miniatures
and MovingPictureCams. The problem AS(1) has two minimal solutions, given
by μ(Reflex) and μ(UnderwaterDevices). Thus, object 1 should be returned in
response to the query Reflex on Se, and in fact ans(Reflex, Se) is given by:

∩ {αS(u) | Reflex→ u ∈ K} = αS(StillCams)
= I(StillCams) ∪ I(Miniatures) ∪ I(Reflex) = {1}
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Fig. 2. A hierarchical information source

Letting P stand for Se and consideringAP (1), 1 should be included in the answer
to the query UnderwaterMovingCams on P e. Indeed,

ans(UnderwaterMovingCams, P e) = ∩ {αP (u) | UnderwaterMovingCams → u ∈ K}
= αP (MovingPictureCams) ∩ αP (UnderwaterDevices) = {1}

since 1 is an instance of MovingPictureCams in S and has become an instance
of UnderwaterDevices in P.

From a complexity point of view, the Proposition permits to compute an upper
bound on the evaluation of queries on an extended HIS. Specifically, it can be
proved that αSe(t), where S is a HIS, can be computed in O(|T |2 ·|Obj|·log |Obj|)
time. Table 2 summarizes the complexity results obtained for query evaluation
on the classes of IS examined in this study. The last result indicates that the
evaluation of queries on extended HISs is worse than that on ISs by a factor
proportional to the size of the terminology. This is a significant improvement
over the general case, where the factor is proportional to the size of the domain
(Proposition 0). This difference reflects the fact that in the general case, αSe(t)
must be computed in an object-based (or class-based) fashion, i.e. by considering
one object (class) at a time, while the evaluation of αSe(t) on a HIS proceeds in a
term-based fashion, i.e. by considering the terms that are immediate successors
of t in the term graph. This also simplifies the implementation, as it avoids to
compute and keep track of classes.

Table 2. Summary of complexity results for query evaluation

IS type Complexity
Simple O(|T | · |Obj| · log |Obj|)

Extended O(|T | · |Obj|2 · log |Obj|)
Extended Hierarchical O(|T |2 · |Obj| · log |Obj|)

Extended Tree O(|T | · |Obj| · log |Obj|)

Proposition 5. Let a tree information source (TIS) be an IS whose term graph
is a rooted tree with root 	. Then, for all TISs S and terms t ∈ T, t 
= 	,

ans(t, Se) = {αS(u) | t→ u ∈ K}.
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Proof: A TIS is a HIS in which every term different from 	 has exactly one
immediate successor in the term graph.

The complexity of query evaluation on extended TISs is clearly the same as
that on ISs.

5 Ranked Answers

The abduction framework described can be also exploited for obtaining ordered
answers. In order to illustrate how, let us use a superscript to indicate the it-
eration at which an IS is generated, that is, S = S0, Se = S1, (Se)e = S2

and so on. Moreover, let N be the iteration at which the fixed point is reached,
i.e. SN−1 ⊂ SN = SN+1 = SN+2 = . . . . The set of objects that the user will
get in response to a query ϕ on the extensions of the IS S, is given by:

answerS(ϕ) =
N⋃

i=0

αSi(ϕ)

We can give all of these objects to the user as a response to the query ϕ on S,
ordered according to the iteration at which each object would start appearing in
the answer. In particular, we can define the rank of an object o ∈ answerS(ϕ),
denoted by rankS(o, ϕ), as follows:

rankS(o, ϕ) = min{ k | o ∈ αSk(ϕ)}

The answer that will be returned by ϕ on S, the ranked answer, is an ordering
of sets, i.e. the ordering:

rans(ϕ, S) = 〈{o | rankS(o, ϕ) = 1}, . . . , {o | rankS(o, ϕ) = N}〉

For example, consider the hierarchical IS presented in Figure 2, where the exten-
sion of each term is shown on the right of the term (i.e., I(MovingPictureCams)
= {2, 3}). Let suppose that ϕ = UMC. In this case we have: αS0(UMC)
= ∅, αS1(UMC) = {3}, αS2(UMC){1, 2, 3}. So the ranked answer to UMC is
rans(UMC, S) = 〈{3}, {1, 2}〉.

6 Conclusions

Indexing accuracy and consistency are difficult to maintain. To alleviate this
problem we have proposed a mechanism which allows liberating the index of
a source in a gradual manner. This mechanism is governed by the notion of
explanation, logically captured by abduction.

The proposed method can be implemented as an answer enlargement1 process
where the user is not required to give additional input, but from expressing
his/her desire for more objects. The introduced framework can be also applied
for ranking the objects of an answer according to an explanation-based measure
of relevance.
1 If the query contains negation then the answer can be reduced.
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Abstract. The article presents in detail a model for the assessment of feature 
weight values in context of inductive machine learning. Weight assessment is 
done based on learned knowledge and can not be used to assess feature values 
prior to learning. The model is based on Ackoff’s theory of behavioral 
communication. The model is also used to assess rule value importance. We 
present model heuristics and present a simple application based on the “play” 
vs. “not play” golf application. Implications about decision making modeling 
are discussed. 

1   Introduction 

Often the user of an inductive machine learning (IML) output may wonder about the 
value importance that learning output implies. Importance may of course be the 
output itself (such as rules) or in the features IML relied on to generate knowledge. In 
credit risk assessment the system learns rules [1] yet a user may be interested about 
the significance of each feature that the system used to generate rules. Such inquiring 
may also arise in other applications.  

The article presents a methodology leading to the assessment of value of features, 
which are used to represent concepts during IML. IML is supervised learning and is 
based on a set of training examples, or instances, each of which is known to represent 
a concept class.  

An overview of the instance space on which learning is based is shown in Table 1. 
There are L  training instances, each of which is represented by a set of features 

Mff ,,1 , Each instance is known to belong to a class nC  where Nn ,...,1= . Each 

feature if  takes values from a domain of values, which may be numeric, symbolic, or 

binary. 
A simple illustration of the learning model presented in Table 1 is provided in 

Table 2 – illustration is taken from [2]. The simple learning example includes 14 
training instances, which are divided in two classes P (for play golf) and N (for not 
play golf). There are 4 features: (1) outlook, with values sunny, overcast, and rain, (2) 
temperature, with values cool, mild and hot, (3) humidity with values high and 
normal, and (4) windy with values true and false. The example is used to facilitate 
presentation of the subject matter and it is used throughout the article. 
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Table 1. Representation of training instances in IBL. The last column lists the class to which 
every training example belongs to. Of course training examples must belong to at least two 
different classes. 

 1f  2f   Mf  Class 

1E  [ ]valuef =1  [ ]valuef =2  … [ ]valuefM =  nC  

      

LE  [ ]valuef =1  [ ]valuef =2  … [ ]valuefM =  nC  

Table 2. A small IML from instances example. There exist 14 training instances; however, 10 
instances are ommited to save space. The full dataset may be found in [2]. 

Instance Features Class 
 Outlook  

( 1f ) 
Temperature 

( 2f ) 
Humidity 

( 3f ) 
Windy 

( 4f ) 
 

1E  sunny hot high false N 
2E  sunny hot high true N 
3E  overcast hot high false P 

… … … … … …  
14E  rain mild high true N 

Learning is based on instances )...1(  , LlEl =  and leads to the generation of 

knowledge space Λ  which may be seen as the union of identifiable knowledge pieces 
 K)..., 1,(k =kλ namely:

k
kλ  =Λ . Knowledge pieces may take the form of IF … 

THEN rules. Even if knowledge pieces are not expressed in rules they can be readily 
transformed to rule format representation, for instance during decision tree based 
learning [2] the conjunction of feature value sets along branch transversal leading to 
class identification may be readily formulated in rule format. However, none of the 
supervised learning systems or methods provides explicit support in feature 
importance value assessment. Feature importance is implicitly deduced based on the 
learned kλ .  

In this article we present a formal methodology that addresses feature value 
importance assessment based on knowledge learned through learning and irrespective 
of specifics of the method or system used for learning. The proposed methodology 

estimates the weight value iw  of each feature if  ),...,2,1( Mi = after learning has 

been completed. Weight values should satisfy the condition: 1
1

=
=

M

i

iw . Feature weight 

value assessment is based on the level of involvement of the respective feature in kλ  

formation. This means that each iw  is calculated by summing up over kλ , namely: 

== K

k
iki ww

1
, where ikw  measures the contribution of if  in kλ  formation. A 
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schematic overview of ikw  and iw  assessment is provided in Table 3. For example, a 

rule learning system such as SEE5 (see http://www.rulequest.com/see5-info.html) 
applied on the simple instance data set presented in Table 2 would yield the rules, 
which are summarized in Figure 1. Each rule represents a piece of knowledge kλ . A 
summary of all rules is included in Figure 1. Correspondingly, weight value 
assessment for the five rules shown in Figure 1 would be based on the specific 
instantiation of Table 3, which is presented in Table 4. 

Table 3. Framework for feature weight value assessment. Feature weight value is assessed by 
taking into account the weight each feature receives via its participation in individual rule 
formation. 

 λ1 λ2 … λK 
Overall feature 
 weight value 

1f  11w  12w  … Kw1  

2f  21w  22w  … Kw2  

3f  31w  32w  … Kw3  

     

Mf  1Mw  2Mw  … MKw  

== K

k
iki ww

1
 

 
 

1: If Outlook = sunny AND Humidity = high Then N 
2: If Outlook = sunny AND Humidity = normal Then P 
3: If Outlook = overcast THEN P 
4: If Outlook = rain AND windy = true THEN N 
5: If Outlook = rain AND windy = false THEN P 

 

Fig. 1. Simple learning output based on the application of SEE on the dataset summarized in 
Table 2 

We base ikw  assessment on a modified heuristic from Ackoff’s behavioral theory 

of communication [3]. In doing so we view learning as a knowledge broadcasting 
system, which is in a purposeful state. Purposefulness means that choice is available 
and the system is capable of choice and choice relates to selection of if  in kλ  

formation. Modified of Ackoff’s heuristic is based on adjustment according to prize 
award modeling that captures feature involvement in rules formation. 

The significance of features in a post-learning context is invaluable in some 
domains. For instance, a manager may inquiry into the relative weight of criteria. A 
medical doctor may have a similar inquiry, and so on.  

We organize our presentation in the sections that follow. First, we overview 
Ackoff’s behavioral theory of communication and the relevance of the theory in 
supervised learning. Then we present and model feature weight assessment heuristics, 
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Table 4. Feature weight values assessment for the simple learning example. (Zero ikw  values 
are omitted). 

Features Rules Feature weight value 
 1 2 3 4 5  
Outlook 11w  12w  13w  14w  15w  15131211 wwww +++  
Temperature       
Humidity 31w  32w     3231 ww +  
Windy    44w  45w  4544 ww +  

present the model for ikw  and iw  assessment and discuss the impact of weight 

computation in rule importance assessment. We conclude the article by discussing the 
implications of the methodology presented and discussed herein and proposing areas 
for further research in the future. 

2   Ackoff’s Behavioral Theory of Communication and IML 

This section introduces briefly Ackoff’s behavioral theory of communication [3] in 
context of IML. The central concepts on which the theory is based are purposefulness 
and knowledge gain. Purposefulness implies that choice is available and the entity 
involved is capable of choice. Knowledge gain relates to the added value as result of 
choice, or, of learning as result of choice.  

Consider the learning diagram in Figure 2. Starting from data we proceed to the 
training instances upon which learning will be performed. Training instances depend 
on the features ( if ) representation scheme. Learning is achieved via the application 

of training instances on a learning method, application is dependent on the feature 
representation scheme and leads to the induction of rules kλ . Before learning  
the system is in a purposeful state since selection across features is possible and  
the learning system is (or should be) capable of choice. Let us denote by ip  the 

probability that feature if  is selected during learning. Because we are not aware of 

the feature selection heuristic of the learning system we give all features an equal 
chance. This means that: 

Mi
M

pi ...1,
1 =∀=                                                           (1) 

Knowledge gain is defined as a linear function Γ , which is related to feature 
selection probability, namely: 

= −=Γ M

i M
pi

1

1
                                                             (2) 
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instances

Learning on 
the training 
instances

Knowledge 
learned

Assessment of 
feature weight 
values

Features 
Representation

Knowledge 
Validation:

•Reliability

•Relevance

Selection of 
features

•Purposeful 
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•Knowledge 
gain: = 0 •Knowledge 

gain: ≥ 0

Before learning

After learning

 

Fig. 2. Learning and feature weight value assessment. The dotted line indicates that feature 
weight values may also support the assessment of relevance of the learned knowledge – this 
issue is further elaborated in concluding remarks. 

In equation (2) subscript i is omitted from Γ  to simplify presentation. Before 
learning any feature has an equal chance to be selected and according to (1) 
knowledge gain is equal to zero. During learning some features are selected and 
included in knowledge learned. Let I be the set of the selected features. If I contains 
a single feature, say if  then 1=ip and 0=jp for any ij ≠ . Then: 

MM
p

M
I

M

i

i
2

2
1

)
1

1()(
1

1

−=−+−=Γ
−

=
                                      (3) 

Alternatively, if cardinality of I , I , is greater than 1, then (3) is adjusted to: 

1

2
2)(

+−
−=Γ

IM
I                                                                    (4) 

Knowledge gain )(IΓ  associates with rule kλ , which incorporates the features that 

correspond with I selection. By learning one rule knowledge is gained and )(IΓ  

represents a measure of this gain. Gain is a decreasing function with respect to the 

number of features involved in learned knowledge ( 0
)( ≤

∂
Γ∂

I

I
). In the extreme event 

where MI =  knowledge gain 0)( =Γ I , which means that if all features are used 

there is no gain.  
Feature selection is a mutually exclusive process. Selection of a feature (or 

features) to form a rule automatically excludes all other features from the specific rule 
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formation; selection of outlook in 3λ  rule formation (see Figure 1) automatically 
excludes all other features from the formation of this rule.  

Knowledge gain forms the core in feature weight value assessment. Feature weight 
value is assessed by taking into account feature involvement in knowledge formation. 
Weight value assessment is done without taking into account the heuristics via which 
features are selected during learning – see Figure 2. Consequently assessment is not 
biased by learning system heuristics and also can be applied to output from different 
learning systems.  

3   Weight Assessment Heuristics 

)(IΓ  provides the basis for the assessment of ikw . However, we transform )(IΓ  to a 

prize award model, which takes into consideration specific aspects underlying kλ  
formation. Prize awarding carries both positive and negative components and relates to: 
 
Rule Coverage of Training Examples. Every rule covers some of the training 
instances and points to one or more classes. Training instances covered by the rule 
correspond to the class, or classes, to which the rule is pointing at. The more the 
training instances covered by the rule the better. We denote the coverage heuristic by 
α  and we suggest a simple formula for its computation, namely:  

10,
*

1 ≤= = αα

LN

l
N
n

e

e
                                               (5) 

Where *e relates to the number of training instances covered by the rule and  
the summation at the denominator relates to the total number of training instances in 
the learning set that belong to the class or classes identified by the rule. For instance 
the α heuristic for rule 1λ (see Figure 1) is equal to 3/5 because the rule covers 3 
training instances from a total of 5 class N training instances included in the training 
set (see Table 2). Heuristic α  is always greater than zero (it would not make much 
sense to consider a rule, which does not cover at least one training example) and of 
course is bounded by one since the rule can not cover more than the available training 
examples. 
 
Rule Modified Consistency. Modified consistency is assessed via a π  heuristic that 
captures: (a) change in probability estimation as result of learning and (b) rule 
consistency. The π  heuristic includes two components: the first component relates to 
the majority class that the rule points to and the second component captures all other 
classes pointed incorrectly by the rule. Consider a rule, which correctly identifies 
class 1C  and also covers training instances that belong to class 2C . Let )( oCP  be the 

probability that corresponds to the training set of instances for class o  )2,1( =o  and 

)(*
oCP  be the probability with which each class is identified by the specific rule. 

)(*
oCP  probabilities are assessed using the examples that the rule covers. As an 
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example, assume that 2.0)( 1 =CP  and 3.0)( 2 =CP , and that the rule covers 20 

instances of class 1C  and 2 instances of class 2C . Then )( 1
* CP  would be equal to 

20/22 and )( 2
* CP  be equal to 2/22. Credit is provided for class 1C  and would be 

equal to: 

)(*log)(log 11 CPCP +−  (6) 

Penalty for class 2C  would be equal to: 

))}(*1log())(1log({ 22 CPCP −+−−−  (7) 

Then calculation of π  would be as follows: 

{ } { }{ })(*1log())(1log()(*log)(log( 2211 CPCPCPCP −+−−−++−=π  (8) 

The base of the logarithms does not affect the semantics of the π  heuristic. The 
formula may be readily generalized to incorporate more than one minority classes or 
classes incorrectly covered by the rule. The formulation of (6), (7) and (8) draws from 
the work by Kononenko and Bratko [4] on classifier performance assessment using an 
information theoretic approach. For example, using the probabilities discussed earlier 
the value of the π  heuristic would be ≈ 1,81. Also the value of the π  heuristic 
associated with rule 1λ  (see Figure 1) would be ≈ 1,49.  

Thus, π  heuristic intervention in prize formation is twofold: (a) credits rule 
formation in favor of classes with lower frequency distribution in the training set and 
(b) penalizes for including minority classes in the rule. 
 
Generalization Heuristic. If a feature is valued over a nominal domain, which 
includes values },,,,{ zyxut and in rule formation it uses two of the values (normally 

in a disjunctive form, e.g., ),( xtfi =  then the credit should be equal to 2/5. This 

rather simple definition captures the essence of the β  generalization heuristic. If a 

feature takes values in a numerical interval, say [0, 20] and in rule formation the 
feature enters with the condition of 8≤  then the value of the β  heuristic would be 

equal to 8/20. For example, in rule 1λ  the value of the β  heuristic in conjunction 

with humidity being part of it, would be equal to 1/2. 
 
Fairness Heuristic. Fairness is guaranteed via the application of heuristicϕ , which 

divides knowledge gain equally among the features that take part in rule formation. 
For example, in rule 1λ  humidity and outlook participate (see Figure 1) and each take 
a credit equal to 0,5. 
 

Integration: Based on the prize award we proceed to ikw  model definition – see 

Tables 3 and 4. Namely, we adjust knowledge gain, )(IΓ  - see expression (4) by 

using the prize award heuristics and proceed to the assessment of ikw , namely: 

ϕβπα ××××Γ= )(Iwik  (9) 
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Feature weight value, which corresponds to iw  is computed by summing over all 

rules in which the feature participates in rule formation, namely: =
k

iki ww . Specific 

weight values for the toy domain used in the article are summarized in Table 5. 

Table 5. Feature weight values calculation for the simple learning example. In the last column 
of the table weight values are normalized. The process via which modified rule gain values are 
computed is explained in the text – see section: Modified rule weight value. The last two 
columns capture rule value assessment with respect to the learning domain. For instance the 
first rule ( 1λ ) has a 35% relative importance in terms of the classification task posed. 

Features Rules 
Weight 
values 

Normalized 
values 

 1λ  2λ  3λ  4λ  5λ    
Outlook 0.198 0.031 0.126 0.132 0.047 0.534 47% 
Temperature        
Humidity 0.297 0,047    0.344 30% 
Windy    0,198 0.071 0.269 23% 
Modified rule 
gain 

0.198 0.031 0.126 0.132 0.079   

Normalized 
gain across 
rules 

35% 5% 22% 23% 14%   

The linear additive model via which iw  is computed as the sum of individual ikw  

holds because of the mutual exclusive nature underlying feature selection and 
involvement in rule formation and the implicit disjunction of knowledge pieces kλ  to 
form the entire space of learned knowledge. 

We continue by exploring weight value assessment model on different conditions. 
The conditions are equality of feature importance, inequality in feature importance 
and the implication of the model in rule weight value assessment. 

3.1   Equality and Inequality Between iw  Values 

Let us assume that two features 1f  and 2f  are known to be equally important. 

Importance is expressed with respect to the domain of reference. Then should weights 
be also equal e.g. 21 ww = ? The question that arises is what would the implication of 

this condition be in terms of the process for estimating feature weight value discussed 
herein? According to our procedure =

k

iki ww , which means that total weight comes 

from the summation of component weights ikw . Of course, we may formulate one rule 

per concept class learned by taking a disjunction across specific rules. For example, 
disjunction between rules 1λ  and 4λ  provides one rule for the class N – see Figure 1. 
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However, if we do so the mathematical computation underlying )(IΓ  would no 

longer be valid because disjunction violates the mutual exclusiveness condition, 
which underlies feature selection in the first place.  

If we limit our attention to a case in which there is only one rule in which 1f  and 

2f  participate (so no summation across rules is necessary) then weight value would 

be computed through the expression: ϕβπα ××××Γ= )(Iwik . If 1f  and 2f  are part 

of the same rule then equality would indicate that they are achieving the same level of 
generalization, e.g., their β  heuristic values would be equal. If they are not part of 

the same rule then equality would reflect a balance between the values of the 
heuristics that are used in ikw  calculation.  

Either part of the same rule or part of different rules equality between two feature 
weight values, e.g., 21 ww =  (using ikw  computation model) can not be formally 

linked with prior perceived equality in importance. Equality 21 ww =  is based on post 

learning assessment of learned knowledge. On the other hand, equality in importance 
between two features prior to learning would be based on expert judgment or 
theoretical evidence. Thus 21 ww =  (using ikw  computation model) is based on 

induction while 21 ff =  (taken to indicate prior equality in importance) is based on 

axiomatic definition. Therefore, relation between the two can only be assessed 
statistically. However, in domains which lack axiomatic definition of if  importance 

iw  values may provide useful hints as per the significance of the underlying features. 

3.2   Modified Rule Weight Value 

The bottom lines of Table 5 express rule weight assessment. We may consider these 
values as a secondary product of the ikw process. Computation is similar with ikw  

assessment and fairness heuristic,ϕ , is excluded and feature value generalization 

heuristics are multiplied across the features that participate in rule formation. For 
example, the weight value for rule 1λ  is computed as follows: 

198,0
2

1

3

1
)1log()

14

5
log(

5

3

124

2
2 ≅××+−××

+−
−  

because two features take part in rule formation, rule points to class N, which has 
prior probability equal to 5/14, rule covers 3 out of 5 N class examples and the two 
features that take part in rule formation generalize over one value each.  

The 0,198 (or 35% if normalized) value represents a proxy measure of rule 
importance. The value measures the semantic contribution of the rule in context of the 
learning problem. Such values may be derived across all classes or with respect to 
single class. In Table 5 rules 2λ , 3λ  and 5λ  point to class P. Focusing on the 

modified rule weight values of these rules we may assert that rule contribution to 
class P identification are: 13% for 2λ , 53% for 3λ  and 34% for 5λ . The result makes 
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sense because rule 3λ  uses just one feature and covers a significant number from the 

P training instances. It says that rule 3λ  is as valuable as [almost] rules 2λ  and 5λ  

considered together are. 

4   Conclusions 

We have presented, discussed and demonstrated a methodology supporting feature 
weight value assessment based on post-learning knowledge results. The methodology 
is inductive and regression based. Inductive means that iw  values reflect feature 

representation modeling and quality of training instance data. Thus computation is 
falsity preserving, which means that quality of result depends on quality of input. For 
example, if we establish a precedence scheme between features (e.g., use feature if  

before using feature jf ), see also Gaga et al [5] this constraint will carry through iw  

computation – all other things being equal iw  would be greater than jw . Pruning will 

affect value computation and elimination of “soft threshold values” [2] will also affect 

iw  values. Regression based means that the methodology is able to generate 

distributional knowledge given singular information point estimates [6]. Singular 
estimates are the training instances since they implicitly carry information about iw . 

Distributional knowledge corresponds to the iw  values since they aggregate in a 

systematic way the knowledge contribution of each feature across the rules the feature 
is involved. Feature weight value assessment contributes also to the assessment of 
learned knowledge comprehensibility. Feature weights or modified rule gains support 
understanding about a domain. This holds especially in domains at which prior 
knowledge is minimal. The exemplar domain we used herein to demonstrate our 
method demonstrates the notion about comprehensibility further. 

Proposed methodology complements other approaches, which are oriented towards 
the assessment of feature weight values prior to learning, such as for instance in [8], 
which are targeted to select a handful of features from a huge amount of features. In 
gene expression problems the researcher is faced with a rather small set of training 
examples (from 50 to 200), which are represented by thousands of features (from 
5.000 to about 25.000). Then it is sine qua non to reduce the size of the domain to a 
handful yet meaningful features based on which learning will proceed.  

The methodology proposed in this article can not be employed to support feature 
reduction as is. However, it can be extended to so. Extension may not be based on the 
same heuristics and formulae, which are better suited for post-learning assessment. 
But, similar heuristics van be devised and used to assess the forthcoming importance 
during learning. Such heuristics may for instance capture the number of changes in 
value – class assignment with respect to each feature. 

Furthermore, weight assessment as proposed herein differs from weight assessment 
during neural network training [9] where weights are assessed to facilitate learning 
and fit of training examples to the selected tree or network structure. 

Going back to Figure 2 we notice that it may be decomposed into three parts: the 
left (prior to learning), the center (learning) and the right (post learning). Our 
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methodology relates to the right part. Approaches such as the ones discussed in [8] or 
[9] relate weight assessment to the left or center parts.  

Proposed methodology holds implications for decision making modeling. 
Numerous models deal with criterion (e.g. feature) weight value assessment. All 
models proceed to assessment via the incorporation of decision maker’s preferences 
to a model such as linear programming [7]. This procedure assumes that the 
preference structure of the decision maker is linear. Other approaches exist according 
to which preference takes alternative functional structures [10]. The proposed 
approach overcomes this unnecessary assumption. Use of (9) does not necessitate a 
prior assumption about preference. In addition, it offers the decision maker the option 
to assess weights with respect to the class of interest alone.  

A limitation of the proposed method is that it lacks testing on a real world domain. 
This can be a subject for further research. A group of decision makers may be asked 
to express preference about a criteria and then about a set of alternatives. We could 
then compare initial preference about criteria with values learned via (9). 
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Abstract. In the present work we study the applicability of Support Vector 
Machines (SVMs) on the phoneme recognition task. Specifically, the Least 
Squares version of the algorithm (LS-SVM) is employed in recognition of the 
Greek phonemes in the framework of telephone-driven voice-enabled 
information service. The N-best candidate phonemes are identified and 
consequently feed to the speech and language recognition components. In a 
comparative evaluation of various classification methods, the SVM-based 
phoneme recognizer demonstrated a superior performance.  Recognition rate of 
74.2% was achieved from the N-best list, for N=5, prior to applying the 
language model. 

1   Introduction 

The increased interest of the market in multilingual speech-enabled systems, such as 
telephone-driven information access systems, has raised the necessity of developing 
computationally efficient and noise-robust speech and language recognition methods. 
In speech and language recognition, the phonotactic approach became very popular, 
since it offers a good trade-off between recognition accuracy and amount of data 
required for training. In brief, in the phonotactic approach the speech signal is 
decoded to a phoneme sequence, which is further processed by a statistical language 
model for the language of interest. This technique, proposed by Zissman [1], is known 
as phoneme recognition followed by language model (PRLM). Due to the success of 
the phonotactic approach, phoneme recognition became a corner stone in every 
speech and language recognition component. 

At present, various approaches to phoneme recognition have been proposed. In [2], 
a combination of context-dependent and context-independent ANNs has led a 
phoneme recognition accuracy of about 46%. Phoneme recognition using independent 
component analysis (ICA)-based feature extraction [3] yielded accuracy of 51%. 
Continuous mixture HMM-based phoneme recognizer with a conventional three-state 
left-to-right architecture [4] achieved recognition performance of 54%. A language-
dependent approach to phoneme recognition demonstrated accuracy in the range 45% 
to 55% [5]. Speaker-independent approach, using multiple codebooks of various LPC 
parameters and discrete HMMs, achieved 65% accuracy on context-independent test 
corpus [6]. The Global Phone project provides phoneme recognizers for multiple 
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languages with accuracy varying in the range 55% to 65% [8]. A mixture of language 
dependent phonemes and language-independent speech units achieved accuracy 38% 
of phoneme recognition [9]. The language-dependent phone recognition approach, 
modeling a tree-state context independent HMM, achieved accuracy between 33% 
and 52% [10]. Broad phoneme recognition approximation, trained with context 
independent HMMs, yielded accuracy of 50% ÷ 60% [11]. The CMU Sphinx 3 
system, which employes a three emitting-state Gaussian mixture HMMs [7] yielded 
phoneme recognition accuracy of 69%. Finally, an approach [12] similar to ours, 
which uses SVMs with framewise classification on TIMIT [13], reports 70,6% 
accuracy of correctly classified frames. 

In the present study we employ an SVM-based classifier on the phoneme 
recognition task. Because of their strong discrimination capabilities, Support Vector 
Machines (SVMs) became a popular classification tool, which was successfully 
employed in various real-world applications. Section 3 offers further details about the 
SVM algorithm, and Section 4 provides comparison with other classification 
methods. 

2   Phoneme Recognition 

In a phoneme recognizer built on the PRLM architecture, the sequence of phonemes 
decoded by the recognizer is matched against a set of phoneme-bigram language 
models, one for each language of interest. Thus, training of both acoustic models of 
the phonemes and language model for each language is required. Since the present 
work aims at selecting the optimal classification approach for phoneme recognition, 
details about the training of the language model are not discussed.  

The typical structure of a generic phoneme recognizer is presented in Fig.1. In 
brief, firstly the speech signal is sampled and subsequently pre-processed. The pre-
processing consists of: (1) band-pass filtering, (2) pre-emphasis, (3) segmentation. 
The band-pass filtering aims at suppressing the frequency bands with little 
contribution to the speech contents, eliminating the drift of the signal, reducing the 
effects caused by saturation by level, and smoothing the clicks. In telephone quality 
speech, these are frequently observed degradations. The pre-emphasis reduces the 
spectral tilt for the higher frequencies for enhancing the estimation of the higher 
formants. Subsequently, segmentation of the speech signal is performed to extract the 
phoneme borders. As illustrated in Fig.1, during the second step, speech 
parameterization is performed for each speech segment. Specifically, 13 Mel-
frequency cepstral coefficients (MFCC) and the first four formants are estimated. 
During the post-processing step, the ratios between the second, third and fourth to the 
first formant F2/F1, F3/F1, F4/F1,, respectively, are computed. Next, all speech 
parameters are grouped together to form the feature vector,  and a mean normalization 
is performed for each parameter. The normalized {MFCC0, …, MFCC12, F2/F1, F3/F1, 
F4/F1} vectors are fed to the phoneme classifier. The phoneme classifier estimates the 
degree of proximity between the input and a set of predefined acoustic models of the 
phonemes. The output of the classifier consists of the N-best list  of candidates, which 
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Fig. 1. Structure of a generic phoneme recognizer 

is further utilized by a rule-driven language modeling. The output for the language 
model (specific for each language) is the likelihood of the phoneme sequence in the 
specific language. Specifically, the N-best list of phonemes is processed by n-gram 
language models to estimate the likelihood of every hypothesized phoneme sequence. 
Maximum likelihood selection criterion is utilized to select the most probable 
phoneme. For a given phoneme sequence Ai=a1,a2,a3,…aT  the likelihood is: 

1 1
2

1( | ) log( ( | )) log ( | ,..., , )
T

t t ii i i i
t

L A AM P a AM P a a a AMT −
=

= +  (1) 

where AMi is the corresponding acoustic model. The sequence with maximum 
likelihood is detected as: 

arg max ( | )i i i
i

A L A AM=  (2) 

In the present work we focus on the classification stage. Specifically, seeking out a 
classifier our choice felt on the SVM method due to its strong discrimination 
capabilities and the compact models it employs. In the following Section 3 we confine 
to description of the SVM approach and its least squares version (LS-SVM). Next, in 
Section 4, the performance of the LS-SVM classifier on the phoneme recognition task 
is contrasted to the one of other classification algorithms.  

3   Fundamentals on Support Vector Machines 

Initially, SVMs have been introduced as a two-class classifier for solving pattern 
recognition problems (Vapnik, 1995;1998). Since many real-world problems, such as 
phoneme recognition, involve multiple classes, techniques to extend SVMs to 
multiple classes have been proposed. In the present work we utilize the voting scheme 
[14] for SVM-based multi-class classification. In this method a binary classification is 
created for each pair of classes. For K classes the resulting number of binary 
classifiers is K(K-1)/2. The data are mapped into a higher dimensional input space and 
an optimal separating hyperplane is constructed in this space. Specifically in the 
present study, we employ the least squares version of SVMs (LS-SVM) [15] for 
identification of the Greek phonemes.  For completeness of exposition, in Section 3.1 
we firstly introduce the original SVM theory. Subsequently, in Section 3.2 the 
specifics of the LS-SVM version are discussed. 
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3.1   SVMs for Classification 

For a training set of N data points , where  is the k-th input pattern and {yk,xk}k=1
N is 

the k-th output pattern, the SVM algorithm constructs a classifier of the form:  

1
( ) ( , )

N

k k k
k

y x sign a y x x bψ
=

= +  (3) 

where k are positive real coefficients and b is a bias term. Assuming that  
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which is equivalent to 

( ) 1, 1,...,T
k ky w x b k Nφ + ≥ = , (5) 

where (.) is a nonlinear function which maps the input space into a higher 
dimensional space. To be able to violate (5), in case a separating hyperplane in this 
higher dimensional space does not exist, variables k are introduced such that 

( ) 1 , 1,...,

0, 1,...,

T
k k k

k

y w x b k N

k N

φ ξ

ξ

+ ≥ − =

≥ =
 (6) 

According to the structural risk minimization principle, the risk bound is minimized 
by formulating the optimization problem:  

1
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subject to (6), so a Lagrangian is constructed 
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by introducing Lagrange multipliers ak  0, vk  0 (k=1,…,N). The solution is given by 
Lagrange’s saddle point by computing  
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Fig. 2. Linear separating hyperplanes. The support vectors are circled. 

This leads to 
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which gives the solution of the quadratic programming problem 
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The function (xk) in (11) is related to (x,xk) by imposing  

( ) ( ) ( , )T
k kx x x xφ φ ψ=  (13) 

which is motivated by Mercer’s Theorem. The classifier (3) is designed by solving  
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subject to constraints in (11). 
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Fig. 3. Mapping ( ) the input space into a higher dimensional space 

    Neither w nor (xk) have to be calculated in order to determine the decision surface. 
The matrix associated with this quadratic programming problem is not indefinite, so 
the solution to (14) will be global. Hyperplanes (5) satisfying the constraint ||w||2    
have a Vapnik-Chervonenkis (VC) dimension h which is bounded by  

2 2min([ ], ) 1h r a n≤ +  (15) 

where [.] is the integer part and r is the radius of the smallest ball containing the 
points (x1),…, (xN). This ball is computed by defining the Lagrangian 
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where q is the center of the ball and k are positive Lagrangian multipliers. In a similar 
way as for (7), the center is equal to q= k k (xk), where the Lagrangian multipliers 
follow from 
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Based on (13), Q2 can also be expressed in terms of (xk,xl). Finally, a support vector 
machine with minimal VC dimension is selected by solving (14) and computing (15) 
form (17). 

3.2   Least Squares Support Vector Machines 

Formulating the classification problem as 
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subject to equality constrains  
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a least squares version to SVM classifier is introduced. The Lagrangian is defined as 
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where k are the Lagrange multipliers, which can further be either positive or negative 
(Kuhn-Tucker conditions). The conditions for optimality 
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are written immediately as the solution to the following linear equations set 
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where Z=[ (x1)
Ty1;…; (xN)NyN], Y=[y1;…;yN], 1 =[1;…;1], e=[e1;…;eN], 

=[ 1;…; N]. The solution can also be given by 
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Mercer’s condition can be applied to the matrix =  where 
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The classifier (3) is found by solving the linear set of equations (24) – (25) instead of 
quadratic programming. The support values k are proportional to the errors at the 
data points. 
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4   Experiments and Results 

Evaluation of the recognition was carried out on the SpeechDat (II)- FDB-5000-Greek 
corpus. It contains recordings from 5000 native Greek speakers (2.405 males, 2.595 
females) recorded over the fixed telephone network of Greece. Speech samples are 
stored as sequences of 8-bit, 8 kHz, A-law format. A comprehensive description of 
the SpeechDat (II) FDB-5000-Greek corpus is available in [16], [17].  

On a common experimental setup, we have evaluated on the phoneme recognition 
task the following six classification techniques: 

• NB: Naïve Bayes [18], using kernel density estimation, 
• MLP: Multi Layer Perceptron, using back-propagation for training, 
• M5P: regression decision tree based on M5 algorithm, 
• J.48: learning algorithm [19], generating a pruned or not C4.5 decision tree, 
• Support Vector Machines, 
• Least Squares Support Vector Machines. 

These algorithms were used alone or combined with several meta-classification 
algorithms, such as Bagging and AdaBoost [20]. Bagging takes random samples, with 
replacement, and builds one classifier on each sample. The ensemble decision is made 
by the majority vote. AdaBoost designs the ensemble members one at a time, based 
on the performance of the previous member, in order to give more chances to objects 
that are difficult to classify, to be picked in the subsequent training sets. The WEKA 
implementation (WEKA machine learning library [21]) of these classification 
techniques, with default parameter setup, was used. The performance of the evaluated 
classifiers is presented in Table 1. Two feature vectors were compared: (1) MFCC 
presented in the second column and (2) MFCC + normalized formants in the third 
column of the table. 

Table 1. Phoneme recognition accuracy in percentage for various classifiers and two feature 
vectors 

CLASSIFIER Accuracy [%] 
{MFCC0, …, MFCC12} 

Accuracy [%] 
{MFCC0-12, F2/F1, F3/F1, F4/F1} 

NB 26.17 28.91 
MLP 28.83 30.01 
J.48 23.11 24.73 

Meta-classification via 
Regression M5P 

26.37 28.79 

Meta Bagging J.48 28.15 29.82 
Meta AdaBoost M1 J.48 28.97 30.09 

SVM 34.88 37.98 
LS-SVM 34.84 38.06 

 

As the experimental results suggest, the SVM classifier demonstrated the highest 
accuracy when compared to other classifiers. The observed superiority of the SVM 
algorithm was expected, since NB and decision trees require discretized attributes. 
Except this, SVM perform well in higher dimensional spaces since they do not suffer 
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from the curse of dimensionality. Moreover, SVMs have the advantage over other 
approaches, such as neural networks, etc, that their training always reaches a global 
minimum [22]. 

In addition to the results presented in Table 1, in Fig. 4 illustrates the N-best list for 
the most successful classifier, namely the Least Squares version of SVM. The results 
for the N-best list for N=1 to N=5 shown in Fig. 4, illustrate the potential 
improvement of the accuracy that could be gained after including the language model. 
As it is well-known some phonemes, which share a similar manner of articulation and 
therefore possess kindred acoustic features, are often misclassified. Examples of 
phonemes with similar manner of articulation are the glides /i/ and /j/, the fricatives 
/f/, /x/ and /T/, the nasals /m/ and /n/ and the palatals /k/ and /x/. This results to pairs 
as well as groups of phonemes that could be confused during the recognition process.  
The correlation among the phonemes can be seen from the confusion matrix presented 
in Table 2. 
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Fig. 4. N-best List accuracy (%) for LS-SVM and two different Feature Sets (FS). FS1 consists 
of {MFCC0, …, MFCC12, F2/F1, F3/F1, F4/F1}. FS2 consists of {13 MFCC}. 

We deem the lower accuracy we observed in our experiments, when compared to 
[12], is mainly due to the nature of the recordings in the SpeechDat(II) database.  
While in [12] the authors experimented with the TIMIT recordings (clean speech 
sampled at 16 kHz, and recorded with a high-quality microphone) the SpeechDat(II) 
recordings have been recorded over the fixed telephone network of Greece. Thus, the 
speech in the SpeechDat(II) database is sampled at 8 kHz, band-limited to telephone 
quality, and distorted by the nonlinear transfer function of the handset and the 
transmission channel. Moreover, there is interference from the real-world 
environment. Finally, the TIMIT recordings consist of read speech, while the 
SpeechDat(II) contains both prompted and spontaneous speech, which consequences 
in larger variations in the length of the phonemes, as well as to a stronger co-
articulation effects. 
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Table 2. Confusion matrix of the Greek phonemes (phonemes are transcribed according to 
SAMPA). The accuracy is presented in percentage.  

 

5   Conclusions 

A phoneme recognizer based on Support Vector Machines and specifically on their 
Least Squares version (LS-SVM) has been presented. It employs a feature vector 
based on MFCC and formants. A comparative evaluation of the SVM classifier with 
several other classification methods was performed on the task of Greek phoneme 
recognition. The SVM method demonstrated the highest accuracy. The N-best list of 
candidate phonemes produced by the classifier is further feed to language-specific 
models in order to increase the phoneme recognition performance and facilitate the 
speech and language recognition components. This phoneme recognizer is intended as 
a part of telephone-driven voice-enabled information service. 
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Abstract. Multiple Classifier systems have been developed in order to
improve classification accuracy using methodologies for effective classi-
fier combination. Classical approaches use heuristics, statistical tests, or
a meta-learning level in order to find out the optimal combination func-
tion. We study this problem from a Reinforcement Learning perspective.
In our modeling, an agent tries to learn the best policy for selecting
classifiers by exploring a state space and considering a future cumulative
reward from the environment. We evaluate our approach by comparing
with state-of-the-art combination methods and obtain very promising
results.

1 Introduction

A very active research area during the recent years involves methodologies and
systems for the production and combination of multiple predictive models.
Within the Machine Learning community this area is commonly referred to as
Ensemble Methods [1]. The success of this area is due to the fact that ensembles
of predictive models offer higher predictive accuracy than individual models.

The first phase of an Ensemble Method is the production of the different
models. An ensemble can be composed of either homogeneous or heterogeneous
models. Models that derive from different executions of the same learning algo-
rithm are called Homogeneous. Such models can be produced by injecting ran-
domness into the learning algorithm or through the manipulation of the training
instances, the input attributes and the model outputs [2]. Models that derive
from running different learning algorithms on the same data set are called Het-
erogeneous. The second phase of an Ensemble Method is the combination of the
models. Common methods here include Selection, Voting, Weighted Voting and
Stacking. Recent work [3], [4] has shown that an additional intermediate phase
of pruning an ensemble of heterogeneous classifiers (and combining the selected
classifiers with Voting) leads to increased predictive performance.

This paper presents a Reinforcement Learning approach to the problem of
pruning an ensemble of heterogeneous classifiers. We use the Q-learning algo-
rithm in order to approximate an optimal policy of choosing whether to include
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or exclude each algorithm from the ensemble. We compare our approach against
other pruning methods and state-of-the-art Ensemble methods and obtain very
promising results. Additionaly, the proposed approach is an anytime algorithm,
meaning that we can obtain a solution at any point.

The rest of this paper is structured as follows: Section 2 presents background
information on reinforcement learning and heterogeneous classifier combination,
focusing on material that will be later on reffered in the paper. Section 3 reviews
related work on pruning ensembles of heterogeneous models, as well as on us-
ing reinforcement learning for the combination of different algorithms. Section 4
presents our approach and Section 5 the setup of the experiments for its eval-
uation. Section 6 discusses the results of the experiments and finally Section 7
concludes this work and points to future research directions.

2 Background

2.1 Reinforcement Learning

Reinforcement Learning (RL) addresses the problem of how an agent can learn a
behavior through trial-and-error interactions with a dynamic environment [5]. In
an RL task the agent, at each time step, senses the environment’s state, st ∈ S,
where S is the finite set of possible states, and selects an action at ∈ A(st) to
execute, where A(st) is the finite set of possible actions in state st. The agent
receives a reward, rt+1 ∈ �, and moves to a new state st+1. The objective of the
agent is to maximize the cumulative reward received over time. More specifically,
the agent selects actions that maximize the expected discounted return:

Rt = rt+1 + γrt+2 + γ2rt+3 + . . . =
∞∑

k=0

γkrt+k+1, (1)

where γ, 0 ≤ γ < 1, is the discount factor and expresses the importance of future
rewards.

A policy π specifies that in state s the probability of taking action a is π(s, a).
For any policy π, the value of state s, V π(s), denotes the expected discounted
return, if the agent starts from s and follows policy π thereafter. The value V π(s)
of s under π is defined as:

V π(s) = Eπ {Rt | st = s} = Eπ

{ ∞∑
k=0

γkrt+k+1

∣∣∣st = s

}
, (2)

where st and rt+1 denote the state at time t and the reward received after acting
at time t, respectively.

Similarly, the action-value function, Qπ(s, a), under a policy π can be de-
fined as the expected discounted return for executing a in state s and thereafter
following π:

Qπ(s, a) = Eπ {Rt | st = a, at = a} = Eπ

{ ∞∑
k=0

γkrt+k+1

∣∣∣st = a, at = a

}
. (3)
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The optimal policy, π∗, is the one that maximizes the value, V π(s), for all states
s, or the action-value, Qπ(s, a), for all state-action pairs.

In order to learn the optimal policy, the agent learns the optimal value func-
tion, V ∗, or the optimal action-value function, Q∗ which is defined as the ex-
pected return of taking action a in state s and thereafter following the optimal
policy π∗:

Q∗(s, a) = E
{
rt+1 + γ max

a′
Q∗(st+1, a

′)
∣∣∣st = s, at = a

}
(4)

The optimal policy can now be defined as:

π∗ = argmax
a

Q∗(s, a) (5)

The most widely used algorithm for finding the optimal policy is the Q-
learning algorithm [6] which approximates the Q function with the following
form:

Q(st, at) = rt+1 + γ max
a′

Q(st+1, a
′). (6)

2.2 Combining Heterogeneous Classification Models

A lot of different ideas and methodologies have been proposed in the past for the
combination of heterogeneous classification models. The main motivation behind
this research is the common observation that there is no independent classifier
that performs significantly better in every classification problem. The neces-
sity for high classification performance in some critical domains (e.g. medical,
financial, intrusion detection) have urged researchers to explore methods that
combine different classification algorithms in order to overcome the limitations
of individual learning paradigms.

Unweighted and Weighted Voting are two of the simplest methods for com-
bining not only Heterogeneous but also Homogeneous models. In Voting, each
model outputs a class value (or ranking, or probability distribution) and the class
with the most votes (or the highest average ranking, or average probability) is
the one proposed by the ensemble. In Weighted Voting, the classification models
are not treated equally. Each model is associated with a coefficient (weight),
usually proportional to its classification accuracy.

Another simple method is Evaluation and Selection. This method evaluates
each of the models (typically using 10-fold cross-validation) on the training set
and selects the best one for application to the test set.

Stacked Generalization [7], also known as Stacking, is a method that combines
multiple classifiers by learning a meta-level (or level-1) model that predicts the
correct class based on the decisions of the base-level (or level-0) classifiers. This
model is induced on a set of meta-level training data that are typically produced
by applying a procedure similar to k-fold cross-validation on the training data:

Let D be the level-0 training data set. D is randomly split into k disjoint
parts D1 . . .Dk of equal size. For each fold i = 1 . . . k of the process, the base-
level classifiers are trained on the set D \Di and then applied to the test set Di.
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The output of the classifiers for a test instance along with the true class of that
instance form a meta-instance.

A meta-classifier is then trained on the meta-instances and the base-level
classifiers are trained on all training data D. When a new instance appears for
classification, the output of all base-level classifiers is first calculated and then
propagated to the meta-level classifier, which outputs the final result.

3 Related Work

3.1 Pruning Ensembles of Classifiers

Most of the Ensemble Methods in the literature deal either with the production
or the combination of multiple classifiers. However, recent work has shown that
pruning an ensemble of classifiers (and combining the selected classifiers with
Voting) leads to increased predictive performance.

Caruana et al. [4], produce an ensemble of 1000 classification models using
different algorithms and different sets of parameters for these algorithms. They
subsequently prune the ensemble via forward stepwise selection of the classifi-
cation models. As a heuristic, they use the accuracy of combining the selected
classifiers with the method of voting. This way they manage to achieve very
good predictive performance compared to state-of-the-art ensemble methods.

In [3], pruning is performed using statistical procedures that determine
whether the differences in predictive performance among the classifiers of the
ensemble are significant. Using such procedures only the classifiers with signifi-
cantly better performance than the rest are retained and subsequently combined
with the methods of (weighted) voting. The obtained results are better than
those of state-of-the-art ensemble methods.

3.2 Reinforcement Learning for Algorithm Combination

Research work on utilizing Reinforcement Learning (RL) for algorithm combi-
nation is limited. We found two past approaches on this subject, one applied
to the problem of selecting a single classification algorithm and one of applying
the most suitable algorithms on different segments of the dataset. The latest
approach applied on two computational problems: order statistic selection and
sorting.

In [8], RL is used to adapt a policy for the combination of multiple classifiers.
Specifically, an architecture with n experts (classifiers), implemented by multi-
layer perceptrons (MLPs) and an additional MLP with n-outputs acting as the
controlling agent are employed. The state space of the controlling agent consists
of the instance space (all the possible different instances) of the particular clas-
sification problem and the action is the choice of the expert who will take the
classification decision. On top of that, the expert who has been chosen uses the
instance to train itself.

In [9], the problem of algorithm selection is formulated as a Markov Decision
Process (MDP) and an RL approach is used to solve it. Given a set of algorithms
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that are equivalent in terms of the problem they solve, and a set of instance fea-
tures, such as problem size, an RL approach is used to select the right algorithm
for each instance based on the set of features. The state of the MDP is represented
by the current instantiation of the instance features and the actions are the dif-
ferent algorithms that can be selected. Finally, the immediate cost for choosing
some algorithm on some problem is the real time taken for that execution. The
learning mechanism is a variation of the Q-learning algorithm.

4 Ensemble Pruning Via Reinforcement Learning

First we must formulate the problem of pruning an ensemble of classifiers as an
RL task. To do that, we must define the following components:

1. A set of states, S.
2. A set of actions, A.
3. A reward function, r(s, a).

In our approach, a state represents the set of classifiers that have been selected
so far and thus S is the powerset of Sc, S = P (Sc), where Sc = {C1, . . . , Cn}
is the set of classifiers. S has 2n different states, where n is the number of
classifiers available for selection. In each state the agent can select between two
actions. It can either include an algorithm into the ensemble or not and thus
A = {include(Ci)|i = 1 . . . n} ∪ {exclude(Ci)|i = 1 . . . n}. Finally, the reward
is the accuracy that we obtain if we combine the selected classifiers with the
method of voting.

The training phase consists of running a number of episodes, where an episode
is defined as a sequence of agent-environment interactions. In our approach, each
episode starts with an empty set of classifiers and lasts n time steps. At each
time step, t = 1 . . . n, of the episode, the agent chooses to include or not a
specific classifier into the ensemble, A(st−1) = {include(Ct), exclude(Ct)}. Sub-
sequently, the agent receives an immediate reward which equals to the accuracy
of the current subset of classifiers combined with voting. The update equation
of Q-learning is:

Q(st, at) = Accuracy(st+1) + γ max
a′

Q(st+1, a
′) (7)

The episode ends when the decision to include or exclude the nth algorithm
is taken. Figure 1 graphically shows a training episode.

During the training phase the agent must stochastically select actions in order
to explore the state space. One way to achieve this aim is to make use of the
softmax action selection method, where an action a is selected with probability:

P (a) =
expQ(s,a)/T∑
a′ expQ(s,a′)/T

, (8)

where T is a positive parameter, called temperature, which starts from a high
value and gradually is reduced until it becomes zero. High temperature values
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Fig. 1. The procedure of selecting a sequence of classifiers

assign equal probabilities to all actions so the agent explores the state space,
while in other case low temperatures cause high probabilities for action with
high value estimates and so the agent exploits his knowledge.

At the end of the training phase, the agent executes a final episode choosing
the action with the highest Q value at each time step. The resulting subset of
classifiers is the output of our approach. This way, the problem of pruning an
ensemble of n classifiers has been transformed into the reinforcement learning
task of letting an agent learn an optimal policy of taking n actions to maximize
the cumulative reward.

5 Experimental Setup

We compare the performance of our approach, Ensemble Pruning via Reinforce-
ment Learning (EPRL), against the following state-of-the-art classifier combi-
nation methods: Stacking with Multi-Response Model Trees (SMT), Evaluation
and Selection (ES) and Effective Voting (EV).

The methods are applied on top of a heterogeneous ensemble produced using the
WEKA [10] implementations of the following 9 different classification algorithms:

– DT: the decision table algorithm of Kohavi [11].
– JRip: the RIPPER rule learning algorithm [12].
– PART: the PART rule learning algorithm [13].
– J48: the decision tree learning algorithm C4.5 [14], using Laplace smoothing

for predicted probabilities.
– IBk: the k nearest neighbor algorithm [15].
– K∗: an instance based learning algorithm with entropic distance measure [16].
– NB: the Naive Bayes algorithm using the kernel density estimator rather

than assume normal distributions for numeric attributes [17].
– RBF: WEKA implemenation of an algorithm for training a radial basis func-

tion network [18].
– MLP: WEKA implementation of an algorithm for training a multilayer per-

ceptron [18].
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We compare the methods on 11 data sets from the UCI Machine Learning
repository [19]. Table 1 presents the details of these data sets (Folder in UCI
server, number of instances, classes, continuous and discrete attributes, (%) per-
centage of missing values).

Table 1. Details of the data sets: Folder in UCI server, number of instances, classes,
continuous and discrete attributes, percentage of missing values.

UCI Folder Inst Cls Cnt Dsc MV

hepatitis 155 2 6 13 5.67

heart-disease (cleveland) 303 5 6 7 0.18

horse-colic 368 2 7 15 23.80

iris 150 3 4 0 0.0

labor 57 2 8 8 35.75

ionosphere 351 2 34 0 0.0

prima-indians-diabetes 768 2 8 0 0.00

soybean 683 19 0 35 9.78

voting-records 435 2 0 16 5.63

wine 178 7 1 16 0.00

zoo 101 7 1 16 0.00

For the evaluation of the methods we perform a 10-fold stratified cross-
validation experiment. In each of the 10 repetitions, the same 9 folds are used
for training the different methods and 1 fold for evaluating their performance.
The accuracy rates are averaged over the 10 folds in order to obtain the average
accuracy accm(di) of each method m in each data set di.

Our approach is run using a fixed number of 2000 episodes. For the repre-
sentation of the value function Q we used a tabular approach, where each value
Q(s, a) is stored in a table. The value of T was set to 1000 and decreased by a
factor of 2% at each episode. The decisions of the classifiers in the final pruned
ensemble are combined using Voting.

6 Results and Discussion

Table 2 presents the accuracy of each classifier combination method on each of the
11 data sets. The last row presents the geometric mean of the accuracy over all data
sets. The highest accuracy for each data set is emphasized using bold typeface.

We first notice that our approach has the highest mean accuracy than the rest
of the methods. In addition, it has the highest accuracy in 5 data sets, one more
than Effective Voting and two more than Stacking with Multi-Response Model
Trees that are considered to be state-of-the-art methods for the combination of
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Table 2. Folder in UCI server, average accuracy of each combining method on each of
the 11 data sets and geometric mean of each combining method over all data sets

UCI Folder SMT ES EV EPRL
hepatitis 0.8379 0.8383 0.8383 0.8614
heart-disease (cleveland) 0.8300 0.8442 0.8172 0.8170
horse-colic 0.8290 0.8452 0.8535 0.8481
iris 0.9533 0.9533 0.9467 0.9533
labor 0.9100 0.9433 0.9267 0.9667
ionosphere 0.9402 0.9147 0.9232 0.9203
prima-indians-diabetes 0.7603 0.7720 0.7681 0.7759
soybean 0.9254 0.9254 0.9444 0.9415
voting-records 0.9586 0.9518 0.9563 0.9542
wine 0.9663 0.9722 0.9889 0.9722
zoo 0.9509 0.9409 0.9609 0.9609

geometric mean 0.8940 0.8979 0.8996 0.9040
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Fig. 2. Average accuracy on all data sets with respect to the episodes

heterogeneous classifiers. Figure 2 shows the average accuracy of our approach
over all datasets using a varying number of episodes, starting from 250 up to
2000 with a step of 250 episdoes. It also shows the accuracy of the other classifier
combination methods for comparison purposes. As it can be seen, our approach
obtains good performance for a small number of episodes and finally outperforms
the other methods. In approximately 500 episodes T has acquired a significantly
low value and the agent exploits its knowledge. As a result, the accuracy of our
approach increases rapidly.
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7 Conclusions and Future Work

This paper has presented a method for pruning an ensemble of heterogeneous
classifiers based on Reinforcement Learning. The results of combining the subset
of classifiers with Voting are very promising as they compare favorably against
the results of state-of-the-art methods for heterogeneous classifier combination.

An interesting aspect of the proposed approach is its anytime property, which
means that it can output a solution at any given time point. As we show from
the experimental results, after an initial period of exploration, the approach
starts improving by exploiting the knowledge it acquired. Therefore the more
the training episodes, the higher the predictive performance of the resulting
pruned ensemble, until the approach converges around some good performance.

Another interesting property is that the computational complexity of the
method is linear with respect to the ensemble size, as each training episode lasts
as many time steps as the number of classifiers in the ensemble. However, the
state space that the agent has to explore grows exponentially with the number
of classifiers, and so does the complexity of the learning problem.

In the future, we intend to investigate the applicability of the proposed ideas
in libraries of thousands of models [4]. In such a case we need to alter the
representation of the states, in order to tackle the explosion of the state space.
In addition, we plan to explore other methods of action selection, in order to
improve not only the exploration of the state space but also the time needed for
the algorithm to converge.
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Abstract. The role and importance of methods for lexical knowledge elicitation 
in the area of multilingual information processing, including machine 
translation, computer-aided translation and cross-lingual information retrieval  
is undisputable. The usefulness of such methods becomes even more apparent 
in cases of language pairs where no appropriate digital language resources  
exist. This paper presents encouraging experimental results in automatically 
eliciting bilingual lexica out of Greek-Turkish parallel corpora, consisting  
of international organizations’ documents available in English, Greek and 
Turkish, in an attempt to aid multilingual document processing involving these 
languages. 

1   Introduction 

Of primary importance to the field of machine translation is the deployment of 
multilingual language resources, usually in the form of a bi-lingual or multi-lingual 
lexicon establishing translation equivalences between lexical units. The lack of such 
resources, in a digital form, for language pairs involving less widely used languages 
in the digital world, such as Greek and Turkish, but also the difficulties of the manual 
construction of such resources, are the main reasons underlying the necessity and 
importance of automatic methods for the compilation of such lexicons. Evidence for 
the applicability of statistical approaches to machine translation is accumulating fast 
and the performance of statistical techniques coupled with machine learning, proves 
to be a solution especially when focusing on specific domains. Yet, the main 
advantage of statistical algorithms is their versatility, as they can be used in many 
language pairs without minimal methodological changes. The bilingual lexicon 
extraction method proposed in this paper is based on statistical algorithms over 
parallel corpora, i.e. corpora consisting of source texts translated to one or more target 
languages. The language pairs in focus here cover languages with substantial 
differences in morphology and syntax, Greek (EL) – Turkish (TR) and also Greek 
(EL) – English (EN). The challenges of tackling the EL-TR pair consist in 
morphological and syntactical differences between the two languages, stemming from 
the fact that they belong to different language families. Turkish is an agglutinative 
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language with S-O-V structure, while Greek is non-agglutinative and mostly S-V-O. 
The value of such methods is highly evaluated especially if we take in consideration 
a) time costs associated with the manual construction of domain-specific, let alone 
general language, lexicons, b) the versatility of methods and systems in different 
kinds of applications and also different language pairs, c) the usability of generated 
resources in conjunction with translation tools, for learning i.a. new words enriching 
the original lexicons. In the following chapter we review briefly techniques used up 
today. In chapter 3 we present the architecture of the proposed method analyzing the 
phase of single and multi word association. In chapter 4 we present the results from 
evaluation tests of our method while in chapter 5 we summarize the conclusions of 
this work. 

2   Background 

In order to achieve lexicon building automation, usually referred to as word 
alignment, some basic language processing is involved. Intermediate, well-delineated 
steps, include: a) Text alignment at sentence level, b) Word conflation to improve 
statistical relevance, c) Alignment at word level, and d) Spotting and translation of 
Multi-Word Units (MWUs). 

Text alignment at sentence level is the first step for almost any approach [12]. The 
most commonly used algorithm is the one Gale & Church introduced [4] based on the 
observation that longer sentences in one language tend to be translated into longer 
sentences in the other language, and that shorter sentences tend to be translated into 
shorter sentences. The algorithm manages to align sentences in a ratio of 1:1, 1:0, 0:1, 
2:1, 1:2 and 2:2. The sentence length-measure they selected is the number of 
characters in each sentence. Brown et al. [1] have introduced another algorithm with 
the main difference of using different metric length of the sentences counting words 
instead of characters. Their algorithm is also supported by the alignment of “anchor” 
words. On the word conflation front, word forms that conflate together are reduced to 
a representative form in order to render the statistical measurements relevant. 

The problem of “word conflation” could be solved by grouping all the words based 
on lemmatization or stemming [13]. Both techniques require the appropriate linguistic 
processing, usually in terms of a POS tagging and lemmatisation procedure, in order 
to resolve any ambiguous cases, or in terms of knowledge of morphological classes 
for stemming purposes. Yet, the existence of usable, possibly with good domain 
coverage, linguistic processors is not granted for less widely used languages, forcing 
solutions to be based on “string matching” algorithms. Two of the most popular such 
solutions are a) Longest Common Sub-sequence Ratio (LCSR), and b) N-Grams [7]. 

Alignment at word level consists in matching all words of each source sentence 
with a subset of candidate translations and subsequently selects the most “suitable” 
association. This phase is usually divided in two sub phases: first eliciting candidate 
translations and second selecting the most suitable translation. On candidate 
translations elicitation, for each source word, a set of target words that co-occurred in 
the aligned target sentences is the original set of candidate translations. However, its 
size is cut down to a minimal subset of candidate translations for performance reasons 
and for resolving ambiguous cases. The process of eliminating irrelevant target words 
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has been implemented by Tufi  [16] with the use of a PoS tagger that assosiates only 
words of the same part of speech category. Another solution proposed by Brown et al. 
[2] calculates the Mutual Conditional Probability between every source word and its 
candidate translations and then eliminates those that do not meet a selected threshold. 
Tufi  [16] and Brown et al. [2] also propose is usage of the relative position of words 
in the aligned setences they co-occur, eliminating candidates located outside a range 
of ±2 positions. The problem with these proposals, however, is that they would not 
work for languages of totally different syntax. A very simple, yet very effective, 
method has been introduced by Smadja [14] using a modification of the Dice 
coefficient, substituting the frequency of the target word f(y), with the sum of the co-
occurrences of y with the source word. The methods used for selecting the most 
suitable translation are based on association or estimation techniques [15] or even 
combining both. The association methods use heuristics, based on the co-occurrences 
of two words or sometimes on string matching techniques. Widely used association 
measures include the Dice coefficient and point-wise mutual information. The 
estimation methods can either be based on probabilistic or graph models. The 
probabilistic models select a target word y as the translation of the source word x if 
maximizes the P(y|x) = P(x|y)* P(y). Two of the graph models proposed by Kageura 
et al. [6] and Gaussier [5] construct graphs whose vertices are the words found in the 
parallel corpora. Two vertices, derived from words from each language, are connected 
with an edge only if they are likely to comprise a translation pair. The final word 
alignment is reached with the use of graph algorithms. 

On locating and translating MWUs: MWUs in most cases consist of 2 - 4 (not 
necessarily contiguous) words with such a concrete meaning that usually translates 
into a different number of words in another language. The first problem is the 
identification of the MWU. A common practice used by Kupiec [8] and Van der Eijk 
[17] locates sequences of nouns supposing that MWUs consist, mainly, of nouns. A 
more sophisticated system XTRACT has been developed by Smadja et al. [14] 
locating MWUs using the following criteria: a) up to 4 words can interve between 
every 2 words of the MWU, b) the MWU has to appear at least 5 times in the text. 
The only “problem” with XTRACT is that it requires language specific information as 
part of a PoS tagger and syntax analysis stages. Smadja et al. [14] also introduced 
“Champollion”, a system for translating the MWUs that XTRACT locates. Its 
iterative structure comes to an end when no more words can be added to the 
translation of a word or a MWU and still score under a threshold. 

3   System Architecture 

The proposed method consists of 3 main phases, including a pre-processing phase 
consisting in aligning the parallel corpus at sentence level. Phase 1 consists in 
eliciting candidate translations and conflating word forms. Phase 2 consists in 
aligning at word level, while phase 3 consists in identifying MWUs on both corpus 
sides and eliciting translation equivalents of MWUs. 

The task for the pre-processing phase is to align the sentences of each text in the 
parallel corpus. Sentence alignment is performed by the “Tr•AID Align” tool [11], 
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based on an improved Gale & Church-like [4] algorithm, running and tested for the 
first time on EL-TR. The not-unexpected problem encountered involved the inability 
to locate alignments 3:1, 1:3, 3:2, 2:3, 2:0, 0:2, realized in the corpus. 

3.1   Phase 1: Eliciting Candidate Translations and Conflating 

For performance reasons, the list of co-occurring target words (candidate translations) 
gets downsized to a minimum, without loss of correct translations. The methods 
reviewed in chapter 2 eliminating candidate translations based on their relevant 
position in a sentence, cannot be used in EL-TR due to the languages’ differences. We 
have therefore introduced another method, appropriate for language pairs of different 
structure. However the main difference from the evaluation metrics of [2] and [14], is 
the use of the current frequency of the source and target words, instead of calculating 
the total occurrences of the two words. 

3.1.1   Evaluation Metric 
The elimination of irrelevant target words from the list of the source-word’s co-
occurring words is achieved by use of an evaluation metric introduced in [10], [12] 
Target words scoring below an empirically defined threshold are ignored from the 
candidates’ list. 
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f(x) , f(y): 
f(x,y): 

occurrences of source word x and target word y, respectively 
co-occurrences of word x and y in aligned sentences 

If y is the only translation of x then they will probably occur the same times in the 
texts and they furthermore will always occur in aligned sentences thus: f(x) = f(y) = 
f(x,y)  M(x,y) = 0 . Actually things are more complicated as it is very common for 
a word to have more than one translations (y1, y2) and therefore f(x) = f(y1) + f(y2)  
f(x)>f(y1)  M(x,y)>0. Equation (1) is symmetrical thus: M(x,y) = M(y,x). Generally, 
the smaller the value of M(x,y) is, the more probable is, that y is the translation of x 
and vice versa. 

3.1.2   Threshold 
Tests of the evaluation metric have proven that a sufficient threshold for deciding if y 
is the translation of x is M(x,y)<0.5 . Yet this is a very strict threshold since in the 
first phase of our algorithm, we do not use the total frequencies but current 
frequencies. After calculating the first 25 possible combinations (Table 1), excluding 
symmetrical combinations, for f(x), f(y) and f(x,y) we came up with 3 possible values 

that could lead to a translation pair. M(x,y) {0 , 0.816497 , 1.414214 , 1.632993}. We 
have selected as threshold T the greater value: T=1.632993 meaning that any target 
word y that co-occurred in an aligned sentence with x and M(x,y) T then is added to 
the list of x’s candidate translations. 
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Table 1. Possible combinations 

A/A f(x) f(y) f(x,y) M(x,y) Dice(x,y) Accept.

1 1 1 1 0.000000 1 YES
2 1 0 0 0.816497 0 YES
3 1 1 0 0.816497 0 YES
4 2 0 0 1.632993 0 YES
5 2 1 0 1.414214 0 YES
6 2 1 1 0.816497 0.666667 YES
7 2 2 0 1.632993 0 YES
8 2 2 1 0.816497 0.5 YES
9 3 0 0 2.449490 0
10 3 1 0 2.160247 0
11 3 1 1 1.632993 0.5 YES
12 3 2 0 2.160247 0
13 3 2 1 1.414214 0.4 YES

A/A f(x) f(y) f(x,y) M(x,y) Dice(x,y) Accept.

14 3 2 2 0.816497 0.8 YES
15 3 3 0 2.449490 0
16 3 3 1 1.632993 0.333333 YES
17 3 3 2 0.816497 0.666667 YES
18 4 1 0 2.943920 0
19 4 2 0 2.828427 0
20 4 1 1 2.449490 0.4
21 4 2 1 2.160247 0.333333
22 4 3 0 2.943920 0
23 4 3 1 2.160247 0.285714
24 4 3 2 1.414214 0.571429 YES
25 4 3 3 0.816497 0.857143 YES

 

    An additional elimination criterion we have used is the size of the list of candidate 
translations itself. Assuming that the average size of a sentence is 20-30 words and 
that the translation of a word should be included in the first 3 aligned sentences, then 
we can limit the size of candidate translations to a maximum of 100. 

3.1.3   M(x,y) vs Dice Coefficient 
From a close examination of Table 1, our evalua tion metric appears to be of higher 
discriminant capacity than the Dice coefficient especially in cases that f(y) and f(x,y) 
have a very low value (up to 3). In cases {2, 3, 4, 5, 7} and {9, 10, 12, 15, 18, 19, 22} 
the value of Dice coefficient is always 0, although the first set could be candidate 
translations and the latter not. On the contrary, the M(x,y) values vary with smaller 
values for the first set and higher values for the second set, allowing the distinction of 
the two sets. Moreover, the value of M(x,y) is the same in cases 8 and 11, while Dice 
coefficient’s values are quite different. On the other hand, Dice coefficient scores the 
same in cases of both sets: {13, 20} and {16, 21}, while on the contrary, the values of 
M(x,y), correctly vary appropriately. From all the 25 cases examined, Dice coefficient 
gives better results than (x,y) in cases 6 and 14. 

3.1.4   Word Conflation 
For performance reasons the words that conflate together are grouped to sets that are 
identified by a representative word. The procedures for selecting the representative 
word and for joining sets are implemented by Union_by_Height and Path_ Compress-
ion techniques [3]. 

Word conflating without linguistic information was based on the observation that 
in both language (as in most) variations of words are formed by altering their suffix, 
while their bigger part (from left to right), remains the same. Thus, in order to decide 
if two words of the same language have a common root, we applied the following: a) 
from Greek words stresses are deleted, b) depending on the length in characters of 
word, we ignore up to k and k  characters from the end of each one respectively 
(where k, k  :  {0,1,2,3,4,5}), while the total of ignored characters should never 
exceed 40% of the total length of the compared word, c) all the strings deriving from 
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each allowed value of k and k  are being compared to each other and if any two of 
them are the same, then the two words are considered to have the same root, d) should 
the two words conflate with each other, the Union_by_Height procedure will set the 
pointers, of the words, to their representative. In the example of table 5, we test if the 
words “ ” and “ ” should get conflated. 

 
Table 2. Word conflation Table 3. Conflation example 

Character length Ignored
characters

% of ignored
characters

Up to 2 0 0 %
3 or 4 0 or 1 25% - 33.3%

5 , 6 or 7 0 , 1 or 2 28.5% - 40%
8 or 9 up to 3 33.3% - 37.5%

10 , 11 or 12 up to 4 33.3% - 40%
More than 12 up to 5 < 38.46%  

 

 

This algorithm is not flawless as N-gram’s based algorithms. There are several cases 
that the one algorithm works better than the other (and vice versa). The main 
advantage of our algorithm is that it works better on word-pairs of different length. 
The 2-grams score of the word-pair used in our example is 0.6667, quite low for 
conflating them. 

Apart from using purely statistical algorithms we have also tried to embed 
language specific information in the phase of word conflation. Word conflation using 
linguistic information was based on the lemmas of the words in the parallel texts. 
Words with the same lemma are conflated. Lemmatisation for Greek was performed 
by ILSP’s lemmatiser [9], while for Turkish it has been performed by emal Oflazer1. 

3.3   Phase 2: Word Alignment 

Word alignment takes place in the second phase of the proposed method, by 
evaluating the possibility of source word x being translated to any of its candidate 
translations. The evaluation process is augmented by two scoring functions the Word-
Score and the Representative-Score.  

3.3.1   Representative-Score (Rep-score) 
Again equation 1 is used in order to calculate Rep-score. The difference from W-
score is that instead of the single word forms x, y their representatives X, Y 
respectively, are used for the calculation of M(X,Y) = Rep-score. Thus, for 
calculating the Rep-score for source word x1 the following steps are needed: a) The 
representative of x1 is retrieved (X = x0), b) All the words x1, x2, … , xn represented 
by X are retrieved. c) For each of these words there is a corresponding list Si 
containing all the sentences the word occurs. We call Sx the union of all these lists. d) 
The number of members of set Sx is the frequency of x1’s representative = f(X)  
f(x1). e) For all the words xi represented by X, we call WCX the union of their sets: 

                                                           
1  Kemal Oflazer , Sabanci University , Faculty of Engineering and Natural Sciences , Orhanli, 

81474 Tuzla, Istanbul, Turkey, http://people.sabanciuniv.edu/~oflazer/  
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WCxi that contain their candidate translations. f) For each target word yi , contained in 
WCX its representative Y is retrieved. g) All the words y1, y2 … ym represented by Y 
are retrieved with their corresponding lists 1, 2, …, m that contain the sentences in 
which they occur. h) The number of the members of the union TY of all these lists is 
the frequency of y’s representative = f(Y). i) The number of common sentences found 
in SX and TY is the frequency of common co-occurrences of X and Y : f(X,Y) = |SX  
TY|. j) Finally by replacing f(x), f(y), f(x,y) with f(X), f(Y), f(X,Y) on equation 1 we 
calculate the M(X,Y) = Rep-score. 

3.3.2   Word Translation (Alignment) 
The procedure for finding the x’s alignment pair is analyzed below: a) All the Rep-
scores are calculated between all source words represented by X and each candidate 
translation. b) All W-scores are calculated between source word x and its candidate 
translations. c) From the target representatives examined in the first step, the one with 
the lowest score is selected. d) If more than one words tied in first place, a set of 
Candidate Representatives (CR) is created. In this case, draws are resolved after 
calculating the W-score for all the candidate translations of x. e) Finally the target 
word y, that is represented by the representative selected in step c), is selected as the 
translation of word x. If more than one representatives have been selected in step d), 
then the translation of x is the target word, whose representative is included in set CR 
and has the minimum W-score among all others (whose representatives are also 
included in set CR). f) In the first step Rep-scores are not calculated only for words 
co-occurring with x but also for an extended set of target words co-occurring with 
source words represented by X. As a consequence it is possible that the best scoring 
representative(s) does not represent any of the candidate translations of x. In these 
cases, the output of the system will be: all the best scoring representatives (set CR), 
and any candidate translations with W-score = 0. Even though we try to deal with ties 
in steps d), e) and f) above, it is still possible that more than one words have a 
minimum W-score while their representatives also score the minimum Rep-score. In 
most cases this problem comes up as a result of parallel corpora of insufficient size. In 
order to deal with these extended ties, the system’s output are all the equally scored 
words, with a certainty percentage equally divided among all the results.  

3.4   Phase 3: Translation of MWUs 

3.4.1   Spotting the MWUs 
The main difference of the proposed system from others such as Smadja’s et.al. [14], 
is that no linguistic information is involved in tracking down MWUs. The method is 
based on metric M(x,y) with the difference that the two evaluated words are of the 
same language and in the same sentence. Initially, two-word units are located and in 
the following recursive steps, n-word units are located by extending, when 
appropriate, the already found (n-1)-word units. 

3.4.1.1   Locating 2-Word Units. The steps of the process are as follows: a) for each 
source word x all the containing sentences are recalled, b) words contained in the 
sentences of the previous step will be tested with x for constructing a 2-word unit, 
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excluding words with the same representative with x and words located more than 2 
positions away from x. For the selected words, both W-score and Rep-score are 
calculated (M(x,y) and M(X,Y)), c) word pairs with score M(x,y) or M(X,Y) less than 
an empirically selected threshold T2 = 0.3 and a frequency f(x,y) or f(X,Y) ≥ 3 are 
qualified as valid 2-word pairs, d) finally word pairs that do not manage to score both 
M(x,y) and M(X,Y)  than an empirically selected upper limit: Lmax = 1.5 , are 
eliminated. 

3.4.1.2   Locating MWUs. Every MWU can be considered as one or more 2-word 
units + some additional words. Thus, each 2-word or (n-1)-word unit (called x), found 
in a previous phase, is tested, using M(x,y) and M(x,Y), with any word y (located at 
most 2 positions further than the first or the last word of x and represented by Y) in 
order to check if y should be added to the (n-1)-word unit x. The empirically selected 
thresholds are slightly modified in this phase: Tn = 0.4 and TRn = 0.3. If the tested 
word y passes the following selection criterion: 

( (x,y)  Tn OR (x,Y)  TRn ) AND ( (x,y)  Lmax AND (x,Y)  Lmax ) 
AND ( f(x,y) ≥ 3 OR f(x,Y) ≥ 3 ) 

then it is added to the (n-1)-word unit x which is then updated to a n-word unit. 

3.4.2   Translating MWUs 
After locating all the MWUs, we seek their translation as follows: a) translating 
MWU x first of all its container sentences are recalled, b) if the aligned sentences of 
the target language also contain MWUs: {Z1, Z2, … Zk}, all (x, i) are calculated, c) 
for each target word y (represented by Y) contained in the aligned sentences, M(x,y) 
and M(x,Y) are calculated, d) the MWU x is then translated either to a single word or 
to another MWU. After comparing all the calculated scores : M(x,Zi) M(x,y), M(x,Y) 
the one with the minimum (=better) score is selected. 

4   Evaluation Tests 

The lack of sizeable EL-TR parallel corpora made imperative the use of texts of 
rather limited size. The smaller, text ‘A’, accounting for 6.011 EL words, 4.227 
TR words and 5.234 EN words, is a loosely translated text from NATO texts. The 
second, bigger text (‘B’), accounting for 41.870 EL words, 31.618 TR words and 
40.742 EN words, of more accurate translation, is the UN Anan Plan text. For 
sentence alignment purposes, Tr•AID Align did treat 6 cases of 2:1 alignments, 3 
cases of 1:2, and 2 cases of 2:2. Most errors were due to strange punctuation use 
leading to erroneous sentence splitting. The 21 wrong alignments were due to 
cases of 1:3, 1:0 and 0:2 alignments, due to free translation style. Overall, the 
performance of Tr•AID Align on EL-TR corpora was quite satisfying: 87% 
accuracy in text A, 100% in text B. 

Word conflation. Table 4 displays the results from applying our word-conflating 
procedure. 
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Table 4. Word Conflation Results (EL-TR) 

Word Conflation in Text ‘A’ Greek Turkish 

a Different words 1695 1895 
b Total Conflations 658 723 
c Wrong Conflations 22 22 
d Missing Conflations 28 182 
e Not Conflated 89 85 
f Precision [b-c/b] 95.1368 % 96.9571 % 
g Recall [b-c/(b-c+d+e)] 84.2530 % 72.4174 % 

Word alignment results. The system tries to align all the words found in the parallel 
corpora instead of aligning only the best scoring of them. The main issue in trying to 
align words between EL-TR is that many Greek words are not aligned with a Turkish 
word but with a suffix. Results are presented in tables 5, 6 and 7. 

 
Table 5. EL-TR Results Table 6. EL-EN Results 

Word Alignment Text ‘B’ Greek Turkish

a Different words 5.215 6.663
b Sample size 919 962
c Correctly translated 390 410
d Precision [c/b] 42.4374 % 42.6195 %

Word Alignment Text ‘A’ Greek English

a Different words 1.695 1.299
b Sample size 1.000 1.000
c Correctly translated 575 600
d Precision [c/b] 57.5 % 60 %  

Table 7. Word Alignment Examples (EN-EL) 

 

One of the causes for failing to translate a word is wrong or incomplete word 
conflation. To illustrate the importance of word conflation, consider the following:  

The wordforms “ ”(8), “ ”(7), “ ”(3), “ ”(1), 
“ ”(2), “ ”(1), (with frequencies denoted in parentheses) instead of 
conflating into a single set, they result in two conflation subsets: 

A = { , } with representative frequency f(XA) = 15 
B = { , , , } with f(XB) = 7 

The Turkish corresponding word “savunma” and its 6 variations conflate into a 
single set of representative frequency = 26. However, the system manages to correctly 
align words of subset A with the appropriate Turkish word. Unfortunately the 4 words 
of subset B are incorrectly aligned with irrelevant words. The difference in the 
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representative frequencies of f(XA+XB)  f(savunma) is because of loose translation 
of the two texts using for example the word « » (  (EL) = guvenlik 
(TR) = security (EN)) instead of « » (  (EL) = savunma (TR) = defence 
(EN)). This example is distinctive of the importance of word conflation where 1 
missing conflation link results in 4 wrong word alignments. Another issue denoted by 
the example above is the problem of translation quality of the parallel corpora, mainly 
because they are not translations of each other but translations through a pivot 
language (English). 

Table 8. MWU spotting and translation, 
EL-TR 

Table 9. MWU spotting and translation, 
EL-EN 

Multi Word Units Text ‘A’ Greek Turkish 

a Total MWUs 30 30 
b Spotted 15 13 
c Correctly Spotted 14 11 
d Correctly Translated 6 5 
e Spotting Recall [c/a] 46.67 % 36.67 % 
f Spotting Precision [c/b] 93.33 % 84.62 % 
g Translation Precision [d/c] 42.86 % 45.45 % 

 

Multi Word Units Text ‘A’ Greek English 

a Total MWUs 30 30 
b Spotted 15 12 
c Correctly Spotted 14 7 
d Correctly Translated 7 5 
e Spotting Recall [c/a] 46.67 % 23.33 % 
f Spotting Precision [c/b] 93,33 % 58,33 % 
g Translation Precision [d/c] 50 % 71 %  

Table 10. Translating and Spotting Greek MWU in Text A 

GREEK (source) TURKISH (target) ENGLISH (target) 

Spotted Multi-Word Units 

Fr
eq

. 

co
rr

ec
t 

Aligned MWU 

co
rr

ec
t 

Aligned MWU 

co
rr

ec
t 

    4 Yes sovyetler+ birligi'nin Yes Soviet   
    4 Yes Anilan  - NOT SPOTTED -  
    4 Yes - NOT SPOTTED -  America  
 -    5 Yes avrupa-atlantik (…)  euro-atlantic+ area Yes 
    7 Yes ABD'ye Yes united+ states Yes 
    3 Yes Tarihinde  united+ states (2nd)  
    7 Yes - NOT SPOTTED -  - NOT SPOTTED -  
    7 Yes - NOT SPOTTED -  - NOT SPOTTED -  
    8 Yes soguk (cold)  Cold  
     4 Yes prag zirvesinde Yes Summit(1st ) , prague(2nd )  
     3 Yes sayisi   cut+ per+ cent Yes 

   4 Yes ll+ eylül+ terörist Yes terrorist+attacks+september Yes 
     9 Yes kitle+ imha+ silahlari Yes weapons+mass+destruction Yes 
     9 Yes kitle+imha+ silahlarinin Yes weapons+mass+destruction Yes 
      3  Maddesini (article)   First , article , invoked   
 Total spotted   14 Correctly translated 6 Correctly translated 6 

Spotting Precision : 93.3333% Translation Precision : 
45,4545% 

Translation Precision : 
71% 

 

MWUs spotting and translation results. The issue in spotting MWUs is the noise 
coming from words that happen to co-occur more than twice in same sentence. To 
deal with this, stricter selection criteria were applied leading to reduced recall. Test 
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results are presented in tables 8 9 and 10. Low translation precision is a direct 
consequence of the also low spotting recall, since it is not possible to correctly 
translate a MWU if its translation equivalent is not correctly spotted as a MWU. 

5   Conclusions 

Mining lexical equivalences out of parallel corpora seems to be a promising method 
for quick and cheap lexicon construction in less widely used language pairs. 
Analyzing sentence alignment leads to the conclusion that Gale&Church-like 
approaches can be effectively applied to Greek and Turkish. Word alignment results 
are promising, too. Though they were better in EL-EN tests, results in EL-TR tests are 
encouraging. This is obviously due to the simpler morphology of the English 
language resulting in reduced variations of wordforms in the text. The main cause for 
failing to translate a word is wrong or incomplete word conflation. By improving the 
conflation procedure, word alignment will be upgraded. Spotting the MWU was 
accomplished by using the same metric used for word alignment. The main issue in 
this task was noise elimination caused by words that casually co-located in the same 
sentences. Despite the low spotting recall, translation precision is quite good since 
correctly spotted MWUs in both languages are also correctly translated. Using larger 
parallel corpora is expected to yield much better results. 
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Abstract. In this paper feed-forward neural networks are introduced
where hidden units employ orthogonal Hermite polynomials for their ac-
tivation functions. The proposed neural networks have some interesting
properties: (i) the basis functions are invariant under the Fourier trans-
form, subject only to a change of scale, and (ii) the basis functions are the
eigenstates of the quantum harmonic oscillator, and stem from the solu-
tion of Schrödinger’s diffusion equation. The proposed neural networks
demonstrate the particle-wave nature of information and can be used in
nonparametric estimation. Possible applications of neural networks with
Hermite basis functions include system modelling and image processing.

1 Introduction

Feed-forward neural networks (FNN) are the most popular neural architectures
due to their structural flexibility, good representational capabilities, and avail-
ability of a large number of training algorithms. The hidden units in a FNN
usually have the same activation functions and are usually selected as sigmoidal
or radial basis functions. This paper presents feed-forward neural networks that
use orthogonal Hermite polynomials as the basis functions of the hidden-layer
nodes. The proposed neural networks have some interesting properties: (i) the ba-
sis functions are invariant under the Fourier transform, subject only to a change
of scale, (ii) the basis functions are the eigenstates of the quantum harmonic
oscillator and stem from the solution of Schrödinger’s diffusion equation. The
proposed feed-forward neural networks belong to the general category of non-
parametric estimators and are suitable for function approximation and system
modelling. Feed-forward neural networks with two dimensional Hermite basis
functions can be constructed by taking products of the one-dimensional basis
functions. Simulation tests show the approximation capabilities of feed-forward
neural networks with Hermite basis functions in case of 1-D and 2-D functions.
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It worths to be noted that feed-forward neural networks with Hermite basis
functions demonstrate the particle-wave nature of information as described by
Schrödinger’s diffusion equation [1,2]. Attempts to enhance the connectionist
neural models with quantum mechanics properties can be found in [3-5]. The
proposed FNNs extend previous results on neural structures compatible with
quantum mechanics postulates, given in [6,7].

The structure of the paper is as follows: In Section 2, the relation of the
eigenstates of the quantum harmonic oscillator to Hermite polynomials is an-
alyzed. Furthermore, the expansion in Gauss-Hermite series is explained and
feed-forward neural networks that use Hermite basis functions are introduced.
In Section 3 simulation tests show the efficiency of neural networks with Hermite
basis functions for function approximation and system modelling applications.
The proposed neural networks are compared against conventional feed-forward
neural networks. Finally, in Section 4 concluding remarks are stated.

2 Neural Networks Using Hermite Activation Functions

2.1 Function Approximation with Feed-Forward Neural Networks

The idea of function approximation with the use of feed-forward neural networks
(FNN) comes from generalized Fourier series. It is known that any function
ψ(x) in a L2 space can be expanded in a generalized Fourier series in a given
orthonormal basis, i.e.

ψ(x) =
∞∑

k=1

ckψk(x), a ≤ x ≤ b (1)

Truncation of the series yields in the sum SM (x) =
∑M

k=1akψk(x). If the coeffi-
cients ak are taken to be equal to the generalized Fourier coefficients, i.e. when
ak = ck =

∫ b

a ψ(x)ψk(x)dx, then SM (x) is a mean square optimal approxima-
tion of ψ(x). Unlike generalized Fourier series, in FNN the basis functions are
not necessarily orthogonal. The hidden units in a FNN usually have the same
activation functions and are often selected as sigmoidal functions or gaussians.

2.2 The Gauss-Hermite Series Expansion

Feed-forward neural networks with Hermite polynomials as basis functions
demonstrate the particle-wave nature of information, as described by Schrö-
dinger’s diffusion equation, i.e.

ih̄
∂ψ(x, t)

∂t
= − h̄2

2m
∇2ψ(x, t) + V (x)ψ(x, t)⇒ ih̄

∂ψ(x, t)
∂t

= Hψ(x, t) (2)

where H is the Hamiltonian, i.e. the sum of the potential V (x) and of the
Laplacian− h̄2

2m∇2 = h̄2

2m
∂2

∂x2 . The probability density function |ψ(x, t)|2 gives the
probability at time instant t the input x of the NN (quantum particle equivalent)
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to have a value between x and x + Δx. The general solution of the quantum
harmonic oscillator , i.e. of (2) with V (x) being a parabolic potential, is [1], [2]:

ψk(x, t) = Hk(x)e−x2/2e−i(2k+1)t k = 0, 1, 2, · · · (3)

where ψk(x, t) are the eigenstates of the quantum harmonic oscillator and Hk(x)
are the associated Hermite polynomials. The general relation for the Hermite
polynomials is

Hk(x) = (−1)kex2 d(k)

dx(k) e−x2
(4)

According to (4) the first five Hermite polynomials are H0(x) = 1, H1(x) = 2x,
H2(x) = 4x2 − 2, H3(x) = 8x3 − 12x, and H4(x) = 16x4 − 48x2 + 12. Analytic
diagrams of the associated basis functions are given in Fig. 1

−10 −5 0 5 10
−1

−0.5

0

0.5

1

x

H
(x

)

1st Hermite basis functions

−10 −5 0 5 10
−1

−0.5

0

0.5

1

x

H
(x

)

2nd Hermite basis functions

−10 −5 0 5 10
−1

−0.5

0

0.5

1

x

H
(x

)

3rd Hermite basis functions

−10 −5 0 5 10
−1

−0.5

0

0.5

1

x

H
(x

)

4th Hermite basis functions

Fig. 1. Analytic diagrams of one-dimensional Hermite basis functions

It is known that Hermite polynomials are orthogonal. The following basis
functions can now be defined [8]:

ψk(x) = [2kπ
1
2 k!]−

1
2 Hk(x)e−

x2
2 (5)
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where Hk(x) is the associated Hermite polynomial. For the purposes of multi-
resolution analysis Hermite basis functions of (5) are multiplied with the scale
coefficient α. Thus the following basis functions are derived

βk(x, α) = α− 1
2 ψk(α−1x) (6)

where α is a characteristic scale. The basis functions of (6) also satisfy orthogo-
nality condition, i.e. ∫ +∞

−∞
βm(x, α)βk(x, α)dx = δmk (7)

where δmk is the Kronecker delta symbol [8]. Any continuous function f(x), x ∈
R can be written as a weighted sum of the above orthogonal basis functions, i.e.

f(x) =
∞∑

k=0

ckβk(x, α) (8)

The expansion of f(x) using (8) is a Gauss-Hermite series. It holds that the
Fourier transform of the basis function ψk(x) of (5) satisfies the relation [8]

Ψk(s) = ikψk(s) (9)

while for the basis functions βk(x, α) using scale coefficient α it holds that the
associated Fourier transform is

Bk(s, α) = ikβk(s, α−1) (10)

Fig. 2. A feed-forward neural network with Hermite polynomials as basis functions
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which means that the Fourier transform acts on the basis functions of (6) with
a change of scale α→ α−1. Therefore, it holds

f(x) =
∞∑

k=0

ckβk(x, α)
F
→F (s) =

∞∑
k=0

ckikβk(s, α−1) (11)

The structure of a feed-forward neural network with Hermite basis functions is
depicted in Fig.2.

2.3 Neural Networks Using the Eigenstates of the 2D Quantum
Harmonic Oscillator

Feed-forward neural networks with Hermite basis functions of two variables can
be constructed by taking products of the one-variable basis functions Bk(x, α)
8. Thus, setting x = [x1, x2]T one can define the two-variable basis functions

Bk1,k2(x, α) =
1
α

Bk1(x1, α)Bk2 (x2, α) (12)

These two-variable basis functions are again orthonormal, i.e. it holds∫
d2xBn1,n2(x, α)Bm1,m2(x, α) = δn1m1δn2m2 (13)

The basis functions Bk1,k2(x) are the eigenstates of the two dimensional har-
monic oscillator, which is a generalization of (2). These basis functions form
a complete basis for integrable functions of two variables. A two dimensional
function f(x) can thus be written is the series expansion:

f(x) =
∞∑

k1,k2

ckBk1,k2(x, α) (14)

The choice of the maximum order kmax
1 , kmax

2 is of practical interest. Appropriate
tuning of the scale coefficient α defines the multi-resolution features of FNN with
Hermite polynomial activation functions. Thus, an area in the data space can be
covered by basis functions with large support or finer resolution so as to pick-up
both fine details and courser trends (see Fig. 3).

Indicative basis functions B1,2(x, α) and B3,3(x, α) of a 2D feed-forward quan-
tum neural network are depicted in Fig. 4 and Fig. 5.

It has to be noted that FNN with Hermite basis functions can be also used
for function approximation in higher dimensional spaces, if suitable multivari-
able basis functions are introduced. The tensor product method can be employed
to construct appropriate multivariable basis functions.

Remark : The significance of the results of Section 2 is given the sequel:
(i) Orthogonality of the basis functions and invariance under the Fourier trans-
form, (subject only to a change of scale): this means that the energy distribu-
tion in the proposed neural network can be estimated without moving to the
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Fig. 4. 2D feed-forward neural network with Hermite polynomial activation functions:
basis function B1,2(x, α)

frequency domain. The values of the weights of the neural network provide a
measure of how energy is distributed in the various modes ψk(x) of the signal
that is approximated by the neural network.
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Fig. 5. 2D feed-forward neural network with Hermite polynomial activation functions:
basis function B3,3(x, α)

(ii) The basis functions of the neural network are the eigenstates of the quantum
harmonic oscillator: this means that the proposed neural network can capture
the particle-wave nature of information. The input variable x is viewed not only
as a crisp value (particle equivalent) but is also distributed to the normal modes
of a wave function (wave equivalent).

3 Simulation Results

The performance of neural networks that use the eigenstates of the quantum har-
monic oscillator as basis functions is compared to the performance of one hidden
layer FNN with sigmoidal basis functions (OHL-FNN). It should be noted that
the sigmoidal basis functions φ(x) = 1

1+exp(−x) in OHL-FNN do not satisfy the
property of orthogonality. In the case of neural networks with Hermite basis
functions, training affects only the output weights, and can be performed with
second order gradient algorithms. However, since the speed of convergence is
not the primary objective of this study, the LMS (Least Mean Square) algo-
rithm is sufficient for training. In the case of the OHL-FNN with sigmoidal basis
functions, training concerns weights of both the hidden and output layer and is
carried out using the back-propagation algorithm [9]. Alternatively, second order
(Newton) training methods can be used [10].
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Fig. 6. Approximation of function of Eq. (16) using (a) a neural network with Hermite
basis functions (b) an one hidden layer feed-forward NN (OHL-FNN)

The following test functions are examined (red dashed lines):

1. Test function 1 given in Eq. (15) over the domain D = [−10, 10]:

f(x) = 0.5cos(x/2) + 0.3sin(x/2) (15)

2. Test function 2 given in Eq. (16) over the domain D = [−10, 10]:

f(x) ={−2.186x− 12.864 if − 10≤x < −2
4.246x if − 2≤x < 0
10e−(0.05x+0.5)sin[(0.001x + 0.05)x] if 0≤x≤10

(16)

3. Test function 3 given in Eq. (17) over the domain D = [−10, 10]:

f(x) = 20.5e(−0.3|x|)sin(0.03x)cos(0.7x) (17)

4. Test function 4 given in Eq. (18) over the domain D = [−10, 10]× [−10, 10] :

f(x, y) = 1.9e(−0.02x2−0.02y2)tanh(−0.3y) (18)

The approximation results for the 2D function of Eq. (18), obtained by a neural
network with Hermite basis functions and by an OHL-FNN, are given in Fig. 8.

5. Test function 5 given in Eq. (19) over the domain D = [−10, 10]× [−10, 10]:

f(x, y) = sin(0.3x)sin(0.3y)e(−0.1|y|) (19)

Table 1 gives the final root mean square error (RMSE), succeeded by neural
networks with Hermite basis functions (quantum harmonic oscillator QHO-FNN)
and the OHL-FNN, after 50 epochs. The training data set, in the case of the 1D
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Fig. 8. Approximation of function of Eq. (18) using (a) a neural network with Hermite
basis functions (b) an one hidden layer feed-forward NN (OHL-FNN)

Table 1. Comparison between NN with Hermite basis functions and OHL-FNN

function Eq. (15) Eq. (16) Eq. (17) Eq. (18) Eq. (19)
NN type

Num. nodes
RMSE

QHO MLP
6 6

0.613 0.187

QHO MLP
6 6

0.034 0.059

QHO MLP
6 6

0.726 0.339

QHO MLP
16 16

0.047 0.121

QHO MLP
16 16

0.032 0.117
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functions consisted of 200 pairs [xk, yd
k] while in the case of the 2D functions it

consisted of 3600 triplets [xk, yk, zd
k]. Test data consisted of 200 pairs in the case

of the 1D functions and 3600 triplets in the case of the 2D functions. To find
the optimal number of hidden nodes, the procedure is either constructive, i.e.
one starts from a small number of neurons and adds neurons until satisfactory
performance is achieved, or is based on shrinking (pruning), i.e. removal of the
parameters that do not contribute to the NN output.

As expected, the number of nodes of the hidden layer affects the quality of
function approximation. In the case of the 2D functions, the performance of
OHL-FNNs is improved when more hidden nodes are added.

To evaluate the quality of the approximation succeeded by the proposed NN,
apart from the RMSE two issues should also be taken into account: (i) complex-
ity: FNN with Hermite basis functions are simpler structures than OHL-FNN
and contain less tunable parameters, (ii) multi-resolution aspects: suitable scal-
ing of the Hermite basis functions enables multiresolution analysis, i.e. learning
of both fine details and courser trends of the approximated functions.

4 Conclusions

In this paper feed-forward neural networks that use orthogonal Hermite polyno-
mials as the basis functions, have been studied. The proposed neural networks
have some interesting properties: (i) the basis functions are invariant under the
Fourier transform, subject only to a change of scale (ii) the basis functions are
the eigenstates of the quantum harmonic oscillator, and stem from the solution of
Schrödinger’s diffusion equation. These features of the proposed neural network
show the particle-wave nature of information. The input variable x is viewed not
only as a crisp value (particle equivalent) but is also distributed to the normal
modes of a wave function (wave equivalent).

The proposed neural networks belong to the general category of nonparamet-
ric estimators and are suitable for function approximation and system modelling.
Two dimensional feed-forward quantum neural networks can be constructed by
taking products of the one-dimensional basis functions.

In the simulation tests, the approximation capability of feed-forward neural
networks with Hermite basis functions was evaluated for 1-D and 2-D functions.
The performance of the proposed neural networks was compared to the perfor-
mance of the OHL-FNN (one hidden layer feed-forward neural networks). It was
observed that neural networks with Hermite basis functions can approximate
functions at least as effectively as the OHL-FNNs with sigmoidal activation
functions. Research on neural structures that can be attributed with quantum
information processing capabilities is promising and further work needs to be
done in this direction.
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Abstract. Coalition formation is an important area of research in multi-
agent systems. Computing optimal coalition structures for a large num-
ber of agents is an important problem in coalition formation but has
received little attention in the literature. Previous studies assume that
each coalition value is known a priori. This assumption is impractical in
real world settings. Furthermore, the problem of finding coalition values
become intractable for even a relatively small number of agents. This
work proposes a distributed branch-and-bound algorithm for comput-
ing optimal coalition structures in linear production domain, where each
coalition value is not known a priori. The common goal of the agents is
to maximize the system’s profit. In our algorithm, agents perform two
tasks: i) deliberate profitable coalitions, and ii) cooperatively compute
optimal coalition structures. We show that our algorithm outperforms
exhaustive search in generating optimal coalition structure in terms of
elapses time and number of coalition structures generated.

1 Introduction

Coalition formation is an important area of research in multi-agent systems. It
studies the process that leads to cooperation among agents. The process of coali-
tion formation involves i) negotiation in order to exchange information among
agents, and ii) deliberation in order to decide with which agents should they
cooperate. Coalition formation research has its roots in cooperative game theory
[1, 2]. Rather than working on their own individually, agents can jointly create
greater value, known as coalition value. The coalition value will be distributed
among coalition members. This value for each individual agent is known.as pay-
off. Mostly, agents in cooperative game theory are self-interested—agents agree
to form coalitions if they can obtain greater payoffs. The focus of cooperative
game theory is on what coalitions would form and what the payoffs for agents
would be. There are two main streams of solution concepts in cooperative game
theory, i.e., stability and fairness. Stability concepts, including core, kernel, nu-
cleolus, stable sets, are concerned with the stability of coalitions—once formed,
none of the coalition members are likely to deviate. Fairness concept, i.e., Shapley
value, is concerned with the fair distribution of coalition value among coalition
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members. Furthermore, coalition formation in game theory assumes superad-
ditive environment—when a coalition grows larger, it always yields a coalition
value not less than it’s previous one.

In addition to traditional concepts in cooperative game theory, coalition for-
mation research in multi-agent systems is also concerned with efficiency of the
system. In this context, agents are fully cooperative—their common goal is to
maximize the system’s utility regardless of their own payoffs. Agents in the sys-
tem need to form coalitions such that the total coalition value is maximal. This
problem is known as finding optimal coalition structures [3, 4, 5]. It has rich
application in real world environments. Examples include internal/external col-
laboration in third party logistics providers, cooperation among nodes in grid
computing systems and cooperation among service providers in composite web
services. These real world scenarios usually involve a large number of agents. The
problem becomes intractable for a small value of m—the number of coalition
structures can be very large (see section 2.2). This makes the problem of finding
optimal coalition structures NP-hard [3, 4]. Furthermore, coalition formation in
these real world scenarios cannot be assumed to be superadditive because there
can be cooperation costs among agents. A larger coalition may yield a smaller
coalition value. This kind of environment is known as non-superadditive [6].

The problem of finding optimal coalition structures from a large number of
agents has received little attention in the literature. A small of number of studies
have considered this problem [3, 4, 5]. Although they assume non-superadditive
environment, these studies, as in game theory, assume the existence of the char-
acteristic function [2], which, given a coalition, returns its coalition value. De-
signing such a function can be a non-trivial exercise. Sandholm et al. [3, 4] and
Dang et al. [5] have proposed anytime algorithms to generate coalition struc-
tures within a bound from the optimal value—due to the large search space as
mentioned above. The computation is done in centralized fashion. Dang et al. [5]
claimed to have a much faster algorithm than Sandholm et al. [4].

We argue that the assumption of the existence of the characteristic function is
not pragmatic in real world environments. Given a logistics problem, for example,
all the coalition values must be computed on the fly before the process of finding
optimal (or generating) coalition structures can commence. For a small number
of agents, computing all the coalition values alone can take very long— let alone
the time needed for finding optimal (or generating) coalition structures.

The key contribution of this paper are as follows: first, we present an algo-
rithm for computing optimal coalition structures in non-superadditive environ-
ment which does not assume the existence of a characteristic function. Second,
we offer a distributed approach to computing optimal coalition structures, while
the existing work considered only centralized approaches. Finally, our approach
is relatively fast, since we do not have to search through the space of all possible
coalitions. Our approach in this research is to have agents i) compute their prof-
itable coalitions in decentralized fashion, and ii) cooperatively compute coalition
structures by exchanging profitable coalitions. We modify Owen’s linear produc-
tion game [7] where agents have to agree to pool their resources together in
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order to produce goods. The original work assumes a superadditive environ-
ment, where agents can simply form the grand coalition. Such an assumption is
impractical in the real world since the cost of cooperation has to be taken into
account as mentioned above.

The outline of this paper is as follows. We introduce our setting. We describe
how our algorithm works and discuss both in deliberating and forming coalitions.
Then we discuss about the experiment and show empirical results. We discuss
related work which followed by conclusion and future work.

2 Coalition Framework

2.1 Linear Production Domain

Linear production games [7] are those in which agents are given resources and
try to pool resources to produce goods in order to maximize the system’s profit.
Owen [7] studied linear production games in superadditive environment. Here,
we consider linear production games in non-superadditive environments and the
common goal of the agents are to maximize system’s profit. We are given a
set of agents, A = {a1, a2, . . . , am}, whose goals are to maximize the system’s
profit. We are also given a set of resources R = {r1, r2 . . . , rn} and a set of
goods G = {g1, g2, . . . , go}. Resources themselves are not valuable but they can
be used to produce goods, which are valuable to agents. Let L = [αij ]n×o, where
αij ∈ Z

+, be the matrix that specifies the units of each resource ri ∈ R required
to produce a unit of the good gj ∈ G. Such a matrix is called a linear technology
matrix [7]. The price of each unit of goods produced is specified by the vector
P = [pj ]1×o. Each agent ak ∈ A is given a resource bundle bk = [bk

i ]n×1. In
this setting, some agents would have the incentive to cooperate, e.g., if they
cannot produce a certain good using only the resources at their disposal. Hence
agents have to cooperate, i.e. form coalitions, in order to create value from their
resources. Let S ⊆ A be a coalition. It will have a total of

bS
i =

∑
k∈S

bk
i

of the ith resource. The members of coalition S can use all these resources to
produce any vector x = 〈x1, x2, . . . , xo〉 of goods that satisfies the following
constraints:

α11x1 + α12x2 + . . . + α1oxo ≤ bS
1 ,

α21x1 + α22x2 + . . . + α2oxo ≤ bS
2 ,

...
...

...,
αn1x1 + αn2x2 + . . . + αnoxo ≤ bS

n

and
x1, x2, . . . , xo ≥ 0.

We assume that agents have to pool their resources together at a coalition
member’s location to produce these goods. Thus agents’ cooperation incurs some
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costs, e.g., transportation cost, etc. The cooperation cost among agents is speci-
fied by the matrix C = [ckl]m×m, which assigns a cooperation cost between each
pair (ak, al) of agents such that

ckl ∈
{

Z
+ if k 
= l
{0} if k = l

We assume that all of the resources of agents are pooled at one location, which
can be the location of any agent in the coalition. A singleton coalition yields
cooperation cost of 0. For a coalition of size two, S = {a1, a2}, pooling coalition
resources at any of the two sites yield the same cost for the coalition (i.e. the
cooperation cost matrix is symmetric). The total cost for cooperation incurred
by a coalition will be taken to be the sum of the pairwise cooperation costs
between the agent at whose location coalition resources are pooled, and the
other members of coalition. For a coalition of size three or larger, there is at
least one agent, ak, such that

m∑
k′=1

ckk′ ≤
m∑

l′=1

cll′

for all al ∈ S. We shall call a coalition member ak who yields the minimal
cooperation cost for the coalition a coalition center.

Agents in the coalition S have to find a vector x to maximize the revenue
accruing to a coalition. Let

PS =
o∑

l=1

plxl.

be the maximal revenue the coalition can generate. Let

CS =
∑
l∈S

ckl.

be the minimal cooperation cost for the coalition (obtained by selecting the opti-
mal coalition center). Obviously, the ultimate objective of agents in the coalition
is to maximize profit, i.e., the coalition value υS , where

υS = PS − CS .

The linear inequalities referred to above, together with this objective function
constitutes a linear programming problem. We shall call the solution, the vec-
tor 〈x1, x2, . . . , xo〉 that represents the optimal quantities of goods g1, g2, . . . , go

optimal product mix.

2.2 Optimal Coalition Structures

Generating coalition structures can also be considered as a set partitioning
problem. The set of all agents will be partitioned into mutually disjoint and
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proper subsets. Each instance of a partition is known as a coalition struc-
ture(CS) [5, 4, 2], while each subset is known as a coalition S. The value of
each coalition structure

V (CS) =
∑

S∈CS

υS

indicates the system’ utility yielded by that partitioning. The goal of cooperative
agents in coalition formation [4, 5] is to maximize the system’s utility.

Computing the optimal coalition structures in a non-sedative environment is
non-trivial [4]. Previous studies [4, 5] assumed the existence of a characteristic
function and considered algorithms for computing the optimal coalition struc-
tures. Such an assumption is impractical in the real world—each coalition value
may not be known a priori. Thus agents have to compute all coalition values first.
For a set of m agents, there are 2m − 1 coalitions and there are

∑m
i=1 Z(m, i),

where Z(m, i) = iZ(m−1, i)+Z(m−1, i−1) and Z(m, m) = Z(m, 1) = 1, coali-
tion structures [4]. Hence the complexity of computing all coalition structures
is substantially worse.

This work considers a distributed algorithm that allows agents to compute
coalition values and approach the optimal coalition structures as they proceed.
Each agent has to do to two tasks: i) Deliberating: deliberate over what coalitions
it might form by incrementally improving the initial set of coalitions, and ii)
Computing optimal coalition structures: exchange information to form coalitions
such that those coalitions yield maximal profit to the system. The sets of such
coalitions are the optimal coalition structures. The main goal of the algorithm is
to reduce search space for finding the optimal coalition structures. This can be
achieved by reducing the number of coalitions to be considered. In our setting,
the optimal coalition structures must yield a profit, a non-negative utility, to
the system. In the worst case, the system’s profit is 0—each agent is a singleton
coalition and cannot produce anything at all.

3 Distributed Algorithm for Coalition Formation

3.1 Deliberating Process

We extend our algorithm [8] for agents’ deliberation in order to improve the
performance. We will review the old algorithm by explaining the early stage of
the deliberation where each agent ranks other agents based on their suitability
to be coalition members. Then we will explain the extended part where new
coalitions will be added into the ranking tree and the most profitable coalition
of each size will be explored. Firstly, we will explain the old algorithm below.

In the following, we will identify a coalition by the identifier of its coalition
center agent. Thus the coalition Sk will have agent ak as its center. Hence bS

represents the resource vector of Sk. The reasoning described below is conducted
by the coalition center agent for each coalition. Given a coalition Sk, let Gk refer
to the set of goods whose resource requirements are fully or partially satisfied by
bS , the resources available in Sk (excluding goods whose resource requirement
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might be trivially satisfied because these are 0). For each good gj ∈ Gk, the
coalition center agent ak ranks agents not currently in its coalition on a per
good basis. For each resource ri of good gj , agent ak ranks non-member agents
by computing for each al /∈ Sk, whose bl

i > 0, the value πj
i —its proportional

contribution to the profit of the good (using its fraction of the resource require-
ments for that good provided by the al)—minus the (pair-wise) collaboration
cost between al and ak, i.e.,

πj
i =

bl
i

αij
pj − ckl.

The agent ak uses this proportional contribution πj
i to construct a binary tree

for each gj . The only child of the root gj is the first resource α1j , whose left
child is the second resource α2j , and so on. For each αij , its right child is either
i) null if αi

j = 0, or ii) the agent ari
1st, whose πj

i value is the greatest. The
right child of ari

1st is the agent ari

2nd, whose πj
i value is the second greatest, and

so on. Every time ak wants to produce additional units of gj , it traverses the
tree down to the appropriate resource ri and add more agents into its coalition
based on bS .

The agent ak uses bS to determine additional resources needed to produce
additional units of a good gj. For each gj ∈ Gk and resource ri,

βj
i = I(αij)− bS

i ,

where I ∈ Z
+ is the smallest integer such that βj

i > 0, represents the amount
of ri that coalition Sk lacks to produce good gj, provided the amount is non-
negative (β = 0 otherwise). The indicative vector, βj = [βj

i ]1×n, represents
un-met requirements for each resource ri of good gj .

The agent ak uses the indicative vector βj to help collecting additional coali-
tion members into its coalition. If the agent ak wants to produce an additional
unit of gj, it identifies the resource that is needed the most, βj

i∗ = maxn
i=1(b

j
i ),

from the indicative vector. It locates the node βj
i∗ in T gj and collects the next

available agent ai∗
l into the coalition. The total resources of the coalition bS is

updated. Each βj
i of indicative vector will be subtracted by it corresponding bl

i.
The agent ak keeps adding more agents into its coalition until there are enough
resources to produce an additional unit of gj , i.e., βj

i > 0 ∀i.
In the extended part, each agent ranks profitable coalitions in its ranking tree.

The root of the tree is the singleton coalition of the agent, Sk. So far, the agent
ak knows that if it wants to produce at least an additional unit of gj, it needs to
acquire additional agents, S′, into its Sk. The agent ak create a trial coalition by
merging S′ into S. Since each new agent may posses other resources not required
for producing gj , the trial coalitions may find a better solution for producing
goods. Hence the profits υ of trial coalitions vary. Each S′ will be added to the
tree as the children of S. The sub-algorithm for selecting profitable members is
shown in algorithm 1.
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Algorithm 1. Select the most profitable members
Require: A coalition S
Require: ranking trees T G

set highest profit υ∗ = 0
set profitable members S+ = null
for all gj ∈ G do

if S is not capable of producing gj then
continue

end if
get additional agents S′

set trial coalition S′
j = S ∪ S′

j

compute trial coalition’s profit υS′
j

set S+ = S+ ∪ S′
j

end for
return S+

In the main algorithm, the agent ak considers itself a singleton coalition at the
beginning of deliberating. It create the ranking tree T G of all agent for each good.
At this point it is only root of the profitable-coalition tree, L+, and is the base
of the growing coalition. It acquires the additional agents S+ into the coalition.
Each S′

j ∈ S+ will be added as the children of the base coalition. Among all S′
js,

the most profitable agents S∗ are those that provide the highest additional profit
υ∗ and are kept as the base for the further growing coalition. The coalition keeps
growing in this fashion until there are no profitable members left in T G. Then
the next profitable sibling of the base S′

j will be the new base. This repetition
goes on until it cannot find the new base. This will keep the coalition’s marginal
profit grows while the size of the coalition is growing. The number of coalitions
each agent ak has to maintain is also much smaller compared to that of the
exhaustive search. The main algorithm is shown in algorithm 2.

3.2 Coalition Formation Algorithm

Once each agent finishes its deliberation, it ranks all of its coalitions by profit. Let
S− be a non-profitable coalition, whose value υS− ≤ 0. and S+ be a profitable
coalition, whose value υS+ > 0.

Lemma 1. Any S− coalition can be replaced by a set of its members’ singleton
coalitions, whose υak∈S

≥ 0, such that the coalition structure’s value will not be
decreased.

Therefore, all non-profitable coalitions can be ignored. Each agent will prune
all of the non-profitable coalitions, if there is any. The remaining coalitions are
profitable. In fact, our algorithm in deliberation process can simply prevent this
happening using its tree T G. It always generate profitable coalitions. Obviously,
each singleton coalition is non-negative. Hence, non-profitable coalitions must
not exist in the coalition structures. Given that the deliberation algorithm gen-
erates all profitable coalitions among agents inclusively, agents can i) exchange
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Algorithm 2. Main
set L+ = ∅
create a singleton coalition S = {ak}
set A′ = A − {ak}
create ranking trees T G for all goods
collect profitable members S+

while S+ 	= ∅ do
locate S∗ ∈ S+

set A′ = A′ − S∗

set S = S ∪ S∗

set L+ = L+ ∪ S
collect profitable members S+

if S+ = null then
set S∗ = the next profitable sibling ofS∗

end if
end while

information about coalitions generated and their singleton coalitions, and ii)
decide form coalitions that yield the optimal coalition structure value.

Proposition 1. The optimal coalition structure can be constructed by profitable
coalitions generated by agents and their singleton coalitions.

Next step each agent sends information about coalitions it has generated to
each other. For each coalition size, each agent can further reduce the number
of coalitions it has by deleting non-centered coalitions and those whose values
are non-maximal. Up to this point, the remaining coalitions are likely to be in
the coalition structure. Agents exchange information again and compute optimal
coalition structures. The algorithm for computing optimal coalition structures
is shown below.

1. Each agent ak deletes non-profitable coalitions from its list
2. Agent ak sends its list of profitable coalitions to each coalition member
3. For each coalition size, agent ak deletes all coalitions that their center are

not the agent itself and those that do not yield the maximal value
4. Each agent sends the remaining coalitions to each member
5. Each agent compute the optimal coalition structures
6. Optimal coalition structures will be recognized by agents.

4 Experiment

We conduct experiment by simulating agents executing our algorithm against ex-
haustive search withing the range of 10−50 agents. We compare the performance
of both algorithm in terms of number of partitions generated and elapsed time
of generating optimal coalition structures. Since existing exhaustive search algo-
rithms, e.g., [4], does not specify how exactly the partitions are generated, we
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generate partitions for exhaustive search by i) increasing the number of blocks,
e.g., 1, 2, . . . , n, and ii) for each block, the coalition size is will be propagated
from left to right. For example, given a set of 3 agents, the partitions generated
will be {1,2,3}, {1,2}{3}, {1,3}{2}, {2,3}{1} and {1}{2}{3}. In each round, the
agents number increases by 5. The number of goods and resources are equal and
increase by 1 in every 2 rounds. The technology matrix, agents’ resources and co-
operation costs among agents are randomly generated with uniform distribution.
The number of each resource αij in the technology matrix is in the range 0−10.
The prices of the goods are in the range of 10− 20 while the cooperation costs
are in the range of 0 and the number of agents in that round, e.g., 10, 15, . . ..
As our algorithm deals with non-superadditive environments, this setting tends
to increase the cooperation cost of a coalition as its size grows. Hence it forces
agents to work harder to form profitable coalitions and to achieve optimal coali-
tion structures. Both algorithms uses the Simplex algorithm to find the optimal
solution for each coalitions. The revenue generated is subtracted to achieve the
coalition’s profit.
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Fig. 1. This graph shows the number of coalition structures generated and elapsed
time for generating the optimal coalition structures of our algorithm against those of
exhaustive search

The figure 1 compares the performance of our algorithm again that of exhaus-
tive search. The left x-axis is the number of coalition structures generated while
the right x-axis is the elapsed time spent for generating optimal coalition struc-
tures in milliseconds. The empirical results show that our algorithm performs
significantly better than exhaustive search. We experienced that exhaustive al-
gorithm hardly make progress after the number of agents is larger than 40. As
shown in the figure, the number of coalition structures generated by exhaustive
algorithm is much larger than that of our algorithm. Furthermore, the elapsed
time for generating optimal coalition structures of exhaustive search is also much
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larger than that of our algorithm. Since our computer system could not carry
on simulations using exhaustive search for a large number of agents, we limit
the comparison only for 50 agents. However, we continued experiment using our
algorithm until the number of agents reached 100 but the results are not shown
here.)

5 Related Work

Shehory et al. [9] propose an algorithm to allocate tasks to agents in distributed
problem solving manner, i.e., agents try to maximize the utility of the system.
They consider a domain where a task composed of multiple subtasks, each of
which requires specific capacity. These tasks have to be carried out by agents
who have specific capacities to carry out tasks. Each agent prepares its list of
candidate coalitions and proposes to other agents. Shehory et al. [10] study
overlapping coalition formation in distributed problem solving systems in non-
superadditive environments. Although agents can belong to multiple coalitions
at the same time, agents execute one task at a time. The task allocation process
is completed prior to the execution of the tasks. Agents are group-rational, i.e.,
they form coalition to increase the system’s payoff.

Sandholm et al. [11] analyze coalition formation among self-interested agents
who are bounded-rational. They consider deliberation cost in terms of monetary
cost. The agents’ payoffs are directly affected by deliberation cost. In their work,
agents agree to form coalition and each of the agents can plan to achieve their
goals. Soh et al. [12] propose an integrated learning approach to form coalition in
real time, given dynamic and uncertain environments. This work concentrates
on finding out potential coalition members by utilizing learning approach in
order to quickly form coalitions of acceptable quality (but possibly sub-optimal.)
Sandholm et al. [4] study the problem of coalition structure generation. Since
the number of coalition structures can be very large for exhaustive search, they
argue whether the optimal coalition structure found via a partial search can
be guaranteed to be within a bound from optimum. They propose an anytime
algorithm that establishes a tight bound withing a minimal amount of search.

6 Conclusion and Future Work

Coalition formation is an important area of research in multi-agent system. The
problem of generating optimal coalition structures, the partitioning of a set of
agents such that the sum of all coalitions’ values within the partitioning is max-
imal, is an important issue in the area. The small number of existing studies
assume each coalition value is known a priori. Such assumption is impractical in
real world settings. Furthermore, finding all coalition values becomes intractable
for a relatively small number of agents.

We propose a distributed branch-and-bound algorithm for computing optimal
coalition structure for linear production domains among fully cooperative agents.
In stead of assuming that each coalition value is known a priori, our algorithm
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tries to reduce the number of coalitions to be involved. We extend our previous
algorithm in the deliberation process in order to improve the performance. The
non-profitable coalitions are not generated by the deliberation algorithm. Then
the information of remaining coalitions will be exchanged among agents. Lastly,
each agent uses existing algorithm [4] to compute optimal coalition structures.

The empirical results show that our algorithm help generate the optimal coali-
tion structures much faster than exhaustive search. Our algorithm dramatically
reduces the number of coalitions generated hence reducing the number of coali-
tion structures. As a result, the elapsed time of generating the coalition struc-
tures is relatively small.

Although this algorithm helps reduce number of coalitions involved in gener-
ating optimal coalition structures, there is always rooms to improve. We want
to further improve our algorithm for larger number of agents, for example, up
to 1000 agents. Lastly, we want to study this problem in related domains, e.g.,
integer programming, non-linear programming.
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Abstract. The innovative feature of the system presented in this paper is the use 
of pattern-matching techniques to retrieve translations resulting in a flexible, 
language-independent approach, which employs a limited amount of explicit a 
priori linguistic knowledge. Furthermore, while all state-of-the-art corpus-based 
approaches to Machine Translation (MT) rely on bitexts, this system relies on 
extensive target language monolingual corpora. The translation process 
distinguishes three phases: 1) pre-processing with ‘light’ rule and statistics-
based NLP techniques 2) search & retrieval, 3) synthesising. At Phase 1, the 
source language sentence is mapped onto a lemma-to-lemma translated string. 
This string then forms the input to the search algorithm, which retrieves similar 
sentences from the corpus (Phase 2). This retrieval process is performed 
iteratively at increasing levels of detail, until the best match is detected. The 
best retrieved sentence is sent to the synthesising algorithm (Phase 3), which 
handles phenomena such as agreement. 

1   Introduction 

The work presented in this paper further explores the ideas tested within the METIS1 
system [5], [6], which generated translations from monolingual corpora. In METIS, 
tagged and lemmatised source language (SL) sentences were translated with a lemma-
to-lemma flat bilingual lexicon and the resulting string was matched against a tagged 
and lemmatised target language (TL) corpus using pattern matching techniques. 
Results of an adequate quality were retrieved when a similar sentence did exist in the 
TL corpus, though in general the coverage provided by the corpus is very limited. 
Efforts, thus, focussed on combining sub-sentential corpus evidence. In METIS-II, the 
framework of the present work, chunks are exploited to generate translations. 

In what follows, we first outline the main features of the system presented. Next, 
we describe, step by step, our method of using chunks and pattern matching 
techniques for generating translations. Finally, we evaluate the presented system’s 
                                                           
1 METIS was funded by EU under the FET Open Scheme (METIS-I, IST-2001-32775), while 

METIS-II, the continuation of METIS, is being funded under the FET-STREP scheme of FP6 
(METIS-II, IST-FP6-003768). The assessment project METIS ended in February 2003, while 
the second phase started in October 2004 and has a 36 month duration. 
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performance by contrasting its output with the translations received from established 
rule-based commercial systems. 

2   Main Features 

MT systems, whether rule-based, example-based (EBMT) or statistics-based (SMT), 
often require (very) expensive resources: lexica, grammars/parsers, parallel corpora 
are among them. EBMT [9] and SMT [3] aimed at using mainly non-manually 
developed resources. However, it gradually becomes evident that some amount of 
linguistic knowledge is necessary (see [12] for the case of SMT). On the other hand, 
all these methods crucially depend on large bitexts [8]. But bitexts are rare [1] and, 
quite often, of questionable linguistic quality. METIS is innovative, exactly because it 
relies on monolingual corpora, which are a relatively low-cost, easy-to-construct 
resource and can be more easily controlled in terms of linguistic quality.  

Using sub-sentential corpus evidence has been considered promising for MT [4]. In 
this context, proposed ways for fragmenting sentences range from the exploitation of 
highly structured representations of linguistic knowledge [14] to the establishment of 
string correspondences accompanied by little/trivial linguistic knowledge 
representation [8]. However, methods combining sub-sentential strings face the 
problem of boundary friction. ‘More linguistic’ methods are reported to perform 
better in this sense than ‘less linguistic’ ones [14]. METIS is a relatively knowledge-
poor approach, as it relies on flat bilingual lexica and on loosely structured syntactic 
information (which is the normal output of chunkers). 

The proposed approach is based on analysing a given SL sentence at clause level. 
As described in section 3, for each clause, the best-matching clause is retrieved from 
within an extensive TL corpus, using pattern-matching techniques that take into 
account the similarity of specific linguistic characteristics at token, chunk and clause 
level. The best-matching clause is then modified, using pattern recognition techniques 
and suitable similarity metrics, to provide a better translation. 

In a nutshell, the system presented here is modular and language-independent. It 
uses only ‘light’ language-specific NLP tools and resources. ILSP has developed the 
system mainly studying the Greek-English pair. However, three more pairs have been 
used for testing, namely Dutch, German and Spanish to English. 

3   Description of the Proposed System 

3.1   Pre-processing Phase 

In order for the system to search for the best translation, both the TL corpus and the 
SL string must be suitably processed. This phase mainly comprises basic NLP tasks 
(i.e. tagging, lemmatising, chunking etc.) and distinguishes three different procedures: 

i. processing of the target monolingual corpus 
ii. processing of the source language string 
iii. application of an n-gram algorithm for disambiguation purposes 
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Processing of the target monolingual corpus: This procedure, which is performed 
off-line, involves the lemmatisation2 of the TL corpus, the British National Corpus 
(BNC)3 in our case, which is already tagged with the CLAWS54 tagset. Next, each 
corpus sentence is split into its constituent finite clauses. This output is subsequently 
annotated for phrasal chunks (verb groups [VG], noun phrases [NP], prepositional 
phrases [PP], adjective phrases [ADJ]) [13]. In order to facilitate the search for the 
best match, the TL corpus is stored into a relational database, containing (a) clauses 
indexed on the basis of their main verb and the number of their chunks and (b) NP 
and PP chunks classified according to their label and head. 

Processing of the source language string: The annotation of the SL string, being 
performed on-line, involves its tagging-lemmatising by the respective PAROLE-
compatible ILSP tool [7] and annotation for its constituent chunks with the ILSP 
chunker [2], which yield a sequence of tokens accompanied by grammatical 
information and organised into labelled chunks. 

The output of these tools is subsequently fed to two bilingual lexica, the 
Expression Lexicon, which provides translations for multi-word units, and the Word 
Lexicon, which handles single-word units. After the lexicon look-up the SL string is 
enriched with information about all possible translations of the contained terms. So, 
for instance, the SL string “ ,      

    ” is represented as in Example 1: 

1. Unfortunately last/hold for/about hour/time the weekly meeting the most boring 
person/people 

At this point, it is possible to apply a limited set of mapping rules, which capture 
the structural and/or lexical differences between the source and the target language 
and transform the lemma-to-lemma string accordingly. In the above sentence, the “of-
insertion” mapping rule applies in order to accommodate the genitive NP “   

 ” (see Example 2). More specifically, a Greek genitive NP is 
transformed into an English PP headed by “of”. 

2. Unfortunately [vg last/hold] [PP for/about [np_ac hour/time]] [np_nm the weekly 
meeting] [pp of [np_gen the most boring people/person]] 

An n-gram algorithm for disambiguation: In order to narrow down the possible 
translations provided by the lexicon, the output of the SL processing is then handled 
by an algorithm based on n-gram (mostly 2-gram) statistics, extracted from the BNC 
corpus. The main idea is to find the most likely translations of the chunk heads, so 
that only the best combination of heads in terms of frequency-of-co-occurrence is 
retained, before proceeding to the search algorithm. More specifically, the following 
measures are counted: 

• The number of co-occurrences of the NP-heads in relation to the VG-head. 
• The number of co-occurrences of the VG-head in relation to the PP-heads. 
• The number of co-occurrences of the PP-heads in relation to the heads of the 

embedded NPs. 
                                                           
2 http://iai.iai.uni-sb.de/~carl/metis/lemmatiser 
3 http://www.natcorp.ox.ac.uk/index.html 
4 http://www.comp.lancs.ac.uk/ucrel/claws5tags.html 
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Hence, for the following sentence (heads are marked with bold), 

3. Unfortunately [vg last/hold] [pp for/about [np_ac hour/time]] [np_nm the weekly 
meeting] [pp of [np_gen the most boring people/person]] 

the number of co-occurrences of the following token pairs are measured: 

{meeting, last}, {meeting, hold}, {hold, for}, {last, for}, {hold, about}, {last, about}, 
{of, people}, {of, person}, {for, hour}, {about, hour}, {for, time}, {about, time}. 

For obtaining only one translation for every chunk head, the product of every 
combination is calculated. The possible translations are ranked according to their score 
and finally the translation with the highest score is chosen. Four possible translations 
for example 3 are shown below, including (in bold) the highest-scoring one: 

Score 1 = {of, people} x {meeting, last} x {last, for} x {for, hour} 
Score 2 = {of, people} x {meeting, last} x {last, about} x {about, hour} 
Score 3 = {of, person} x {meeting, last} x {last, about} x {about, hour} 
Score 4 = {of, person} x {meeting, hold} x {hold, for} x {for, hour} 

3.2   Search and Retrieval Phase: Matching Step by Step 

Step 1: The first step of the approach is to retrieve clauses from the BNC database 
that have a similar structure with the lemma-to-lemma translation of the source 
language (SL). The retrieved BNC clauses must include the translation equivalents of 
the source verb and contain a number of chunks ranging within [m, m+2], where m 
the number of SL chunks. The SL clause (Example 4) used to search the BNC clauses 
database is the output of the n-gram statistical algorithm of the pre-processing phase. 

4. Unfortunately [vg last] [pp for [np_ac hour]] [np_nm the weekly meeting] [pp of [np_gen 
the most boring people]] 

So, in this example we try to retrieve from the BNC clauses having “last” as their 
main verb and a total number of chunks ranging between 3 and 5. 

Step 2: For each candidate translation of the SL clause, which has scored high, a 
comparison is performed between the SL and the BNC clauses. The search originates 
within the class of clauses retrieved during the first step. 

The result of each comparison is a score for the SL clause-BNC clause pair, based 
on general chunk information, such as the number of chunks in the clause, chunk 
labels and chunk heads, using a pattern recognition-based method. The formula for 
calculating the ClauseScore is given in Equation (1), where m is the number of 
chunks in the SL clause, ChunkScore is the score of each chunk comparison pair and 
ocf (overall cost factor) is the cost factor for each comparison. The ocf, whose value is 
based on the source chunk, is different per chunk label, since some chunk types are 
more important than others and should contribute more towards the clause score.  

=

=

×=
m

n
m

j
j

n
n

ocf

ChunkScore
ocfeClauseScor

1

1

, where m > 1 (1) 



 Pattern Matching-Based System for Machine Translation (MT) 349 

The weighted sum of the chunk label comparison score (LabelComp), the chunk 
head tag comparison score (TagComp) and the chunk head lemma comparison score 
(LemmaComp) is the final ChunkScore. Each discrete chunk label is pre-assigned a 
set of cost factors to determine the comparison scores. These factors are the chunk 
label cost factor (bcf), the chunk head tag cost factor (tcf) and the chunk head lemma 
cost factor (lcf). Equation (2) illustrates the score calculation, when comparing two 
chunks. 

1, =++
×+×+

+×=

nnn

nnnn

nnn

lcftcfbcfwhere

LemmaComplcfTagComptcf

LabelCompbcfChunkScore

 

(2)  

The SL clause and BNC clause comparison pairs are subsequently sorted according 
to their clause scores. Then, the 30 first clause pairs serve as the input to the next step 
of the process for further processing, with the constraint that a BNC clause cannot 
participate in more than one comparison pair. 

The employment of sets of weights makes it possible to establish the right 
constituent order and the appropriate matching of SL and TL chunks, without 
resorting to the definition of additional explicit mapping rules. For instance, a Greek 
nominative NP may be mapped with a higher weight onto an English NP, which 
precedes the main verb than to other NPs. So, the post-verbal NP ‘the weekly 
meeting’ will preferably match a BNC clause NP, if it is found before the main verb. 

Step 3: In the third step of the algorithm, the SL chunks are checked against the 
respective chunks in the BNC clause, again using a pattern recognition-based method, 
but the comparison is more detailed and involves comparing the tokens contained 
within each chunk. At the end of this step a second score is calculated for each clause 
pair (and each chunk of the clause) in a similar way to the second step. 

The final score for each clause pair is the product of the clause scores obtained at 
steps 2 and 3. Final scores are calculated for each chunk as well. The BNC clause of 
the comparison pair with the highest final score is considered to be the best-matching 
sentence and forms the archetype of the translation. 

For the SL clause in Example 4 the retrieval algorithm returns the BNC clause in 
Example 5 with a final score of 54.8%: 

5. [np_nm one charge] [pp of [np_gen the battery]] [vg last] [pp for [np_ac hour]] even 
[pp at [np_ac top speed]] 

The individual chunk scores and mapping are the following: 

• [np_nm the weekly meeting] – [np_nm one charge]: 46.7% 
• [pp of [np_gen the most boring people]] – [pp of [np_gen the battery]]: 44.6%  
• [vg last] – [vg last]: 100.0% 
• [pp for [np_ac hour]] – [pp for [np_ac hour]]: 100.0% 

Step 4: At this point, the chunk sequence is already settled and we only need to 
process the chunks. The chunk comparison pairs of the clause are then classified on 
the basis of their final score using two threshold values A and B. Chunks scoring 
higher than A will be used in the final translation without any changes. Chunks 
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scoring between A and B (where A>B) will be used in the final translation after 
modifications are made. Finally, chunks with a score lower than B are not considered 
eligible candidate translations. To translate these SL chunks, we need to retrieve new 
chunks from the BNC based on chunk label and head token information. Values A and 
B may function as system parameters, so that the translator can tune the precision of 
the final translation. 

If, for example, A=90% and B=65% then chunks 3 and 4 of Example 5 will be 
used without any modifications, while chunks 1 and 2 will be rejected and the BNC 
will be searched again for a better matching chunk. 

3.3   Synthesising Phase 

The output of step 4, i.e. the final translation, consists of a sequence of lemmas. In the 
synthesising phase the following three actions take place: 

• Tokens are generated from lemmata. Information for correct morphological 
generation is taken from the SL extended tags that are assigned in the pre-
processing phase. 

• Agreement features are checked. 
• Word order is checked within chunks as well as for tokens that are not enclosed in 

chunks, such as adverbs. 

4   System Testing – Other Language Pairs 

The system is designed to have no limitations as regards the input text; however, as 
this is the first system prototype, complex sentences were not tested at this phase.  
    The main aim was to test the language-independent components of the MT system 
presented and see how the system behaved with other language pairs. In order to 
achieve that, three more source languages and their respective specific modules were 
employed: Spanish, Dutch and German, while the target corpus, BNC, remained the 
same. In total the test corpus consisted of 60 sentences, 15 for each language pair. The 
majority of sentences were simple as we wanted the results to be as controllable as 
possible, for example, to check whether the search engine could find the right chunks 
and put them in the correct order or to check whether the correct translation 
equivalent would be selected when more than one existed. In addition, it was 
considered necessary to set equal testing terms for all language pairs, therefore, all 
sentences met the following specifications: 

• Sentences were between 7 and 15 words long and were selected by native speakers. 
• Since this was still an early stage in the development of METIS-II, the sentences 

were not excessively complex, i.e. the majority contained only one clause and only 
one finite verb. 

• All sentences except for the 15 Dutch ones were taken from the BNC either as a 
whole or as a combination of chunks and were then translated into the respective 
language by translators that were native speakers. 

• The Dutch sentences were taken from Dutch newspapers. 
• The verbal subject was specified. 
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• The number of combinations was limited as no more than three possible 
translations were given for each source word. 

• No expressions were used. 

Comparison of the results was on a lemma basis as the synthesising module was 
not ready at the time. 

Complex sentences are planned to be tested at a later stage. The main idea is to 
break them into clauses, which will then be treated separately. Anticipated problems 
are clause and chunk boundaries as well as other common problems in machine 
translation such as anaphora, gapping, etc. 

SYSTRAN: Systran5 was selected among other MT systems for this internal 
evaluation as it met the following criteria:  

a) It is a system with a different architecture i.e. it is mainly a rule-based system with 
mixed features from both the direct and transfer approach. 

b) It is a well-established system used widely both in the private sector as well as in 
the European Union. 

5   System Evaluation 

In the present section, the experimental results obtained for the proposed system will 
be summarised. At an early stage of the development of the system, it was decided to 
employ established benchmarks that evaluate the accuracy of the generated translation. 
This, of course needs to be coupled with the detailed analysis of results using specialist 
human translators. However, in order to generate objective results for a relatively large 
set of sentences, it is necessary to adopt a metric that compares experimentally-derived 
translations to a set of reference translations. To that end, the most widely-used 
benchmarks for tasks involving translation towards the English language has been 
chosen, these being the BLEU benchmark, which was originally developed at IBM 
[11] to evaluate the effectiveness of translation for statistical machine-translation 
systems based on n-grams of words, and the NIST [10] benchmark, which is based on 
BLEU. 

The results obtained are summarized in Tables 1 and 2, where the respective results 
for the BLEU and NIST metrics are reported. In each table, the average of the 15 
scores obtained for each of the sentences within a language pair is indicated, together 
with the median, the standard deviation and the maximum and minimum sentence 
scores. As can be seen from Table 1, the proposed system has a consistent average 
accuracy, giving BLEU scores of 0.44 to 0.47 for the three language pairs (the only 
language pair with a lower accuracy being the Dutch-to-English pair with a score of 
0.30). Similar conclusions are obtained by studying the median of all 15 BLEU scores 
for each sub-corpus. In comparison to the BLEU scores for the SYSTRAN system, 
the proposed system always results in a higher average as well as a higher median 
accuracy. The difference between the two systems is lower in the case of the Spanish-
to-English language pair, probably due to the fact that within SYSTRAN this  
 

                                                           
5 The particular version used for the internal testing is the one on the server of the European 

Union at the time of writing. 
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Table 1. Comparative Analysis of the isolated sentence results for the proposed system and 
SYSTRAN, over each language pair sub-corpus using the BLEU metric 

Greek sub-corpus Spanish sub-corpus German sub-corpus Dutch sub-corpus
METIS SYSTRAN METIS SYSTRAN METIS SYSTRAN METIS SYSTRAN

Average
accuracy 0.463 0.401 0.470 0.447 0.437 0.250 0.304 0.195

Median
accuracy 0.431 0.424 0.483 0.411 0.409 0.290 0.312 0.000

Standard
Deviation 0.415 0.295 0.417 0.365 0.281 0.199 0.343 0.267

Maximum
accuracy 1.000 0.863 1.000 1.000 1.000 0.580 1.000 0.7369

Minimum
accuracy 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.0000

 

Table 2. Comparative Analysis of the isolated sentence results for the proposed system and 
SYSTRAN, over each language pair sub-corpus using the NIST metric 

Greek sub-corpus Spanish sub-corpus German sub-corpus Dutch sub-corpus
METIS SYSTRAN METIS SYSTRAN METIS SYSTRAN METIS SYSTRAN

Average
accuracy 6.6945 5.6755 6.5263 6.4130 5.6626 4.3264 5.7028 4.2681

Median
accuracy 6.3973 5.3800 6.4823 6.3477 5.9267 4.7469 6.1522 3.8937

Standard
Deviation 1.4322 1.4002 1.5112 1.2951 1.7617 1.4886 1.5193 1.6322

Maximum
accuracy 9.1268 7.9560 9.5637 9.4262 8.5692 6.3856 7.3020 6.9317

Minimum
accuracy 4.4601 2.9972 4.0222 4.6576 0.8359 1.4713 2.4596 1.4451

 

particular language pair has been developed more extensively. Similar observations 
apply to the median of the isolated sentence scores and the maximum and minimum 
scores obtained, where the proposed system for all four language pairs has a 
translation accuracy consistently higher than that of SYSTRAN.  

Similar conclusions are obtained when one applies the NIST benchmark (Table 2). 
The proposed system consistently generates more accurate translations than 
SYSTRAN, for all four language pairs (as indicated by the average and median 
translation accuracies). The translation accuracy of the two systems is more similar in 
the case of the Spanish-to-English sub-experiment, while for the three other cases the 
proposed system gives a substantially improved performance in comparison to 
SYSTRAN.  

As an example, the actual translation accuracies obtained for the sentences of the 
Greek-to-English and German-to-English translation sub-experiments are depicted in 
Figures 1 and 2, respectively. In the case of German-to-English translation, for all 
sentences, the proposed system generates a more accurate translation than SYSTRAN. 
For 4 out of the 15 sentences, SYSTRAN generates a wholly inappropriate translation 
(with a score of 0.00), while in the case of the proposed system this occurs for only a 
single sentence. Hence, the proposed system is shown to be more robust than 
SYSTRAN, as a whole. 
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Fig. 1. NIST-derived translation accuracies for each of the 15 sentences within the Greek-to-
English experiments, for SYSTRAN and the proposed system 
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Fig. 2. NIST-derived translation accuracies for each of the 15 sentences within the German-to-
English experiments, for SYSTRAN and the proposed system 

To investigate whether the improved translation accuracy of METIS in comparison 
to SYSTRAN is statistically significant, a set of t-tests were performed for each 
combination of metric (BLEU or NIST) and source language (Greek, Spanish, 
German and Dutch), giving a total of eight combinations. For each of these 
combinations, a paired t-test was performed to determine whether the means of the 
translation scores for SYSTRAN and METIS differed significantly. When using the 
BLEU metric, it was found that for most source languages the two translation systems 
gave statistically equivalent results. Only for the German-to-English language pair did 
the METIS system generate significantly better translations, at a significance level of 
0.95. On the contrary, in the case of the NIST metric, the higher translation accuracy 
of METIS was statistically significant for three language pairs (Greek-to-English at a 
significance level of 0.95; Dutch-to-English, at a significance level of 0.99 and 
German-to-English at a significance level of 0.995).  

This statistical analysis indicates that (i) NIST is a more sensitive measure of the 
translation accuracy than BLEU, which is expected, since NIST has been based on 
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BLEU, and (ii) for several language pairs, METIS generates a translation of a higher 
accuracy than SYSTRAN. More specifically, the main improvement is recorded for 
the German-to-English pair, while statistically significant improvements (using NIST) 
are also recorded for the Greek-to-English and Dutch-to-English pairs. The fact that 
no significant improvement is achieved in the case of the Spanish-to-English 
translation pair is probably attributable to the fact that this pair has been studied 
comparatively more extensively within SYSTRAN. However, the fact should be 
stressed that, for all four language pairs, METIS generated more accurate translations 
than SYSTRAN in terms of absolute values using the established benchmark metric 
(NIST), while for three out of four pairs, this improvement in accuracy is statistically 
significant. 

6   Future Work 

The results reported in the previous section confirm that the system presented in this 
article has a considerable potential for machine translation tasks, the existing 
experimental prototype giving a performance which surpasses that of a commercially-
available system, when applied to four different language pairs. However, the 
proposed system is still at an early stage of development. Thus a number of potential 
improvements are evident, the most important of which being, at the current stage of 
development, the expansion of the scope of the algorithm, in order to improve the 
accuracy of the translation process.  

In order to analyse the algorithm, a prerequisite is to considerably expand the 
experiments, by defining a much larger number of sentences, with more elaborate 
structures. Also, the system parameters reported in Equations (1) and (2) need to be 
fine-tuned in a systematic manner. To achieve that, work has already been done to 
automate the evaluation of system performance, though more work remains to be 
done.  
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Abstract. Bayesian Networks are proven to be a comprehensive model to 
describe causal relationships among domain attributes with probabilistic 
measure of appropriate conditional dependency. However, depending on task 
and context, many attributes of the model might not be relevant. If a network 
has been learned across multiple contexts then all uncovered conditional 
dependencies are averaged over all contexts and cannot guarantee high 
predictive accuracy when applied to a concrete case. We are considering a 
context as a set of contextual attributes, which are not directly effect probability 
distribution of the target attributes, but they effect on a “relevance” of the 
predictive attributes towards target attributes. In this paper we use the Bayesian 
Metanetwork vision to model such context-sensitive feature relevance. Such 
model assumes that the relevance of predictive attributes in a Bayesian network 
might be a random attribute itself and it provides a tool to reason based not only 
on probabilities of predictive attributes but also on their relevancies. According 
to this model, the evidence observed about contextual attributes is used to 
extract a relevant substructure from a Bayesian network model and then the 
predictive attributes evidence is used to reason about probability distribution of 
the target attribute in the extracted sub-network. We provide the basic 
architecture for such Bayesian Metanetwork, basic reasoning formalism and 
some examples. 

1   Introduction 

A Bayesian network is a valuable tool for reasoning about probabilistic (causal) 
relationships [1]. A Bayesian network for a set of attributes X ={X1, …, Xn} is a 
directed acyclic graph with a network structure S that encodes a set of conditional 
independence assertions about attributes in X, and a set P of local probability 
distributions associated with each attribute [2].  

An important task in learning Bayesian networks from data is model selection [3]. 
The models-candidates are evaluated according to measured degree to which a 
network structure fits the prior knowledge and data. Than the best structure is selected 
or several good structures are processed in model averaging. Each attribute in 
ordinary Bayesian network has the same status, so they are just combined in possible 
models-candidates to encode possible conditional dependencies however many 
modifications of Bayesian networks require distinguishing between attributes, e.g. as 
follows: 
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• Target attribute, which probability is being estimated based on set of  
evidence. 

• Predictive attribute, which values being observed and which influences the  
probability distribution of the target attribute(s). 

• Contextual attribute, which has not direct visible effect to target attributes but 
influences relevance of attributes in the predictive model. A contextual 
attribute can be conditionally dependent on some other contextual attribute. 

Causal independence in a Bayesian network refers to the situation where multiple 
causes provided by predictive attributes contribute independently to a common effect 
on a target attribute. Context specific independence refers to such dependencies that 
depend on particular values of contextual attributes. In [4], Butz exploited contextual 
independencies based on assumption that while a conditional independence must hold 
over all contexts, a contextual independence need only hold for one particular context. 
He shows how contextual independencies can be modeled using multiple Bayesian 
networks. Boutilier et al. [5] presents two algorithms to exploit context specific 
independence in a Bayesian network. The first one is network transformation and 
clustering. The other one is a form of cutset conditioning using reasoning by cases, 
where each case is a possible assignment to the variables in the cutset. Zhang [6] 
presents a rule-based contextual variable elimination algorithm. Contextual variable 
elimination represents conditional probabilities in terms of generalized rules, which 
capture context specific independence in variables. Geiger and Heckerman [7] present 
method to exploit context specific independence. With the notion of similarity networks, 
context specific independencies are made explicit in the graphical structure of a 
Bayesian network. Bayesian Multi-nets were first introduced in ([8]) and then studied in 
([9]) as a type of classifiers composed of the prior probability distribution of the class 
node and a set of local networks, each corresponding to a value that the class node can 
take. A recursive Bayesian multinet was introduced by Pena et al [10] as a decision tree 
with component Bayesian networks at the leaves. The idea was to decompose the 
learning problem into learning component networks from incomplete data. 

In our previous work [11, 12], is the multilevel probabilistic meta-model (Bayesian 
Metanetwork), has been presented, which is an extension of traditional BN and 
modification of recursive multinets. It assumes that interoperability among 
component- networks can be modeled by another BN. Bayesian Metanetwork is a set 
of BN, which are put on each other in such a way that conditional or unconditional 
probability distributions associated with nodes of every previous probabilistic 
network depend on probability distributions associated with nodes of the next 
network. We assume parameters (probability distributions) of a BN as random 
variables and allow conditional dependencies between these probabilities. Algorithms 
for learning Bayesian Metanetworks were discussed in [13]. 

As our main goal in this paper, we are presenting another view to the Bayesian 
Metanetwork by presenting the concept of attribute “relevance” as additional (to an 
attribute value probability) computational parameter of a Bayesian Network. Based on 
computed relevance only a specific sub-network from the whole Bayesian Network 
will be extracted and used for reasoning. The rest of paper organized as follows. In 
Section 2 we first provide basic architecture of the Bayesian Metanetwork for 
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managing Attribute Relevance. In Section 3 we provide the reasoning formalism and 
few examples. A general concept of a Relevance Metanetwork is given in Section 4. 
We conclude in Section 5. 

2   Bayesian Metanetwork for Managing Attributes’ Relevance 

Relevance is a property of an attribute as a whole, not a property of certain values of 
an attribute (see Fig. 1). This makes a difference between relevance and probability, 
because the last one has as many values as an attribute itself. Another words, when we 
say probability, we mean probability of the value of the attribute, when we say 
relevance, we mean relevance (probability to be included to the model) of the 
attribute as whole. 

 

X 

Y 

Probability 

P(X) 

P(Y)-?

P(Y|X)

Relevance 

(X) 

 

Fig. 1. The relevance of an attribute in a Bayesian Network 

    Bayesian Network in Fig. 1 actually includes two following subnetworks (see Fig. 2), 
which illustrate the definition of a “relevance”. 

 

X 

Y 

P(X)

P(Y|X)

Probability to have this 
model is: 

P(ψ(X)=”yes”)= ψ X 

P1(Y)  

 

Y 

P0(Y) 
Probability to have this model 
is: 

P(ψ(X)=”no”)= 1-ψX

 

Fig. 2. Two valid subnetworks based on the relevance of the attribute X 

    In the network from Fig. 1 and Fig. 2 we have: (a) attributes: predictive attribute X 
with values {x1,x2,…,xnx}, target attribute Y with values {y1,y2,…,yny}; (b) 
probability distributions of the attributes: P(X), P(Y|X); (c) posteriori probability 
distributions of the target attribute: P1(Y) and P0(Y) for the two cases (X – relevant or 
X irrelevant) of the valid subnetwork respectively. Relevance predicate: 
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ψ(X) = “yes”, if parameter X is relevant; ψ(X) = “no”, if parameter X is not 
relevant. 

Relevance value: ψX = P(ψ(X) = “yes”). 

Let’s estimate P(Y) based on Bayesian reasoning: 
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P0(Y) can be calculated based on P(Y|X) knowing that in that case Y is not 
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which is in compact form is: .)]1()([)|(
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Consider example, where the attribute X will be “state of whether” and attribute Y, 
which is influenced by X, will be “state of mood”. Let the values of the attributes and 
appropriate prior probabilities will be as follows: 

X (“state of weather”) ={“sunny”, “overcast”, “rain”}; Y (“state of mood”) ={“good”, “bad”}; 
 

P(X=”sunny”) = 0.4; P(X=”overcast”) = 0.5; P(X=”rain”) = 0.1; 
P(Y=”good”|X=”sunny”)=0.7; P(Y=”good”|X=”overcast”)=0.5; P(Y=”good”|X=”rain”)=0.2; 
 

Let conditional probability, which links X and Y will be as follows: 

P(Y=”bad”|X=”sunny”)=0.3; P(Y=”bad”|X=”overcast”)=0.5; P(Y=”bad”|X=”rain”)=0.8; 

Assume the value of relevance for the attribute X is known and equal:  ψX=0.6. 
Now, according to (4) we have: 
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Similarly: .483.0)""( == badYP  

One can also notice that these values belong to the intervals created by the two 
extreme cases, when parameter X is not relevant at all or it is fully relevant: 



360 V. Terziyan 

55.0|)""(|)""(|)""(467.0 116.000 ==<=<=≈ === XXX
goodYPgoodYPgoodYP ψψψ ; 

533.0|)""(|)""(|)""(45.0 006.011 ≈=<=<== === XXX
badYPbadYPbadYP ψψψ . 

3   General Formalism and Samples 

More complicated case is the management of relevance in the following situation 
(Fig. 3): 
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Fig. 3. Relevance management with two predictive attributes 

Here we have 4 following subnetworks depending on the relevance (see Fig. 4). 
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Probability of this case is equal to:

P( (X)=”yes”) · P( (Z)=”yes”) =
 = X· Z
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Probability of this case is equal to:

P( (X)=”yes”) · P( (Z)=”no”) =
 = X·(1- Z)
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Probability of this case is equal to:

P( (X)=”no”) · P( (Z)=”yes”) =
 = (1- X)· Z

P3(Y)
Y
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P0(Y)

Probability of this case is equal to:

P( (X)=”no”) · P( (Z)=”no”) =
 = (1- X)·(1- Z)

 

Fig. 4. Subnetworks for the case with two predictive attributes 

    Here we have: (a) predictive attributes: X with values {x1,x2,…,xnx}; Z with values 
{z1,z2,…,znz}; (b) target attribute Y with values {y1,y2,…,yny}; (c) probabilities: P(X), 
P(Z), P(Y|X,Z); (d) relevance predicate: ψ(X) = “yes”, if X is relevant; ψ(X) = “no”, 
if X is not relevant; (e) relevancies: ψX = P(ψ(X) = “yes”); ψZ = P(ψ(Z) = “yes”). 
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    Let’s estimate P(Y): 
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Now we should extract P(Y|X), P(Y|Z), P0(Y) from P(Y|X,Z) and P(Y|Z) from 
P(Y|X,Z), which is: 
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We can rewrite (7) using (9) as follows: 
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Finally we can substitute (6), (11), (12), (13) to (5): 
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which is in a more compact form: 
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Consider example. Let we have the following set of data: 

X Z Y 
Sunny Alone Good 

Overcast With girlfriend Bad 
Overcast With dog Bad 

Sunny With dog Good 
Sunny Alone Good 

Overcast Alone Bad 
Rain With girlfriend Bad 

Sunny With dog Good 
Overcast With dog Bad 

Sunny With girlfriend Bad 
Overcast With girlfriend Good 
Overcast Alone Bad 
Overcast With dog Bad 

Sunny With girlfriend Good 
Overcast With dog Bad 
Overcast Alone Bad 

Sunny Alone Bad 
Sunny With dog Bad 
Rain With girlfriend Good 

Overcast With dog Good 

X (“state of weather”) ={“sunny”, “overcast”, “rain”} 
Z (“companion”) ={“alone”, “girlfriend”, “dog”} 
Y (“state of mood”) ={“good”, “bad”}; 

P(X=”sunny”) = 0.4; P(X=”overcast”)  = 0.5; P(X=”rain”) = 0.1; 
P(Z=”alone”) = 0.3; P(Z=”girlfriend”) = 0.3; P(Z=”dog”) = 0.4; 

P(Y=”good”| X, Z) Z = “alone” Z=”girlfriend” Z=”dog” 
X = “sunny” 0.667 0.5 0.667 
X = “overcast” 0 0.5 0.25 
X = “rain” 0 0.5 0 

P(Y=”bad”| X, Z) Z = “alone” Z=”girlfriend” Z=”dog” 
X = “sunny” 0.333 0.5 0.333 
X = “overcast” 1 0.5 0.75 
X = “rain” 1 0.5 1 

According to (9): 

P(Y | X) X = “sunny” X = “overcast” X = “rain” 
Y = “good” 0.611 0.25 0.167 
Y = “bad” 0.389 0.75 0.833 

According to (10): 

P(Y | Z) Z = “alone” Z = “girlfriend” Z = “dog” 
Y = “good” 0.222 0.5 0.306 
Y = “bad” 0.778 0.5 0.694 
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According to (11): P0(Y=”good”) = 0.3426; P0(Y=”bad”) = 0.6574. 

Assuming that relevancies of our parameters are as follows: ψX = 0.8 , ψZ = 0.5, we 
can estimate P(Y) based on (14): 3773.0)""( ≈= goodYP ; .6227.0)""( ≈= badYP  

One can also notice that these values belong to the interval created by the two 
extreme cases, when parameters are not relevant at all or they are fully relevant: 
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goodYPgoodYPgoodYP ψψψψψψ

; 

6574.0|)""(|)""(|)""(6133.0 0,005.0,8.01,11 ≈=<=<=≈ ====== ZXZXZX
badYPbadYPbadYP ψψψψψψ . 

Consider the general case of managing relevance (Fig. 5): 
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Fig. 5. General case of relevance management 

In this case we have the following: (a) predictive attributes: X1 with values 
{x11,x12,…,x1nx1}; X2 with values {x21,x22,…,x2nx2}; … XN with values 
{xn1,xn2,…,xnnxn}; (b) target attribute: Y with values {y1,y2,…,yny}; (c) probabilities: 
P(X1), P(X2),…, P(XN); P(Y|X1,X2,…,XN); (d) relevancies: ψX1 = P(ψ(X1) = 
“yes”); ψX2 = P(ψ(X2) = “yes”); … ψXN = P(ψ(XN) = “yes”). Task is to estimate 
P(Y). 

Generalizing (4) and (14) to the case of N predictive variables we finally obtain: 
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4   A Relevance Metanetwork 

Relevance Bayesian Metanetwork can be defined on a given predictive probabilistic 
network (Fig. 6). It encodes the conditional dependencies over the relevancies. 
Relevance metanetwork contains prior relevancies and conditional relevancies. 
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Considering such definition of relevance metanetwork over the predictive network it 
is clear that the strict correspondence between nodes of both network exists but the 
arcs do not need to be strictly corresponding (as shown in Fig. 6). It means that 
relevancies of two variables can be dependent, although their values are conditionally 
independent and vice versa (Fig. 7). So, the topologies of the networks are different in 
general case. 

 
Contextual level

Predictive level

 

Fig. 6. Relevance network defined over the predictive network 
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Fig. 7. Architecture of a simple relevance metanetwork 

In a relevance network the relevancies are considered as random variables between 
which the conditional dependencies can be learned. For example in Fig. 7, the 
probability of target attribute Y can be computed as follows: 
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More complicated example of a Bayesian metanetwork completed from 
predictive and relevance networks is shown in Fig. 8. The graph of the 
Metanetwork in the figure consists of two subgraphs (a) predictive network layer 
and (b) relevance network layer. The challenge here is that the relevance network 
subgraph models the relevance conditional dependency and in the same time the 
posteriori relevance values calculated with this graph effect the calculations at the 
basic predictive subgraph. 
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Fig. 8. Example of Bayesian metanetwork (a), consisting of the predictive subnetwork (b) and 
relevance subnetwork (c) both of which have corresponding nodes, but different topologies 

5   Conclusions 

Bayesian Networks are proven to be a comprehensive model to describe causal 
relationships among domain attributes with probabilistic measure of appropriate 
conditional dependency. However, depending on task and context, many attributes of the 
model might not be relevant. If a Bayesian Network has been learned across multiple 
contexts then all uncovered conditional dependencies are averaged over all contexts and 
cannot guarantee high predictive accuracy when applied to a concrete case. We are 
considering a context as a set of contextual attributes, which are not directly effect 
probability distribution of the target attributes, but they effect on a “relevance” of the 
predictive attributes towards target attributes. In this paper we use the Bayesian 
Metanetwork vision to model such context-sensitive feature relevance. Such model 
assumes that the relevance of predictive attributes in a Bayesian network might be a 
random attribute itself and it provides a tool to reason based not only on probabilities of 
predictive attributes but also on their relevancies. According to this model, the evidence 
observed about contextual attributes is used to extract a relevant substructure from a 
Bayesian network model and then the predictive attributes evidence is used to reason 
about probability distribution of the target attribute in the extracted sub-network. Such 
models are useful when the relevance of the attributes essentially depends on the context. 
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Abstract. The prediction of the translation initiation site (TIS) in a genomic se-
quence is an important issue in biological research. Several methods have been 
proposed to deal with it. However, it is still an open problem. In this paper we 
follow an approach consisting of a number of steps in order to increase TIS 
prediction accuracy. First, all the sequences are scanned and the candidate TISs 
are detected. These sites are grouped according to the length of the sequence 
upstream and downstream them and a number of features is generated for each 
one. The features are evaluated among the instances of every group and a num-
ber of the top ranked ones are selected for building a classifier. A new instance 
is assigned to a group and is classified by the corresponding classifier. We ex-
periment with various feature sets and classification algorithms, compare with 
alternative methods and draw important conclusions. 

1   Introduction 

The rapid technological advances of the last years have assisted the conduct of large 
scale experiments and research projects in biology. The completion of these efforts 
has lead to a giant collection of biological data. The development and use of methods 
for the management and analysis of these data is necessary. As a consequence to this 
need, a new research area called bioinformatics has emerged. Bioinformatics is an 
interdisciplinary area positioned at the intersection of biology, computer science, and 
information technology. 

A large portion of biological data is represented by sequences. These sequences 
characterize a large molecule that is a succession of a number of smaller molecules. 
The study of the structure and function of such large molecules (macromolecules) is 
the mission of molecular biology. The scientists intend to discover useful biological 
knowledge by analyzing the various genomic sequences. The utilization of explora-
tory techniques in order to describe the vast amount of data is required. However, the 
use of traditional analysis techniques is not adequate and novel, high performance 
tools have to be developed. The field of data mining aims to provide efficient compu-
tational tools to overcome the obstacles and constraints posed by the traditional statis-
tical methods.  
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Translation is one of the basic biological operations that attract biologist’s attention. 
Translation along with replication and transcription make possible the transmission and 
expression of an organism’s genetic information. The initiation of translation plays an 
important role in understanding which part of a sequence is translated and consequently 
what is the final product of the process. When the way that each of these operations 
takes place is explained, biologists will be one step closer to the unraveling of the mys-
tery of life, which is the final objective of biology.  

A sequence contains a number of sites where the translation might initiate. How-
ever, only one of them is the true translation initiation site (TIS). The recognition of 
the true TIS among the candidate TISs is not a trivial task and requires the use of 
data mining tools. Classification methods have been extensively used in order to 
deal with this problem. The idea of multiple classifier systems is an attempt to con-
struct more accurate classification models by combining a number of classifiers. 
Classifier combination includes two main paradigms: classifier selection and classi-
fier fusion. In the first case a new instance is classified by selecting the appropriate 
classifier, while in the second case a new instance is classified according to the de-
cisions of all the classifiers. 

In this paper we have followed an approach for classifier selection to tackle the 
problem of the prediction of TISs in DNA sequences. The traditional data mining 
methods are not directly applicable to sequence data. Thus, we had to transform the 
initial set of raw sequences to a new dataset consisting of a number of feature vectors 
that describe the initial data. In particular, all the sequences are scanned and the can-
didate TISs are detected. The candidate TISs are grouped according to the length of 
the sequence compartment upstream and downstream them and a number of features 
is generated for each one. The features are evaluated among the instances of every 
group according to their impact in the accuracy of classification. Then, a number of 
the top ranked features are selected for building a classifier. A new instance is as-
signed to one of the groups and is classified by the corresponding classifier. We ex-
periment with various feature sets and classification algorithms, we compare with 
alternative methods and draw important conclusions. 

This paper is outlined as follows: In the next section we briefly present the relative 
work in the area of TIS prediction. In section three we provide the necessary back-
ground knowledge. In section four our approach is presented in more detail. Section 
five contains the description of the dataset, the algorithms and the evaluation method 
we have used as well as the results of our experiments. Finally, in section six we pre-
sent our conclusions and some directions for future research.  

2   Related Work 

The prediction of TISs has been extensively studied using biological approaches, 
data mining techniques and statistical models. In 1978 Kozak and Shatkin [8] pro-
posed the ribosome scanning model, which was later updated by Kozak [7]. Ac-
cording to this model, translation initiates at the first candidate TIS that has an  
appropriate context. Later, in 1987 Kozak developed the first weight matrix for the 
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identification of TISs in cDNA sequences [6]. The following consensus pattern was 
derived from this matrix: GCC[AG]CCatgG. Bold letters denote the highly con-
served positions. Meanwhile, Stormo et al. [16] had used the perceptron algorithm 
to distinguish the TISs. 

Pedersen and Nielsen [13] used artificial neural networks (ANNs) to predict which 
AUG codons are TISs achieving an overall accuracy of 88% in Arabidopsis thaliana 
dataset and 85% in vertebrate dataset. Zien et al. [20] studied the same vertebrate 
dataset, employing support vector machines. Hatzigeorgiou [3] proposed “DIANA-
TIS”, an ANN system consisting of two modules: the consensus ANN, sensitive to the 
conserved motif and the coding ANN, sensitive to the coding or non-coding context 
around the initiation codon. The method was applied in human cDNA data and 94% 
of the TIS were correctly predicted. ATGpr, developed by Salamov et al. [15], is a 
program that uses a linear discriminant approach for the recognition of TISs. Nishi-
kawa et al. [12] presented an improvement of ATGpr, named ATGpr_sim, which em-
ploys a new prediction algorithm based on both statistical and similarity information 
and achieves better performance in terms of sensitivity and specificity. Li et al. in [9] 
utilized Gaussian Mixture Models for the prediction of TISs. 

In [11] and [19] the researchers have utilized feature generation and feature selec-
tion methods with various machine learning algorithms. In their studies, they used a 
large number of features concerning the frequency of nucleotide patterns. Using a 
ribosome scanning model along with the best selected features they achieved an over-
all accuracy of 94% on the vertebrate dataset of Pedersen and Nielsen. Later, in [10] 
the same approach was used, but instead of nucleotide patterns, amino acid patterns 
were generated. 

3   Background Knowledge 

The main structural and functional molecules of an organism’s cell are proteins. The 
information concerning the synthesis of each protein is encoded by the genetic mate-
rial of the organism. The genetic material of almost every living organism is deoxyri-
bonucleic acid (DNA). There are exceptions of some viruses that have ribonucleic 
acid (RNA) as genetic material. Moreover, RNA has many other functions and plays 
an important role in protein synthesis. DNA and RNA belong to a family of molecules 
called nucleic acids. Both proteins and nucleic acids are sequences of smaller mole-
cules, amino acids and nucleotides respectively. A sequence can be represented as a 
string of different symbols. There are twenty amino acids and five nucleotides. Every 
nucleotide is characterized by the nitrogenous base it contains: adenine (A), cytosine 
(C), guanine (G), thymine (T), or uracil (U). DNA may contain a combination of A, 
C, G, and T. In RNA U appears instead of T. DNA and RNA sequences have two 
ends called the 5′  and the 3′  end and are directed from the 5′  to the 3′  end ( 5 3′ ′→ ).

Proteins are synthesized by the following process. DNA is transcribed into a mes-
senger RNA (mRNA) molecule (transcription). Then mRNA is used as template for 
the synthesis of a protein molecule (translation). In our setup, we focus on the process 
of translation, which is further explained below.  
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Translation takes place by an organelle called ribosome. The mRNA sequence is 
scanned by the ribosome, which reads triplets, or codons, of nucleotides and “trans-
lates” them into amino acids. Thus, a protein consisting of n amino acids is encoded 
by a sequence of 3n nucleotides. Since there are 64 different triplets formed from an 
alphabet of four nucleotides and the total number of amino acids is 20, it is obvious 
that some amino acids are encoded by more than one codon. Moreover, the triplet 
AUG, that encodes amino acid methionine is also used as a translation initiation 
codon. Finally, there are three stop codons for the termination of translation (UAG, 
UAA and UGA).  

An mRNA sequence can be read in three different ways in a given direction. Each 
of these ways of reading is referred to as reading frame. The reading frame that is 
translated into a protein is named Open Reading Frame (ORF).

Translation, usually, initiates at the AUG codon nearest to the 5′  end of the mRNA 
sequence. However this is not always the case, since there are some escape mecha-
nisms that allow the initiation of translation at following, but still near the 5′  end 
AUG codons. Due to these mechanisms the recognition of the TIS on a given se-
quence becomes more difficult.  

After the initiation of translation, the ribosome moves along the mRNA molecule, 
towards the 3′  end (the direction of translation is 5 3′ ′→ ) and reads the next codon. 
This process is repeated until the ribosome reaches a stop codon. For each codon read 
the proper amino acid is brought to the protein synthesis site by a transfer RNA 
(tRNA) molecule. The amino acid is joined to the protein chain, which by this way is 
elongated.  

A codon that is contained in the same reading frame with respect to another codon 
is referred to as in-frame codon. We name upstream the region of a nucleotide se-
quence from a reference point towards the 5′  end. Respectively, the region of a  
nucleotide sequence from a reference point towards the 3′  end is referred to as down-
stream. In TIS prediction problems the reference point is an AUG codon. The above 
are illustrated in Fig. 1. 

Fig. 1. Translation initiation – The ribosome scans the mRNA sequence from the 5′ end to the 
3′ end until it reads an AUG codon. If the AUG codon has appropriate context, the translation 
initiates at that site and terminates when a stop codon (i.e. UGA) is read. An in-frame codon (in 
relation with AUG) is represented by three consecutive nucleotides that are grouped together. 

4   Our Approach 

In this section we describe the approach we have followed in order to construct a multiple 
classifier system for the prediction of TISs in genomic sequences. Our approach consists 
of a number of steps. Each of these steps is described in detail in the following lines. 

Ribosome A A AA U G G A U G A C U G AG C C
'5 '3

downstreamupstream 

mRNA
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− Step 1: All sequences are scanned and every candidate TIS is detected as shown in 
Fig. 2 (In the rest of the paper we use the DNA alphabet, since the original dataset 
we have used contains DNA sequences. See section 5.1). 

− Step 2: The candidate TISs found in step 1 are grouped according to the length of 
the sequence compartment upstream and downstream them. By this way the initial 
dataset of candidate TISs is divided into a number of smaller datasets (Fig. 3). In 
our setup we have divided the initial dataset in 4 smaller datasets. Table 1 lists the 
portion of the whole dataset that each of the four data subsets constitutes. We name 
Dm-n a dataset that contains candidate TISs, that their feature values are calculated 
by considering m upstream and n downstream nucleotides.  

− Step 3: For each of the candidate TISs the value of a number of features is calcu-
lated. More details about these features are listed in Table 2. Some of them (up-
down_x, up_pos_k_x, down_pos_k_x) have been proposed in our previous work 
[17] and have been found to present good performance in terms of classification 
accuracy. 

− Step 4: The features are evaluated among the instances of every group according to 
their impact in the accuracy of classification. In our setup we have used the infor-
mation gain measure.  

− Step 5: A number of the top ranked features is selected and a classifier is built for 
each of the data subsets. 

Fig. 2. A sequence is scanned and every candidate TIS (ATG codon) is detected. Then, its up-
stream and downstream length is calculated in order to decide in which group belongs. 

Fig. 3. The initial dataset D is divided into a number of smaller datasets Di and finally a classi-
fier Ci is built separately for each Di

D
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D2

.

.

.

Dn
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Cn

AGCCATGGCATTCCGTATGTTCTGATGTTAA

1, upstream length: 4, downstream length: 24 
2, upstream length: 16, downstream length: 12 
3, upstream length: 24, downstream length: 4 
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Table 1. The four data subsets used in our setup 

Dataset Portion of Initial Dataset 

D99-99 12.3 % 

D99-120 28.3 % 

D120-99 52.5 % 

D120-120 6.9 % 

Table 2. The features used in our approach 

Feature Description 

up_x
Counts the number of occurrences of amino acid x in the upstream 
region 

down_x
Counts the number of occurrences of amino acid x in the down-
stream region 

up-down_x
Counts the difference between the number of occurrences of amino 
acid x in the upstream region and the number of occurrences of 
amino acid x in the downstream region 

up_pos_k_x
Counts the number of occurrences of nucleotide x in the kth posi-
tion of the upstream in-frame codons (k ∈{1, 2, 3}) 

down_pos_k_x
Counts the number of occurrences of nucleotide x in the kth posi-
tion of the downstream in-frame codons (k ∈{1, 2, 3}) 

up_-3_[AG] 
A Boolean feature that is true if there is an A or a G nucleotide 
three positions before the ATG codon, according to Kozak’s pat-
tern (GCC[AG]CCatgG)

down_+1_G 
A Boolean feature that is true if there is a G nucleotide in the first 
position after the ATG codon, according to Kozak’s pattern 
(GCC[AG]CCatgG)

up_ATG 
A Boolean feature that is true if there is an in-frame upstream ATG 
codon 

down_stop 
A Boolean feature that is true if there is an in-frame downstream 
stop codon (TAA, TAG, TGA) 

Finally, a new instance, namely a new candidate ATG, is assigned to one of the 
groups according to the length of its upstream and downstream regions’ length and is 
classified by the corresponding classifier. 

5   Experiments 

In this section we describe the dataset, the algorithms and the evaluation method we 
have used along with the results of our experiments. 
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5.1   Dataset 

The original dataset we have used consists of 3312 genomic sequences collected from 
various vertebrate organisms. These sequences were extracted from GenBank, the US 
NIH genetic sequence database [2]. Only the sequences that contain an annotated TIS 
are included. The dataset is publicly available in [5]. The DNA sequences have been 
processed and the interlacing non-coding regions (introns) have been removed. Since 
they are DNA sequences, they contain only the letters A, C, G and T. Thus, a candi-
date TIS is referred to as ATG codon instead of AUG codon. Almost 25% of the 
ATGs in these sequences are true TISs. 

Fig. 4. The initial dataset D is divided into a number of smaller datasets Di. For each Di 10 
classifiers are built and evaluated according to the 10-fold CV procedure. At the end, each in-
stance of the initial dataset D will have been tested exactly once (in our setup n = 4). 
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In order to compare our approach we have used two datasets -derived from the 
original- each of them containing the entire set of candidate TISs. The candidate TISs 
in the first dataset are described by feature values calculated for 99 positions upstream 
and 99 downstream (D99-99), while in the second dataset are described by feature val-
ues calculated for 120 positions upstream and 120 downstream (D120-120). Note that 
Dm-n here refers to a dataset containing the complete set of candidate TISs, that their 
feature values are calculated by considering m upstream and n downstream nucleo-
tides and is different from the corresponding Dm-n dataset of our approach, that con-
tains only a portion of candidate TISs (see step 2 in section 4). 

5.2   Algorithms 

For the conduction of our experiments we have utilized the Weka library of ma-
chine learning algorithms [18]. We have used the following three classification  
algorithms: 

− C4.5, that is a decision tree construction algorithm [14]. 
− Naïve Bayes classifier [4]. 
− PART, a rule learner [1]. 

5.3   Evaluation 

In order to evaluate the results of our experiments we have used stratified 10-fold 
cross-validation (CV). In particular, the performance of a classifier on a given dataset 
using 10-fold CV is evaluated as following. The dataset is divided into 10 non-
overlapping almost equal size parts (folds). In stratified CV each class is represented 
in each fold at the same percentage as in the entire dataset. After the dataset has been 
divided, a model is built using 9 of the folds as a training set and the remaining fold as 
a test set. This procedure is repeated 10 times with a different test set. The evaluation 
procedure of our approach is depicted in Fig. 4. 

In order to increase the reliability of the evaluation, we have repeated each experi-
ment 10 times and we finally took into account the average of the results. 

5.4   Results 

We have built classifiers by using various numbers of the top ranked, according to 
information gain measure, features. The results concerning the classification accu-
racy of each classifier are listed in Table 3. As shown in the table our approach per-
forms better in almost every case. In particular, when C4.5 was used the difference 
between the best accuracy of our method and the best accuracy of anyone of the 
other approaches was 1.25%. When the Naïve Bayes classifier was used, this differ-
ence increased to 2.35% and when PART was used the difference was 1.11%. 

We have also conducted experiments for datasets D99-99 and D120-120, using the fea-
tures proposed in [10] (up_ATG, down_stop, up_-3_[AG], down_A, down_V, up_A, 
down_L, down_D, down_E, up_G). The results are presented in Table 4. 
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Table 3. Classification accuracy of our multiple classifier system (MCS) and the classifiers 
built on datasets D99-99 and D120-120 

Algorithm Top Features MCS D99-99 D120-120 

50 90.30 % 89.82 % 84.15 % 

30 90.70 % 90.10 % 89.77 % 

20 91.43 % 92.82 % 90.21 % 

15 91.97 % 92.95 % 90.43 % 

12 92.26 % 93.01 % 92.79 % 

9 92.98 % 92.63 % 92.65 % 

7 93.27 % 92.21 % 92.36 % 

5 94.26 % 91.44 % 91.98 % 

C4.5 

3 93.59 % 91.12 % 91.92 % 

50 91.69 % 88.93 % 83.13 % 

30 92.89 % 88.37 % 89.37 % 

20 92.35 % 90.54 % 89.27 % 

15 91.73 % 90.08 % 88.56 % 

12 88.55 % 89.04 % 88.22 % 

9 88.49 % 88.00 % 86.94 % 

7 87.91 % 87.44 % 85.92 % 

5 86.98 % 85.24 % 84.30 % 

Naïve Bayes

3 85.88 % 82.37 % 81.37 % 

50 90.56 % 89.60 % 83.60 % 

30 91.29 % 89.87 % 88.89 % 

20 92.31 % 92.86 % 89.14 % 

15 92.71 % 92.84 % 90.21 % 

12 92.56 % 93.08 % 92.86 % 

9 92.98 % 93.02 % 92.53 % 

7 93.32 % 92.22 % 92.06 % 

5 94.19 % 91.45 % 91.67 % 

PART 

3 93.84 % 91.18 % 91.46 % 

Using the same reasoning as in the comparisons above we can say that the differ-
ences of the best cases for each algorithm range from 3.51% to 3.67%, concluding 
that our approach performs better. 
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Table 4. Classification accuracy of classifiers built on datasets D99-99 and D120-120 using the 
features proposed in [10] 

Algorithm D99-99 D120-120

C4.5 90.29 % 90.59 % 

Naïve Bayes 88.24 % 89.00 % 

PART 90.34 % 90.68 % 

6   Conclusions and Future Work 

Translation is one of the basic biological processes and the accurate prediction of the 
translation initiation site in a genomic sequence is crucial for biologists. However, 
this is not a trivial task. First of all, the knowledge about the process of translation is 
limited. It is known that translation initiates at the first AUG codon of mRNA in more 
than 90% of eukaryotic organisms, but some escape mechanisms prevent this. The 
exact way that each of these mechanisms works, has not been explained up till now. 
Moreover, the available sequences are not always complete and contain errors.  

In this paper, we considered the utilization of a large number of  features. We con-
structed a multiple classifier system and used classifier selection in order to classify a 
new instance. For this purpose we developed a method for separating the candidate 
TISs according to the length of the sequence compartment upstream and downstream 
them. Then, a classifier is built for each data subset. We applied our approach on a 
real-world dataset that contains processed DNA sequences from vertebrates. We used 
various classification algorithms and after extensive experimentation we discovered 
that the use of our method improves the accuracy of classification.  

The study of different ways of separation of the candidate TISs is involved in our 
future plans. Additionally, we aim to use more datasets and possibly from different 
kind of organisms. Finally, the experimentation with novel features is always under 
consideration. 
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Abstract. As is widely known, the popular Black & Scholes model for option 
pricing suffers from systematic biases, as it relies on several highly question-
able assumptions. In this paper we study the ability of neural networks (MLPs) 
in pricing call options on the S&P 500 index; in particular we investigate the ef-
fect of the hidden neurons in the in- and out-of-sample pricing. We modify the 
Black & Scholes model given the price of an option based on the no-arbitrage 
value of a forward contract, written on the same underlying asset, and we derive 
a modified formula that can be used for our purpose. Instead of using the stan-
dard backpropagation training algorithm we replace it with the Levenberg-
Marquardt approach. By modifying the objective function of the neural  
network, we focus the learning process on more interesting areas of the implied 
volatility surface. The results from this transformation are encouraging. 

1   Introduction 

An option is a financial contract that gives the right to its owner to buy or sell certain 
quantities of an asset at some future date, at a price that is agreed in advance. In this 
way, they allow investors to bet on future events and also reduce financial risk.  

Every since options trading started in organized markets, there came the prob-
lem of what is a reasonable premium to pay for the privilege of not having to exer-
cise the right. The first successful attempt to option pricing was the popular Black 
& Scholes (BS) model, which gives the fair value of an option in terms of a num-
ber of other financial quantities [2]. Although pioneering in its conception, the 
model has been empirically shown to suffer from significant systematic biases 
when compared to market prices [1], [6]. Most of the biases steam from the fact 
that the development of the BS formula was based on a set of assumptions that fail 
to hold true in practice. In an attempt to relax the BS assumptions, researchers 
have come up with a variety of other parametric option pricing models, such as the 
Jump-Diffusion [14], Constant Elasticity of Variance [7], and Hull & White  
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grant from “Empeirikion" Foundation. 
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Stochastic Volatility [9]. Despite the analytical tractability, the majority of these 
models are often too complex to be implemented in practice, have poor out-of-
sample pricing performance and sometimes inconsistent implied parameters [1]. In 
addition, they are based on restrictive assumptions concerning the market infra-
structure and/or investors’ attitudes, which are often questionable from a theoreti-
cal or empirical point of view. 

On the other hand, computational intelligent nonparametric models, like neural 
networks or genetic programming, seem to offer a promising alternative to option 
pricing. This is mainly due to their ability to approximate highly non-linear relation-
ships without relying on the restrictive assumptions and hypotheses implicit in para-
metric approaches (e.g. assumptions concerning the price process of the underlying 
asset, the efficiency of the market, the rationality of agents, etc). Option pricing with 
neural networks, in particular, has attracted the interest of many practitioners and 
researchers, worldwide. Most studies employ a feedforward network to deduce an 
empirical pricing formula from option market data that minimizes a certain loss func-
tion (e.g. the sum of squared errors)1. 

It is important to note that option pricing in not a typical function approximation 
task for several reasons. In most option markets, more than one contracts trade simul-
taneously on the same underlying, which renders option pricing a problem of forecast-
ing a matrix of values, the so-called implied volatility (IV) surface (see also section 
4.1), rather than a single quote. However, not all options are equally spread out the 
volatility matrix, and most important, not all them share the same liquidity. The ab-
sence of an active market usually gives rise to unpleasant phenomena, such as bid\ask 
spreads and longer average times between consecutive transactions. This means that 
reliable training data are available for certain areas of the IV surface, which poses a 
problem to the application of a NN, and in fact to any nonparametric technique. As 
the out-of-sample performance of nonparametric methods is very much determined by 
the quality of the training data, a NN would be inefficient for non-liquid areas of the 
options matrix.  

In this paper, we improve the forecasting ability of neural networks by using a hy-
brid intelligent scheme that combines a nonparametric NN model with theoretical 
option-pricing formulae. In this way, we increase the efficiency of the learning proc-
ess, by using theoretical arguments for “problematic” data and direct NN learning in 
actively traded areas of the IV surface. Our main objective is to develop an intelligent 
model exploiting whatever solid knowledge is available from the problem combining 
it with a non-parametric computational intelligent model in order to achieve maxi-
mum forecasting ability. 

The organization of this paper is as follows: in Section 2 we provide the necessary 
financial background and terminology for the afore-mentioned types of contracts and 
we also give an overview of the Black & Scholes option pricing model. In Section 3 
we detail our approach to option pricing by means of the hybrid intelligent model. 
Section 4 presents an empirical application to S &P 500 Stock Index options and 
Section 5 concludes the paper with suggestions for further research.  

                                                           
1 See section 3 for a discussion of approaches. 
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2   Options Background and the Black & Scholes Pricing Model 2 

An option contract gives the holder the right (not the obligation) to buy or sell a spe-
cific commodity, known as the underlying asset, at some future date (maturity/expiry 
date) at an agreed price (exercise/strike price)3. Call options give the right to buy 
while put options give the right to sell the underlying. One is said to take a long 
(short) position on a call option when he/she agrees to buy (sell) the underlying at 
expiry. In standard options terminology, a call option is said to be in-the-money if the 
currently quoted underlying price is greater than the strike price, out-of-the-money if 
the underlying price is lower than the strike price and at-the-money if the above two 
are close to each other. Deep-in-the-money calls are highly priced, especially those 
that are near to expiration, as the holder can buy the underlying from the counter-
party and make profit by selling it at the market at a higher price. For the same reason, 
out-of-the money calls are worthless as the holder has no benefit from exercising the 
contract.  

The Black & Scholes model [2] is considered to be the first successful attempt to 
obtain a “fair value” for the price of a call option, which is based on the fundamental 
idea of replicating options by dynamic hedging strategies. The original Black & Scho-
les mathematical formula for European-style call options, which was later modified 
by Merton [15] for dividend-paying underlying asset, is as follows: 

                 )()( 21 dNKedNSeC rT−Τ− −= δ    (1.a)  
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where C is the fair value of a call option at some time T before expiration, S is the 
current price of the underlying; K is the strike price of the option, r is the risk-free 
interest rate,  is the dividend yield,  is the volatility of the underlying and N (.) de-
notes the standard normal probability density function. 
    The BS model links in fact the price of a call option with several factors that affect 
its value. Intuitively, a rise in the underlying price S or in the volatility  has a posi-
tive impact on the value of the call, as it increases the probability that the option ex-
pires in the in-the-money area (i.e. above K). Dividends decrease the price of the 
underlying (e.g. stock) and hence the value of the call option. The effect of time to 
maturity and risk-free interest rate is less clear.       

Note that at least one parameter of the BS option pricing model, the volatility of 
the underlying asset, is not directly observable from the market and hence it has to be 
replaced with sample estimates. Basically, there are two main approaches to comput-
ing volatility: the historical and the implied one. The historical volatility is expressed 
as the annualized standard deviation of daily returns on the underlying. A modified 
formula takes the weighted average of returns, with more weight put on recent returns. 
                                                           
2 See [10] for more details on options market and pricing models.  
3 When contract settlement takes place only at expiry, the option is said to be European-style. 
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This is a way to incorporate short-term changes in volatility levels. The implied vola-
tility is the value of  that equals the BS with the market price of the option. Implied 
volatilities are believed to be a more realistic proxy for the volatility than the histori-
cal estimate, as they represent the expectations of agents about future uncertainty. 

3   Proposed Methodology 

Most previous studies on option pricing with NNs are focused on creating a nonpara-
metric analog to the BS model Eq. (1), ),,,,,( TrKSfC NNNN δ= , where f  denotes 

a neural network model. In an attempt to reduce the number of inputs to the network, 
some researchers take advantage of the so-called “homogeneity property” of the BS 
option pricing formula and feed-in the ratio S/K instead of the corresponding absolute 
terms (see [8], [11],[13]). In some studies [11], [16] the impact of volatility is omitted, 
as it is assumed that it can be built into the neural nets inductively through the training 
process. In our case, we follow up a different approach that takes advantage of the no-
arbitrage value linking the price F of a forward contract, written on the same index, 

with the interest rate and the dividend yield, i.e. )(rSeF −= . This transformation 
proves to be more convenient than the original BS framework, as the forward price is 
a well-defined tradable quantity that incorporates all information about the prevailing 
interest rate and dividends. In this way, instead of setting-up a neural network map-
ping the input variables (S, K, r, , T, ) to the target value (CNN), we can determine 

the value of the call in terms of (F, K, DF, ), where rTeDF −= is the discounting 
term, representing the amount of money that has to be invested in the risk-free interest 
rate r in order to obtain 1$ after time T. Another point that differentiates our approach 
from the current trend is that it builds upon a hybrid model rather than a single neural 
net. This hybrid scheme uses theoretical arguments for “problematic” data of the 
options matrix and directs NN learning in actively traded areas.  

In the experiments presented in following sections, we employ a single-hidden-
layer feedforward neural net with hyperbolic tangent activation functions in the  
hidden layers and a linear function in the output layer. We examined NNs with 1-5 
neurons in the hidden layer. We replace the standard steepest-descend backpropaga-
tion training algorithm, which is commonly used in previous works, with the Leven-
berg-Marquardt approach which seems more efficient in terms of convergence and 
accuracy. According to Charalambous [5], the backpropagation learning algorithm is 
unable to rapidly converge to an optimal solution.  Input data are normalized in the 
range [-1,1] in order to avoid permanent firing of hidden neurons at the saturation 
area. Our networks were trained in a batch mode of 1000 epochs. After the final  
network is estimated, the output is scaled back to its normal range.      

3.1   A Hybrid Intelligent Option Pricing Model 

Our starting point is that a single neural network need not capture all the geometric 
characteristics of the volatility surface. Based on financial arguments, we can derive 
the value of the call at certain problematic areas of the surface (e.g.|K-100|>50 and 
T<1) for which not many data are available. For example, one can easily guess the 
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price of an option which is near expiration and deep-in-the-money (K<<100).  
Intuitively, if S>>K the holder of the option can benefit from paying K $ to buy the 
underlying from the counter-party and then sell it at the market. This results in an 

immediate profit of S-K $. But, r)FeS −= δ( and for options with short time to 
maturity left (T << 1) e ( -r) T  1. Hence, the value of a deep-in-the-money option is 
approximately equal to F − K. By using a similar argument, we can show that the 
value of a deep-out-of-the-money option is close to 0. If S<<K it is not worth exercis-
ing the option, as the underlying is sold in the market at a much lower price. Hence, 
none will be interested in buying a deep-out-of-the-money option, rendering its value 
close to zero. For options that are around-the-money (S K), their value cannot be 
easily determined as it depends on the short-term volatility of the asset. If S is cur-
rently below K and the underlying is highly volatile, then it is likely that S crosses the 
K -threshold and the option become valuable.  

From the above discussion, we see that it makes more sense to direct a NN 
model to short-maturity at-the-money options and gradually increase the range of 
strikes as maturity gets longer. In this way, we can define a hybrid model for the 
call price as: 

      

],[,

],[,

],[,

0 21

21

21

TTTKS

TTTKS

TTTKS

(F,K,DF, )f

KF

C NN

∈<<
∈≈
∈>>−

=   (2) 

4   Empirical Application 

4.1   Sample Data 

For the application and testing of the proposed methodology, we used equity option 
contracts on the American S&P 500 Stock Index, considered to be among the most 
liquid index options worldwide. S&P 500 options are European-style. We obtained 
two “snapshots” of the implied volatility surface quoted on 08/05/2002 and 
19/07/2002, respectively, which are depicted in figures 1 & 2. Strike and option prices 
are given as a percentage of the underlying and maturities range from 0.083 to 10 
years and 0.083 to 5 years respectively. Note that the value of the call is a U-shaped 
function of the strike price K and a monotonically increasing function of the time-to-
maturity T. These puzzling features of most IV surfaces are known in the literature as 
“smile” and “skew”, respectively [10],[12].  

4.2   Fitting a Neural Network Model to the Whole Option Matrix 

In the first experiment, we used 378 market option prices, backed-up from the implied 
volatility surface on 08/05/2002, to train the networks and the same amount of data 
corresponding to the implied volatility surface on 19/07/2002 for out-of-sample  
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Fig. 1. The S&P 500 call-options matrix quoted on 08/05/2002 

 

Fig. 2. The S&P 500 call-options matrix quoted on 19/07/2002 

evaluation. We employ a historical4 proxy for the volatility, computed over a period 
of 45 trading days before the aforementioned dates. As performance measure, we use 
the mean absolute error (MAE) between the network output and target values. Table 1 
shows the in- and out-of-sample performance of the neural network models with 1-5 
hidden neurons. Note that the in-sample error consistently decreases as more neurons 
are put in the hidden layer, while the out-of-sample error seems to fluctuate around a 
constant level. This behaviour is typical of overfitting. In choosing the optimal net-
work topology, we apply a simple criterion which is to pick the number of neurons 
that corresponds to the first “elbow-point” of the out-of-sample error function (opti-
mal records are denoted with bold letters). Of course, more advanced methods such as 
Cross Validation, Bayesian Regularization or Bootstrap Aggregating could be applied 
for that purpose, although the choice of the optimal number of neurons is not the main 
concern in our work.  

                                                           
4  Experiments were also conducted with the weighted volatility measure without showing any 

significant improvement in the out-of-sample fitting.   
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Table 1. The mean absolute error in the in- and out-of-sample period using a historical 
volatility measure 

Hidden Neurons in-sample error out-of-sample error 

1 3,0296 8,3759 
2 0,9053 7,3279 
3 0,4055 7,3782 
4 0,2736 7,4370 
5 0,2262 7,3111 

 

Fig. 3. The goodness-of-fit for the 2-neuron model 

Figure 3 shows the error surface of the 2-neuron model estimated with the histori-
cal volatility measure. Note that the model tends to under-estimate deep-in and out of-
the-money options (as the NN call price is below the market price) and overestimate 
long-maturity options. Overall, the fitting gets worse as time-to-maturity increases. 

4.3    Restriction Areas 

In order to guide the fitting in the most liquid areas of the options matrix, we employ 
a modified weighted objective function for the NN expressed by:  

               ||
),(),( −=

K

TK

T
NN

TK
MarketKT CCWMAE   (3) 

where WKT corresponds to the weight assigned to the (K,T) strike-maturity pair. In 
this paper, we experimented with three weight schemes, W1, W2, and W3, that cover a 
range of 60-140% of strike levels and specific ranges of maturities aiming at short, 
middle and long-horizon fitting.  

The three variants are presented in Table 2. Generally, one expects that options fal-
ling into the non-zero-weight “cone” area trade with much greater liquidity than those 
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Table 2. The three weighting schemes W1, W2 & W3 corresponding to a short-, middle- and 
long- maturity fitting (R1, R2 & R3). The weights of pairs not reported above are all zero. 

60 0 0 0 0 0,7 0,7 
70 0 0 0,5 0,7 1,0 1,0 
80 1,0 1,0 1,2 1,2 1,2 1,2 
90 1,5 1,5 1,5 1,5 1,5 1,5 

100 2,0 2,0 2,0 2,0 2,0 2,0 
110 1,5 1,5 1,5 1,5 1,5 2,0 
120 1,0 1,0 1,2 1,2 1,2 1,5 
130 0 0,5 0,5 0,7 1,0 1,0 
140 0 0 0 0 0,7 0,7 
R1 0,25 0,50 0,75 1,00 2,00 3,00 
R2 2,00 3,00 4,00 5,00 6,00 7,00 
R3 5,00 6,00 7,00 8,00 9,00 10,0 

Table 3. The mean absolute error of the hybrid and the BS model in the in- and out-of-sample 
period for the three maturity ranges 

  R1 R2 R3 

HN in-
sample 

out-of-
sample 

in-
sample 

out-of-
sample 

in-
sample 

out-of-
sample 

1 6,3724 6,8063 8,2829 6,6342 10,316 8,1509 
2 0,8090 3,9628 1,4352 10,590 2,0784 13,469 
3 0,7152 9,0667 1,2464 10,104 2,0736 13,329 
4 0,6567 4,2859 1,0573 10,450 1,7872 13,310 
5 0,7435 4,3075 0,9083 10,819 1,6100 13,206 

BS 12,001 11,887 15,362 12,223 21,692 13,120 

falling outside, hence the graduation of weights. Table 3 presents the in- and out-of-
sample error of the hybrid NN models as a function of the number of hidden neurons 
for the three weights variants5. For comparison purposes, we also report the perform-
ance of the classical BS model, with the same historical volatility estimate fed in the 
neural network. Bold letters denote the optimal network topology in each range of 
maturities. Comparing the results of Table 3 with those of Table 1, we observe that in 
terms of mean absolute error the hybrid model results in a better output-of-sample fit 
for the maturity ranges R1, R2. In all cases, the hybrid model outperforms the BS one. 
In figures 4-6, we depict the error surfaces for the three optimal hybrid NN models. 
Generally, hybrid models provide more reasonable approximations to deep-in and 
out-of-the money market option prices, which is mainly the result of incorporating the 
two branches in Eq. (2). Nevertheless, they severely over-estimate around-the-money 
options, in a negative “ripple” in the error surface.  

                                                           
5 Models assume a historical volatility measure for . 



386 V.S. Tzastoudis, N.S. Thomaidis, and G.D. Dounias 

 

Fig. 4. The goodness-of-fit of the 2-neuron hybrid model corresponding to the short-term range (R1) 

 

Fig. 5. The goodness-of-fit of the 1- neuron hybrid model corresponding to the medium-term 
range (R2) 

 

Fig. 6. The goodness-of-fit of the 1- neuron hybrid model corresponding to the long-term range (R3) 
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5   Discussion and Conclusions 

In this paper we propose a new nonparametric framework for pricing options that 
comprises a neural network model equipped with theoretical option pricing formulae.  
In this way, we attempt to make modeling more efficient by directing NN learning 
into more interesting areas of the options matrix that contain plenty of reliable data. 
For the pricing of illiquid options we use theoretical no-arbitrage arguments. First 
experimental results show that theoretical “hints” result in a better pricing perform-
ance especially for in- and out-of-the-money areas. The afore-suggested framework 
can be extended into many directions. We believe that the accuracy of the model 
would be highly increased with a better estimate for the market volatility. Nowadays, 
popular models of volatility are based on the time series of the underlying (see e.g. the 
GARCH family of models [4]). Currently, we are experimenting with various meth-
ods for finding the optimal architecture of the neural network model (cross-validation, 
early-stopping, regularization schemes) as well as an automatic procedure for adjust-
ing the weights of the objective function in order to find the most “hard” areas of the 
implied volatility matrix to direct the NN learning.    
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Large Scale Multikernel RVM for Object
Detection
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Abstract. The Relevance Vector Machine(RVM) is a widely accepted
Bayesian model commonly used for regression and classification tasks.
In this paper we propose a multikernel version of the RVM and present
an alternative inference algorithm based on Fourier domain computation
to solve this model for large scale problems, e.g. images. We then apply
the proposed method to the object detection problem with promising
results.

1 Introduction

The Relevance Vector Machine (RVM) introduced in [1] is a Bayesian treatment
of the linear model given by:

y(x) =
M∑
i=1

wiφi(x), (1)

where {φm(x)}Mm=1 is a set of basis functions. Learning on such a model, is the
process of estimating the weights {wm}Mm=1 given a training set {(xn, tn)}Nn=1.
The weights are typically assigned those values that maximize the likelihood of
the training set, however the training examples must be significantly more than
the parameters in order to achieve good generalization performance. The RVM
overcomes this limitation by following Bayesian principles and assuming prior
knowledge for the model. Specifically, a suitable hierarchical prior distribution
is assumed for the weights of the model, which has most probability mass con-
centrated in sparse solutions, meaning that it forces most of the weights to be
assigned to zero values [1]. This results in pruning basis functions that are not
sufficiently supported by the training data, and allows good generalization per-
formance even when using complex models with large number of basis functions
and parameters. In a typical RVM there is one basis function centered at each
training example, resulting in the following model:

y(x) =
N∑

i=1

wiφ(x− xi), (2)

As in most Bayesian models, inference on the RVM is analytically intractable.
The most well–known approximations are based on the expectation maximization
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(EM) algorithm [1] and the variational approximation [3]. Both these approaches,
appear to have similar results but the first is generally preferred because it is more
computationally efficient. However, time complexity is of order O(N3) and mem-
ory complexity of order O(N2), making inference on large training sets extremely
difficult. The method based on the EM algorithm can be accelerated by consider-
ing incrementally adding basis function to an initially empty model [4], improving
time complexity to order O(M3), where M is the number of the basis functions
that are included in the model, which, since the model is sparse, should only be a
small fraction of the total number of basis functions N .

In this paper we use the RVM for modelling images. Unfortunately, the stan-
dard RVM training algorithms are too computationally demanding even for small
images. We notice that if the training points xi lie on a uniform grid, equation (2)
can be rewritten as the convolution of the weight vector w = (w1, w2, . . . , wN )
with a vector φ = (φ(x1), . . . , φ(xN )), which consists of the basis function φ(x)
evaluated at the training points xi. The RVM can then be written as:

y = φ ∗w, (3)

where y = (y(x1), y(x2), . . . , y(xN )) is the output of the model evaluated at
the training points. We propose an alternative implementation of the EM based
algorithm [1] that computes convolution in the DFT domain and improves both
time and memory requirements. In addition we propose a multikernel RVM
model, where more than one types of basis functions is allowed to be used.

2 Large Scale Multikernel RVM

2.1 RVM for Image Analysis

The linear model in (1) is very efficient provided that suitable basis functions φi

are selected and that there are adequate training examples. Thus, finding a basis
function set that describes the data well is an important problem, that unfor-
tunately is very difficult to solve. Methods such as cross-validation can be used
to estimate the generalization performance of several models and then choose
the best one. However, this is very computationally expensive and usually only
a small number of candidate basis function sets may be considered. Recently,
sparse linear models such as the Support Vector Machine (SVM) [2] and the
RVM [1] gain much popularity. These models during the training process se-
lect only a small subset of the available basis functions, which is then used
for predictions. Thus, a large number of basis functions can be initially used
and the most suitable of these will be selected. Usually, the initial set of basis
functions consists of shifts of a specific base function centered at each training
point. Again, cross-validation can be used to select an appropriate initial basis
function set. Alternatively, another linear model can be used for the basis func-
tions [5], estimating the optimal base function shape during the training process.
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In this paper, we use several different basis functions centered at each training
point, resulting in the following model:

y(x) =
M∑

m=1

N∑
i=1

wmiφm(x− xi), (4)

where M is the number of different basis function types. If there is not sufficient
prior knowledge to choose the type or scale of the basis functions cross-validation
can be used to test the performance of several models and choose the best one.
However, this task is very computationally demanding.

The observed image t = (t1, . . . , tn) is assumed to have been generated from
the model y(x) evaluated at the training points x = (x1, . . . , xn), after addition
of independent white noise:

ti = y(xi) + εi, (5)
εi ∼ N(0, β−1), (6)

where β is the inverse variance of the noise.
Defining t = (t1, . . . , tN )T to be the vector of observations, (5) can be rewrit-

ten as:

t = ΦT w + ε =
M∑

m=1

Φmwm + ε, (7)

where Φ is the N × (MN) design matrix, each column of which is a vector with
the values of a basis function at all the training points. The design matrix can be
partitioned as Φ = (Φ1, . . . ,ΦM ), with Φm = (φm1, . . . ,φmN ) being the part
of the design matrix corresponding to basis functions of type φm(x) and φmi =
(φm(x1 − xi), . . . , φm(xN − xi))T being a vector consisting of the basis function
φm(x − xi) evaluated at all the training points. The weight vector w can be
similarly partitioned as w = (w1, . . . ,wM )T , with each wm = (wm1, . . . , wmN )
consisting of the weights corresponding to basis function φm(x).

The likelihood of the data set can then be written as:

p(t|w, β) = (2π)−N/2β exp
{
−1

2
β‖t−Φw‖2

}
(8)

Given that the described model has M times more parameters than the train-
ing examples are, it is essential to seek a sparse solution. Under the Bayesian
framework sparseness is obtained by assigning suitable prior distributions on the
parameters. Specifically, independent Gaussian priors with unknown variances
are assigned on the weights w:

p(w) =
M∏

m=1

N∏
i=1

N(0, α−1
mi), (9)

where αmi is a hyperparameter controlling the inverse variance of the correspond-
ing weight wmi. These hyperparameters are assumed unknown and Gamma hy-
perpriors are assigned to them. The inverse noise variance β may also be assumed
unknown and similarly, a Gamma prior distribution is assigned to it:
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p(α) =
M∏

m=1

N∏
i=1

Γ (a, b), (10)

p(β) = Γ (c, d), (11)

where α = (α11, . . . , α1N , . . . , αMN ).
Unfortunately, computation of the posterior distribution of the parameters is

analytically intractable and an approximation has to be used. An effective ap-
proximation, demonstrated in [1], is to consider the posterior distribution of the
weights treating the hyperparameters as known parameters and then optimize
the hyperparameters. The posterior weight distribution is:

p(w|t, α, β) = N(w|μ, Σ), (12)

with

Σ = (βΦT Φ + A)−1 (13)
μ = βΣΦT t (14)

Then the hyperparameters are set to those values that maximize their poste-
rior distribution given by:

p(α, β|t) ∝ p(t|α, β)p(α)p(β). (15)

The quantity p(t|α, β) is known as the marginal likelihood and is given by:

p(t|α, β) = (2π)−MN/2|Σ|−1/2 exp
{
−1

2
(w − μ)T Σ−1(w − μ)

}
(16)

Differentiation of (16) leads to the following updates for the hyperparameters:

αmi =
1− αmiΣii

μ2
mi

, (17)

β =
N −

∑N
i=1(1− αiΣii)
‖t− Φμ‖2 . (18)

Equivalent updates can also be derived from an EM formulation, treating the
weights as hidden variables.

The learning algorithm proceeds by iteratively computing the posterior
statistics of the weights μ, Σ given by (13) and (14) and then updating the
hyperparameters using (17) and (18). Computation of Σ involves inverting a
N–by–N matrix which is an O(N3) procedure, where N is the initial number
of basis functions. During the training process, many of the hyperparameters
are set to infinite values and the corresponding basis functions can be pruned,
allowing computation of the posterior statistics in O(M3) time, where M is the
number of functions that remain in the model. This results in significant speed-up
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of the later iterations of the algorithm, however in the first iteration all the basis
functions have to be considered and the overall complexity is still O(N3).

An alternative algorithm [4] starts by assuming an empty model and
incrementally adds basis functions in each iteration. Computing the posterior
statistics require O(M3) time, since the full model never has to be considered.
However, only one base function may be considered at each iteration and if this
is chosen at random, then the algorithm requires significantly too many more
iterations to reach convergence. Alternatively, the most significant basis function
may be selected at each iteration, but this is computationally expensive. Over-
all, this algorithm is an important improvement but it still cannot be used for
large scale problems, such as modelling images. In the next section we propose
an RVM implementation based on DFT computations that successfully resolves
the problem of computational complexity.

2.2 Multikernel RVM Implementation in the DFT Domain

It can be observed that if the training points are the pixels of an image, or
generally uniform samples of a signal, then the RVM given by (4) can be written
using a convolution as:

y =
M∑

m=1

φm ∗wm. (19)

Equation (7) still holds, with the additional property that matrices Φm are
circulant. This is an important property, implying that the product Φmwm is a
convolution which can be efficiently computed in the DFT domain by multiplying
the DFT of the base function F and the weight vector W .

Ti =
M∑

m=1

FmiWmi, (20)

where T is the DFT of the observations vector t. This observation allows com-
putation of the output of the model without using the complete design matrix
but only one basis vector, improving memory complexity from O(N2) to O(N)
and time complexity from O(N2) to O(N log N).

The posterior statistics of the weights μ and Σ can also be computed in the
DFT domain, benefitting from the same advantages. Beginning with (14), the
posterior mean of the weights can be found by solving the equation:

Σ−1μ = βΦT t (21)
(βΦT Φ + A)μ = βΦT t (22)

Instead of analyticaly inverting the matrix βΦT Φ+A, which is computation-
ally expensive and requires the large design matrix Φ, we solve equation (22) by
using the conjugate gradient method to minimize the norm:

μ = argmin
μ

(‖βΦT Φμ + Aμ− βΦT t‖). (23)
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The quantities βΦT Φμ and βΦT t can be easily computed in the DFT domain
since Φ is circulant, while computation of Aμ is straightforward since A is
diagonal. Given an infinite precision machine, the conjugate gradient method is
guaranteed to find the exact minimum after N iterations. In practice, a very
good estimate can be obtained in only a few iterations.

Unfortunately, in order to compute the posterior weight covariance we have to
invert the matrix βΦT Φ+A which is a computational burden. Instead, we notice
that we only need to compute the diagonal of Σ, which can be approximated by
βΦT Φ + A with a diagonal matrix, as:

Σii = (β‖φ‖2 + αiμi)−1 (24)

Although this approximation is not generally valid, it has been proved very
effective in the experiments, because the matrix A has generally very large values
and is the dominant term in βΦT Φ + A.

2.3 Evaluation of the Proposed Modification

In order to verify the validity and evaluate the performance of the proposed
DFT-based implementation we sampled uniformly the function:

t(x, y) =
sin(‖x + y‖)
‖x + y‖ , (25)

to generate a 30x30 image shown in fig. 1. We then added white Gaussian noise
of variance 0.1 and applied both the initial and the DFT-based algorithm to
estimate the parameters of an RVM model, which was evaluated at each pixel
location to produce an estimate of the original image t. Figure 1 shows the es-
timates obtained using the initial and the DFT-based algorithms respectively.
Averages over 10 noise realizations of the mean squared error (MSE) of each
estimate and the number of relevance vectors are shown in Table 1. When com-
puting the posterior weight means μ, stopping the conjugate gradient algorithm
after 20 iterations resulted in improving the convergence speed and limiting the
execution time.

Table 1. Number of relevance vectors and mean square error of the two algorithms

Algorithm RVs MSE
RVM 84 0.039
DFT-RVM 100 0.036

Unfortunately, we can’t compare the algorithms for larger images because
we can’t apply the typical RVM algorithm on larger datasets. However, we
demonstrate the effectiveness of the proposed algorithm on large scale regres-
sion problems, by training an RVM model with two types of kernels on a large
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Fig. 1. LEFT: An artificial sine image with added noise. CENTER: Estimate of the
RVM algorithm. RIGHT: Estimate of the DFT-RVM algorithm.

Fig. 2. LEFT: An 128 × 128 image with added gaussian noise. RIGHT: Estimate of
the DFT-RVM algorithm using gaussian kernels with variance 2, 4 and 8.

256 × 256 image. The estimated image, shown in fig. 2, is improved with re-
spect to the initial noisy image, having ISNR = 2.2. The ISNR is defined as
ISNR = 10 log

(
‖f − g‖2/‖f − f̂‖2

)
and is a measure of the improvement in

quality of the estimated image with respect to the initial noisy image.

3 Object Detection Using the RVM Model

The object detection problem is the problem of finding the location of an un-
known number of occurrences of a given ‘target’ image in another given ‘ob-
served’ image, under the presence of noise. The ’target’ may appear significantly
different in the observed image, as a result of being scaled, rotated, occluded by
other objects, different illumination conditions and other effects.
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The most common approaches to solve the object detection problem are vari-
ants of the matched filter, such as the phase-only [9] and the symmetric phase-
only [8] matched filters. These are based on computing the correlation image
between the ‘observed’ and ‘target’ images and then threshold it to determine
the locations where the ‘target’ object is present. Alternatively, the problem can
be formulated as an image restoration problem, where the image to restore is
considered as an impulse function at the location of the ‘target’ object. This
technique allows many interesting background models to be considered, such as
autoregressive models [7].

In the rest of this paper, we present an alternative method for object detection,
which is based on training a multikernel RVM model on the ‘observation’ image.
The RVM model consists of two sets of basis functions: basis functions that are
used to model the ‘target’ image and basis functions that are used to model the
background. After training the model each ‘target’ basis function that remains
in the model can be considered as a detected ‘target’ object. However, if the
background basis functions are not flexible enough, ‘target’ functions may also
be used to model areas of the background. Thus, we should consider only ‘target’
basis functions whose corresponding weight is larger than a specified threshold.

We denote by t = (t1, . . . , tN ) a vector consisting of the intensity values of the
pixels of the ‘observed’ image. We model this image using the following RVM
model:

t =
N∑

i=1

wtiφt(x− xi) +
N∑

i=1

wbiφb(x− xi) + ε, (26)

where φt is the ‘target’ basis function which is a vector consisting of the inten-
sity values of the pixels of the ‘target’ image, and φb is the background basis
function which we choose to be a Gaussian function. After training the RVM
model we obtain the vectors μt and μb which are the posterior weight mean for
the kernel and background weights respectively. Ideally, ‘target’ kernel functions
would only be used to model occurrences of the ‘target’ object. However, be-
cause the background basis functions are often not flexible enough to model the
background accurately, some ‘target’ basis functions have been used to model
the background as well. In order to decide which ‘target’ basis functions ac-
tually correspond to ‘target’ occurrences, the posterior ‘target’ weight means
are thresholded, and only those that exceed a specified threshold are considered
significant:

Target exists at location i⇔ |μti| > T. (27)

Choosing a low threshold may generate false alarms, indicating that the object
is present in locations where it actually doesn’t exist. On the other hand, choos-
ing a high threshold may result in failing to detect an existing object. There
is no unique optimal value for the threshold, but instead it should be chosen
depending on the characteristics of the application.
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4 Numerical Experiments

In this section we present experiments that demonstrate the improved perfor-
mance of the DFT-RVM algorithm compared to autoregressive impulse restora-
tion (ARIR), which is a state-of-the-art method, found to be superior than most
existing object detection methods [7]. We first demonstrate an example in which
the ‘observed’ image is constructed by adding the ‘target’ object to a background
image and then adding white Gaussian noise. An image consisting of the values
of the kernel weights computed with the DFT-RVM algorithm is shown in Fig. 3
along with the output of the model. Notice that because of the RVM sparsness
property, only few weights have non-zero values. The ‘target’ object is the tank
located at pixel (100,50), where the bright white spot on the kernel weight image
exists.

When evaluating a detection algorithm it is important to consider the detec-
tion probability PD, which is the probability that an existing ‘target’ is detected
and the probability of false alarm PFA, which is the probability that a ‘target’ is
incorrectly detected. Any of these probabilities can be set to an arbitrary value
by selecting an appropriate value for the threshold T . The receiver operating
characteristics (ROC) curve is a plot of the probability of detection PD versus
the probability of false alarm PFA that provides a comprehensive way to demon-
strate the performance of a detection algorithm. However, the ROC curve is not
suitable for evaluating object detection algorithms because it only considers if
an algorithm has detected an object or not; it does not consider if the object was
detected in the correct location. Instead, we can use the localised ROC (LROC)
curve which is a plot of the probability of detection and correct localization PDL

versus the probability of false alarm and considers also the location where a
‘target’ has been detected.

In order to evaluate the performance of the algorithm, we created 50 ‘observed’
images by adding a ‘target’ image to a random location of the background image,
and another 50 ‘observed’ images without the ‘target’ object. White Gaussian

Fig. 3. Object detection example. The ‘target’ image is a tank located at pixel (100,50).
LEFT: The noisy ‘observed’ image. CENTER: Area around target of the result of the
ARIR algorithm. RIGHT: Area around target of the result of the DFT-RVM algorithm.
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Fig. 4. LROC curve for the ARIR (left) and DFT-RVM (right) algorithms

noise was then added to each ‘observed’ image. The DFT-RVM algorithm was
then used to estimate the parameters of an RVM model with a ‘target’ kernel
and a Gaussian background kernel for each ‘observed’ image, generating 100
kernel weight images. These kernel weight images were then thresholded for
many different threshold values and estimates of the probabilities PDL and PFA

were computed for each threshold value. Similar experiments were performed for
the ARIR algorithm also. An LROC curve was then plotted for each algorithm,
see Fig. 4. The area under the LROC curve, which is a common measure of
the performance of a detection algorithm, is significantly larger for the DFT-
RVM algorithm. It is important that the LROC curve is high for small values of
PFA, since usually the threshold is chosen so that only a small fraction of false
detections are allowed.

5 Conclusions

We have proposed an approximate but accelerated inference method for training
the RVM model on large scale images, based on fast computation of the posterior
statistics in the Fourier domain. Experiments on images demonstrate that the
proposed approximation allows inference on large scale images, where the initial
RVM argorithm is too computationally demanding to run. We then applied
the method to the object detection problem. Experimental results show that
the proposed method is more robust than existing methods. Furthermore, the
proposed technique can be extended to solve the rotation and scaling invariant
object detection problem, by optimizing the model with respect to rotation and
scaling of the basis functions.
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Abstract. In this paper we present an artificial cortical network, inspired by the 
Human Visual System (HVS), which extracts the salient contours in color 
images. Similarly to the primary visual cortex, the network consists of 
orientation hypercolumns. Lateral connections between the hypercolumns are 
modeled by a new connection pattern based on co-exponentiality. The initial 
color edges of the image are extracted in a way inspired by the double-opponent 
cells of the HVS. These edges are inputs to the network, which outputs the 
salient contours based on the local interactions between the hypercolumns. The 
proposed network was tested on real color images and displayed promising 
performance, with execution times small enough even for a conventional 
personal computer. 

1   Introduction 

One of the important problems in shape classification is the recognition of shapes in 
cluttered backgrounds. In such cases, conventional edge detectors extract numerous 
edges, the majority of which does not belong to any significant object. Thus, shape 
classification algorithms often deal with irrelevant data. On the other hand, when we 
look at images, certain salient contours can regularly be perceived regardless of a 
cluttered background. They draw human attention without the need to scan the entire 
image in a systematic manner, and without prior expectations regarding their shape.  

Research in the automatic detection of salient contours, has been focused on two 
different directions: conventional and biologically inspired. In one of the early 
conventional works [1], a network of locally connected processing elements, that 
iteratively extract salient structures in an image, is presented. Recent techniques 
assorted into this category are oriented towards graph-theoretic approaches [2, 3]. 
These methods typically construct a graph where the vertices represent pixels. The 
weighted edges represent affinity between these pixels. In this context, finding a 
boundary is reduced to the problem of partitioning the graph in a way that optimizes a 
                                                           
* This research was funded by the project PENED 2003 – KE 1354. 
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cost function. A comparison of methods for salient contour detection can be found in 
[4]. The best algorithms of this category, have reported a polynomial-time execution 
performance. However, all the aforementioned algorithms refer to grayscale images and 
no work on the extraction of salient contours in color images has been presented yet.  

Biologically inspired methods are based in neuroscientific studies, mainly from the 
HVS. They attempt to model the way the HVS extracts saliency. The results of these 
studies suggest that neurons in primary visual cortex integrate information in a way that 
promotes the integration of salient contours [5]. This means that if a V1 neuron is 
stimulated by an oriented stimulus within its receptive field, a second collinear stimulus 
can increase the response of this neuron. Additionally, the same oriented stimulus 
presented orthogonally to the main axis will produce inhibition [6]. The connection pattern 
of V1 cells, states that if two edges are locally part of the same contour, there is a high 
possibility to be co-circular. Two contour elements are co-circular if they are both tangent 
to the same circle, and smooth if the radius of the circle is large. Many artificial models 
based on the above studies have been proposed in the recent years [7-11]. They all 
incorporate a degree of cortical architecture and iteratively process the synchronization of 
oriented cells. The oriented cortical cells are usually modeled by steerable or Gabor filters. 
Co-axial connections are similar to the “co-circular” connection scheme [12]. Results are 
generally good for synthetic images, but performance is relatively poor for real ones. 
Similarly to the conventional methods, the biologically inspired ones refer only to the 
extraction of salient contours in grayscale images. 

In this paper we present an improvement of a previously proposed system [13] for 
salient contour extraction, which is loosely inspired by the HVS. It aims at the 
extraction of the salient contours of a color image, whilst significantly reducing the 
other edges. The main objective of the method is to acquire optimum results in high-
resolution color images, with a high execution performance. One of the drawbacks of 
the former system [13] was the modest results in the extraction of the initial 
achromatic edges, which affected the final output of the algorithm. An improved 
technique is now employed for the extraction of the initial edges, which provides 
better results. Furthermore, it is extended to the extraction of color edges. This new 
approach is inspired by the double opponent cells of the HVS. This means that the 
processing is not done independently in the RGB color planes, but in a similar way to 
the human color opponency [17]. The proposed method performs well for real color 
images of high resolution. The execution time does not depend on the complexity of 
the image and is linear to its size, when the method is executed in parallel. When the 
algorithm is executed in a serial processor e.g. a conventional PC (P4, 3GHz), color 
images of up to 700×700 pixels are processed in approximately 2.2 seconds. The rest 
of the paper is organized as follows: In section 2 we present the network’s 
architecture and the wiring of the connections according to the new connection 
scheme. In section 3 we describe in detail the system and the new affinity function, as 
well as the equations of the network. In section 4 we illustrate the experimental 
results. Finally, concluding remarks are made in section 5. 

2   Network Architecture 

The hypercolumns of the proposed method are modeled as proposed in [13, 14]. 
According to this approach, a set of 60 binary kernels, encoding 12 different 
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orientations, are grouped in hypercolumns, which are retinotopically organized, 
similarly to the ice-cube model of the visual cortex [15]. The image is divided to 
10×10-pixel regions. Each region has its own hypercolumn. This is an independent 
processing unit for the orientation of the edges. Each kernel of a hypercolumn is also 
an independent processing unit of a particular orientation and a distinct position. In 
our method, lateral interactions extend to a 5×5 hypercolumn neighborhood. This 
means that each kernel of the hypercolumn (i, j) is affected by any other kernel, in the 
hypercolumns found within the square area formed by hypercolumns (i-2, j-2) to (i+2, 
j+2). Consequently, each kernel of the hypercolumn (i, j), is connected to 1440 other 
kernels (24 hypercolumns × 60 kernels). The interconnectivity of the network follows 
the rule that ‘everyone is connected to anyone’, within the 5×5 hypercolumn 
neighborhood. These connections are encoded by a set of 1440 fixed weights. A 
kernel ‘k’ of the hypercolumn (i, j), has its own 1440 weights. The weights in the 
proposed scheme are employed in a similar way to the Multi Layer Perceptrons, apart 
from the fact that they are fixed throughout the whole image. No further training is 
required after their calculation in the initial design of the network. In the proposed 
method we introduce a new connection scheme for the calculation of weights. 
Previous methods [7-11] usually adopt variations of the classical co-circular approach 
[12] according to which two orientation elements are part of the same curve only if 
they are tangent to the same circle. Our connection scheme is based on co-
exponentiality, meaning that two orientation elements are part of the same curve only 
if they are tangent to the same exponential curve. Fig. 1 shows a comparison of the 
co-exponential and co-circular scheme, for the horizontal (0°) orientation. 

 

Fig. 1. a. The proposed co-exponential scheme. b. The co-circular scheme. Both refer to the 
horizontal (0°) orientation. Not all possible curves are depicted for visualization purposes. 

The weights of the 60 kernels, should contribute to the formation of a co-
exponential connection scheme. In order to calculate the weights of kernel k, it is 
placed in the central position of a 5×5 neighborhood. The exponential connection 
scheme is rotated and shifted to the same orientation with the k kernel. Fig. 2a depicts 
the connection scheme for a kernel of 105° orientation. All the exponential curves of 
the connection scheme are then separately approximated by combinations of the 
orientation segments of the kernels. Fig. 2b illustrates the approximation of the right 
part of the =0.13 curve. Each kernel used in the approximation, defines an excitatory 

b a 
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(positive) weight, which establishes a facilitatory connection with the central kernel at 
that particular position. Fig. 2c depicts a facilitatory connection of the previous kernel 
with a kernel of 45° in position (i-2, j+1). This means that any such kernel of an (i, j) 
hypercolumn facilitates the particular 45° kernel of (i-2, j+1) hypercolumn and 
inhibits it, in all the other hypercolumns of the 5×5 neighborhood. These are 24 of the 
1440 total connection weights only for the particular 105° kernel. The same procedure 
is followed for all the weights of any other kernel in the set. 

 

Fig. 2. a. The connection scheme for a 105°-kernel. b. The approximation of the right part of 
the =0.13 curve. c. One of the facilitatory connections of the kernel with a 45°-kernel. 

The weight values are numbers ranging in the interval [-1, 1]. Positive weights are 
all set to 1. Negative weights, have a fixed negative value for all the kernels. The 
selection of this negative value was done after extensive trial and error testing. In the 
current network configuration, the value of negative weights, in which the network 
maximizes its performance, was found to be -0.06. This apparent imbalance between 
the amplitude of the positive and negative weights is reasonable, considering the fact 
that inhibitory connections significantly outclass the facilitatory ones. 

3   Description of the Method 

3.1   Extraction of the Color Edges 

Most of the conventional methods for salient contour detection initially extract the 
edges using the Canny edge detector. In the proposed system, we improve the center-
surround operator that we previously reported in [13, 14], and was of 3×3 size. 
Extensive experiments were made in order to define the spatial scale which is more 
common in every-day images and detects the significant edges, while minimizing the 
computational burden of the convolution. This would define the optimum size of a 
center-surround operator for the proposed method. The tests were made with sizes 
ranging from 3×3 to 21×21. These different operators were tested in the set of real 
images used in [13]. Center-surround operators of 3×3 size are sensitive to high 
spatial scales. As a result, they tend to extract many zero-crossings that are not part of 
significant edges e.g. textures and noise. Sizes exceeding 15×15 tend to extract thick 
edges of 7-pixel width that are not compatible with the kernel set that the method 
uses. Additionally, when convolved with an image, they increase the computational 
burden to undesirable levels. The dimensions that achieve a gainful trade-off between 

a b c 
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edge extraction and computational burden were found to be the 9×9 operator. This 
scale is usually sensitive to all the significant edges of an image, not sensitive to high 
scales, such as textures and noise, and at the same time is small enough to contain the 
computational burden of the convolution to desirable levels. This is clearly depicted 
in Fig. 3, where a comparison of the three scales can be seen. The center-surround 
operator that was adopted for the proposed method can be seen in Fig. 4.  

 

Fig. 3. Extracted edges on a small part of the ‘Lena’ image by three different center-surround 
operators 

 

Fig. 4. The three types of double opponent cells carrying the red-green, blue-yellow and 
achromatic opponency respectively, as well as the 9×9-mask employed for their approximation 

Many techniques have been proposed in the past decades for edge detection in 
color images [16]. However, they are not compatible with the way that the HVS 
processes color information and usually are computationally intensive. Our aim was 
to adopt a method for color image edge extraction that would be as simple as the 
gradient of the R, G and B planes, and at the same time compatible with the HVS. For 
this reason we have employed a new approach, inspired by the double opponent cells 
of the HVS [17]. This means that the processing is not done independently in the 
three color planes, but in a compatible way to the human color opponency. For any 
pixel in the color image, equations (1), (2) and (3) are employed for the extraction of 
the color edges. All three equations have two distinct factors. The first refers to the 
center of the mask (i-1  y  i+1) (j-1  x  j+1) and the second refers to the surround 
(i-1> y >i+1) (j-1> x >j+1). The center and surround receive always opposite 
chromatic signals. Normalization is necessary for the center and surround factor, in 
order to eliminate any DC component and make the equations respond only to color 
transitions and not to uniform-color regions. Thus, the center factor is divided by 9 
which is the number of pixels located in the center of the mask. Similarly, the 
surround factor is divided by 72 which is the number of pixels found in the surround. 
It is also known that the strengths of the center and surround are equal [15, 17]. 
Consequently both factors are divided by 2. The above normalizations ensure that all 
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the equations produce an output ranging from 0 to 1 (or from 0 to 255 depending on 
the image format) with high values for the color edges and with zero value for the 
other regions.  
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Equation (1) describes the opponency between red and green. It generates a high output 
only in the transitions between redness and greenness. Similarly, equation (2) describes 
the opponency between blue and yellow, generating high outputs only in the transitions 
between blueness and yellowness. Finally, equation (3) describes the achromatic 
opponency, generating high outputs only in the transitions between blackness and 
whiteness. For the final extraction of the color edges, we select the maximum value, 
between the three opponent planes (RG, BY BW), for any (i, j) position. 

3.2   Excitation Rules 

The extracted color edges are inputs to the network of hypercolumns. The initial local 
excitation of the hypercolumns is the result of the convolution of the 60 kernels of 
every hypercolumn with edge image. An extensive description of this can be found in 
[13, 14]. Having an initial excitation, the hypercolumns interact with each other 
through the co-exponential connectivity pattern and extract locally the salient 
contours as described in the following equations: 
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The total inhibition that a kernel k in hypercolumn (i, j) receives from its 5×5 
neighborhood is given by equation (4), where l is the kernel inhibiting kernel k, (y, x) 
are the coordinates of kernel l in the 5×5 neighborhood and weightl(y,x) k(i,j) is the 
weight from “kernel l in position (y,x) to kernel k in position (i,j)”.  

The total facilitation that a kernel receives from the 1440 kernels within its 5×5 
neighborhood is pooled in two distinct sets: Lobe1, corresponds to the one side of the 
oriented segment and Lobe2, corresponds to the other. The concept of lobes was first 
introduced in [11] with the form of “bipole” cells. Fig. 1a shows the two lobes of the 
co-exponential connection scheme. Fig 2c also depicts the lobes of two kernels. The 
facilitation that lobe N of the kernel k in the (i, j) hypercolumn receives from the 1440 
kernels of the 5×5 neighborhood is given by equation (5), in which l is the kernel that 
facilitates kernel k, (y, x) are the coordinates of kernel l in the 5×5 neighborhood and 
weightl(y,x) k(i,j),N is the weight from “kernel l in position (y, x) to the Nth lobe of 
kernel k in position (i, j)”. Equations (4) and (5) ensure that kernels with high outputs 
possess a more influential role to the target kernel than those with lower outputs. The 
nature of this influence (excitatory – inhibitory) is encoded by the weight of the 
connection between the source and the target kernel.  

A kernel receives excitation only if both lobes receive facilitation. This ensures 
that only the cells which are part of a chain are activated. Additionally, a new affinity 
function is introduced which defines the excitation of the kernels and favors good 
continuation. The proposed affinity function is described in equation (6). The novelty 
that is introduced with equation (6) is the factor of similarity of the two lobes. A 
kernel that belongs to a smooth contour, will receive in its lobes, approximately equal 
amounts of facilitation from the other kernels of the chain. Equation (6) ensures that, 
only the kernels with similar facilitation in the two lobes, receive high excitation.  

The total output of kernel k located in the hypercolumn (i, j) at time t, is given by 
equation (7). The sum q increases exponentially in each iteration, reaching increased 
values even for a small number of iterations. For this reason a logarithm is introduced, 
which achieves a linear increase for sum q, averting high values. The initial output of 
kernel k in the (i, j) hypercolumn, at t = 0, is its local excitation.  

According to reported methods [8, 11], every orientation inhibits all the other 
orientations in the same hypercolumn with a factor proportional to the degree of their 
dissimilarity. Maximum inhibition accounts for perpendicular orientations. We 
introduce a different approach based on the “winner takes all” principle, which 
reduces radically the computational complexity. By the end of each iteration, only the 
kernel with the maximum output in a hypercolumn survives. This will be called the 
“winner kernel”. The rest of the kernels nullify their outputs. This approach ensures 
that the active number of kernels is kept to a minimum. For this reason it reduces 
significantly the required computations in a serial execution of the method. The final 
output of the method is the drawing of the oriented segment of the winner kernel in 
each hypercolumn. The intensity of this kernel is proportional to the output of the 
hypercolumn. Normalization is applied to the output of each hypercolumn in order to 
achieve a more plausible result. An important feature of equations (4)-(7) is that there 
are no dependencies in their execution for different kernels and hypercolumns. 
Hypercolumns and kernels are independent processing modules and, consequently, 
the method can be fully executed in parallel. 
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4   Experimental Results 

The proposed system was implemented in C code and executed on an Intel Pentium 4 
processor running at 3.0 MHz, with 512MB of memory, under Windows XP. One of 
our primary objectives was to create a method that achieves acceptable results with 
high resolution images at execution times, ranging into few seconds. Table 1 depicts a 
comparison between the proposed method for the extraction of color edges and the 
RGB gradient approach. The image of the third column is obtained by applying a max 
operator on each pixel of the gradient in the R, G and B planes. It is clear that the 
proposed technique delivers higher contrast edges, especially in isoluminant regions. 
Isoluminant regions are regions that have approximately the same luminance and 
therefore differ only in color. In these cases, the RGB gradient method does not 
extract high contrast edges contrary to the proposed technique. The luminance 
component of the images depicted in Table 1 can be seen in Fig. 5. Regions such as 
the back of the bear or the outline of the parrot are isoluminant and thus, the contrast 
in these regions is low. Nevertheless, the proposed technique extracts high contrast 
edges, contrary to the RGB gradient method.  
 

Table 1. Comparison of the proposed technique for the extraction of color edges, to the 
classical RGB gradient technique 

Original Double-opponent edges RGB gradient edges 

   

   

    

Fig. 5. The luminance component of the images presented in Table 1 
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Table 2 depicts a comparison between the proposed method and the method 
presented in [13]. For the comparison we used grayscale images, since the 
previous method was only for grayscale images. Consequently, the results depict 
the improvement introduced only by the new center-surround operator. As it is 
clear the proposed method outperforms the former, creating smoother contours. 
Additionally, new edges have been extracted, which previously were not detected 
by the finer scale of the 3×3 operator. At the same time, none of the former 
detected edges was missed by the 9×9 operator. This is more apparent in the 
“Lena” image, where the edges of the background, which are not sharp, have been 
detected by the proposed method. This proves that the new center-surround 
operator has a scale which detects a broader number of edge sizes, without 
affecting the finer scales.  

Table 2. Comparison of the proposed and the former [13] method 

Original Proposed Former 

   

   

Table 3 depicts some of the results of the proposed method, obtained from real 
color images. All the test images represent objects with smooth contours in cluttered 
backgrounds. The first column illustrates the original image. The second column 
presents the results of the extracted color edges with the proposed double-opponent 
technique. This image is the input to the proposed network. The third column exhibits 
the results of the network, after 10 iterations, as well as the execution time. As it is 
demonstrated by the results, the network can extract some of the most salient contours 
and ignore other high contrast edges. These edges initially excite highly the 
hypercolumns. However, by the end of the 10th iteration, their contrast has been 
reduced significantly. It is important to mention that contrary to parallel execution, 
image complexity affects the execution time when the method is executed serially. 
Thus, images containing more salient contours than others may require higher 
execution time.  
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Table 3. Results of the proposed method in real color images 

Original Color Edges Salient Contours 

   
1. 700×576  2.2 sec 

   
2. 672×496  1.8 sec 

   
3. 692×519  2.0 sec 

   
4. 700×576  2.5 sec 

   
5. 576×700  2.2 sec 

5   Conclusions 

A parallel network inspired by the HVS, which extracts the salient contours in color 
images was presented in this paper. The network consists of independent processing 
elements, which are organized into hypercolumns and process in parallel the 
orientation of all the color edges in the image. Saliency enhancement results as a 
consequence of the local interactions between the kernels. The most important feature 
of the proposed method is its execution time in accordance to the quality of its results. 
This allows to process high resolution color images in a few seconds, using a 
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conventional personal computer, even though the high parallelism of the algorithm 
has not been exploited. Additionally, a new technique for the extraction of color edges 
was introduced, based on the double-opponent cells of the HVS, which delivers better 
results in the isoluminant regions of a color image. 

The proposed method is intended to be used as a part of a larger cognitive vision 
system for recognition and categorization. Target applications of such a system 
include among others robotics systems, image retrieval systems, vision based 
automation etc. 
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Abstract. Modern Power Systems often operate close to their stabil-
ity limits in order to meet the continuously growing demand, due to
the difficulties in expanding the generation and transmission system. An
effective way to face power system contingencies that can lead to insta-
bility is load shedding. In this paper we propose a method to assess the
dynamic performance of the Greek mainland Power System and to pro-
pose a load shedding scheme in order to maintain voltage stability under
various loading conditions and operating states in the presence of critical
contingencies including outages of one or more generating units in the
south part of the system. A Self Organizing Map is utilized in order to
classify the Load profiles of the Power System. With a decision tree the
dynamic performance of each class is assessed. The classification of Load
Profiles by the SOM, provide the load shedding scheme.

Keywords: Dynamic Security,Load shedding, Self Organizing Maps, De-
cision Trees.

1 Introduction

As the increase in electric power demand outpaces the installation of new trans-
mission and generation facilities, power systems are forced to operate with nar-
rower margins of security. Security is defined as the capability of guaranteeing
the continuous operation of a power system under normal operation even follow-
ing some significant perturbations ([6]). As security is a major, if not ultimate,
goal of power system operation and control, a fast and reliable security assess-
ment is necessary. Dynamic Security Assessment (DSA), can deal with transient
stability problems and/or voltage stability problems that respectively require
transient stability assessment and voltage stability assessment. This paper fo-
cuses on voltage stability assessment.

Voltage stability is concerned with the ability of a power system to maintain
steady acceptable voltages at all buses in the system both under normal operat-
ing conditions and after being subjected to a disturbance. Instability may occur
in case of a progressive fall or rise of voltage of some buses. The main factor caus-
ing voltage instability is the inability of the power system to maintain a proper
balance of reactive power throughout the system ([7]). One of the objectives in
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power system security analysis, which is emphasized in this paper, is to indicate
corrective actions that would keep the system in operation after a contingency
has occurred. Load shedding is one common and effective corrective action to
which we resort when the security of a power network is jeopardized.

The Greek system is prone to voltage instability, especially during summer.
The phenomenon is related to the power transfer from the generating areas in the
North and West of Greece to the main load centre in the Athens metropolitan
area reaching its maximum. The problem is due to the long electrical distance
between generation and load consisting of generator step-up transformers, 400
kV and 150 kV transmission lines, 400/150 kV autotransformers and bulk power
delivery transformers.

In this paper the development of an automatic learning framework both for
power system security assessment and load shedding scheme is discussed. With
a Kohonen Self Organizing Map (S.O.M.), the power system’s state is classified
according to the load of the 10 basic areas of Greece. This mapping creates
clusters with a large majority of safe or unsafe operational states, and others
for which no conclusion regarding system’s safety can be deduced. For the latter
clusters the method of Decision Trees is applied in order to create simple rules
to classify system’s states into safe and unsafe. Thus, the dynamic security state
of each Operational Point (O.P.), by mapping it onto the SOM and applying
the rules derived by the Decision Tree, which belongs to that position of the
map. If the state of the O.P. is considered unsafe then we move to the closest
safe position of the map. This transposition can be materialized in practice by
means of load shedding.

2 Decision Trees

The Decision Tree (D.T.) is a tree, structured upside down, built on the basis
of a Learning Set (L.S.) of preclassified states ([2], [4], [5], [8]). The construction
of a D.T. starts at the root node with the whole L.S. of preclassified O.Ps. At
each step, a tip-node of the growing tree is considered and the algorithm decides
whether it will be a terminal node or should be further developed. To develop a
node, an appropriate attribute is first identified, together with a dichotomy test
on its values. The test T is defined as:

T : Aij = t (1)

The subset of its learning examples corresponding to the node is then split
according to this dichotomy into two subsets corresponding to the successors of
the current node.A more detailed technical description of the approach followed
is described in ([5], [8]).

Figure 1 shows a hypothetical decision tree (DT) : to infer the output in-
formation corresponding to given input attribute values, one traverses the tree,
starting at the top-node, and applying sequentially the dichotomous tests en-
countered to select the appropriate successor. When a terminal node is reached,
the output information stored is retrieved.
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Fig. 1. An example of a Decision Tree

The nodes of the D.T. have the following scheme: There are 4 attributes. In
the upper right side is the number of O.Ps, which belong to the node. In the
upper left side is the label of the node. In the middle is the safety index which
is the safe O.Ps of the node divided to the total O.Ps of the node. Finally in the
bottom is the dichotomy test of the node or the characterization of the node as
deadend or leaf. In case there is a separation criterion, if it is true we go on the
left node, otherwise we go on the right.

D.Ts are evaluated using the Testing Set (T.S.). The most important evaluator
of the D.T. reliability and performance is the rate of successful classifications,
defined as the ratio of successfully classified O.Ps to the number of O.Ps tested.

Success Rate = OPs successfully classified by the DT
Total number of OPs in the TS

For a two class partition (Safe-Unsafe) there can be distinguished two types of
error, depending on the actual class of the misclassified O.P.:

False Alarm Rate = Safe OPs misclassified as Unsafe by the DT
Total number of Safe OPs in the TS

Missed Alarm Rate = Unsafe OPs misclassified as Safe by the DT
Total number of Unsafe OPs in the TS

3 Self Organized Maps

Unsupervised learning methods are used to guarantee a fast DSA and a good rep-
resentation of the state space. These methods find characteristic groups and struc-
tures in the input data space. Measurement values, which are available in energy
management systems, represent the input space. One of the most successful imple-
mentation of unsupervised learning is the Kohonen Self Organizing Map ([3], [1])

A S.O.M. maps a high dimensional input space to a low dimensional output
space. The mapping of the S.O.M. is done by feature vectors wj in a way that
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Fig. 2. Kohonen Self-Organizing Map

their main distances to the training vectors are minimized. The feature vec-
tors are structured in a neighbourhood grid. If the grid is two-dimensional, the
S.O.M. offers the possibility for the visualization of its mapping. Figure 2 shows
a Kohonen network.

During the learning phase the input vectors are presented randomly. At each
presentation of an input vector, i.e. at each step of the learning process, every
neuron of the network calculates a scalar activation function which depends on
the input vector and on its own weight vector wj . This function is chosen to
represent distance ‖...‖ between the input vector and the weight vector of the
neuron under consideration. Possible choices are Euclidean distance or the scalar
product.The winning unit is considered to be the one with the largest activation.
For Kohonen S.O.Ms, however, one updates not only the winning units weights
but also all of the weights in a neighborhood around the winning units. The
neighborhoods size generally decreases slowly with each iteration. A sequential
description of how to train a Kohonen S.O.M. is as follows:

1. Initialise all weights randomly.
2. Choose input vector randomly in the training set.
3. Select the winning output unit as the one with the largest similarity measure

between all weight vectors wi and the input vector x. If the Euclidean dis-
tance is chosen as the dissimilarity measure, then the winning unit c satisfies
the following equation:

‖x− wc‖ = min ‖x− wi‖ (2)

4. Define the neighbourhood of the winner, e.g. by using a neighbourhood func-
tion Ω (i) around a winning unit c. For instance the Gaussian function can
be used as the neighbourhood function:

Ωc (i) = exp

(
−‖pi − pc‖2

2σ2

)
(3)

where pi and pc are the positions of the output units i and c respectively,
and σ reflects the scope of the neighbourhood.
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After having defined the neighbourhood function we update the weight
vector wc of the selected neuron c and the weight vectors wi of its neighbours
according to the following formula:

Δwi = ηΩc (i) (x− wi) (4)

Where η is the learning rate.
5. If neighbourhood function ≥ ε goto 2 else stop.

4 Study Case System

The study case system is the model of the Greek mainland system projected
to 2005. It comprises steam turbines, which produce the base load and almost
70% of the annual energy, hydro turbines which are used for peak load and fre-
quency regulation and combined cycle units. The above units are represented to
the model by 78 generators. The system is interconnected with the rest Balkan
system with two 400 kV synchronous interconnections, one with Boulgaria and
one with FYROM. The slack bus is considered to be the bus of the intercon-
nection with FYROM (Voltage 408kV, angle 0 deg). There is also a new DC
interconnection with Italy which connects the system directly to the European
one. The peak load is about 10000 MW (estimate for summer 2005). The model
includes the generation and transmission system up to 20 kV buses. The total
number of buses is 876, there are 846 lines and 206 transformers.

5 Creation of the Knowledge Base

The application of Automatic Learning techniques is based on previous knowl-
edge about the behaviour of the system, obtained from a large number of off-line
dynamic simulations that define a data set. This data set is split into a Learn-
ing set (LS), used to derive security evaluation structures, and a Test Set used
for testing the developed structures. The data set consists of a large number of
operating points, covering the behaviour of the Power System in a region close
to its peak loading, as the Hellenic Transmission System Operator (HTSO) es-
timates it for 2005. More specifically the region covered is between 91% and
110% of the maximum Load. The distribution of the total load of the system is
the summation of 20 Gauss distributions with centres 91%,92%,...,110% of the
maximum total load respectively. The production of each unit equals to the pro-
duction of the unit when the system operates at maximum load, multiplied with
the coefficient 91% to 110% respectively (as long as it is between its technical
minimum and maximum). Each operation point is characterized by a vector of
pre-disturbance steady-state variables, called attributes, that can be either di-
rectly measured (power, voltages, etc.) or indirectly calculated quantities (wind
penetration, spinning reserve, etc.). The quality of the selected attributes and
the representativity of the learning set are very important for the successful
implementation of the classification.
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For the creation of the data set a number of 4000 initial operating points are
obtained by varying randomly the load for each bus in the area and the produc-
tion of the generating units. The simulated disturbance is the loss of a combined
cycle unit at Lavrio with 460 MW nominal active power. This disturbance can
lead to dangerously low voltage levels, especially in the region of Athens. At the
end of the simulation the voltage level in the buses of the area is recorded. It is
desired that all voltages are above a security threshold which has be taken 0.9
of nominal voltage, otherwise the system operation is considered unsatisfactory.

Training is performed by random selection of the learning set, while the test
set is the rest of the data set. In this way, the learning rate is checked and the
capability of the method to classify correctly unforeseen states can be evaluated
on a more objective basis.

6 Application of the Method

A 5×5 S.O.M. is utilized in order to classify the load profile of the Greek Power
System. The load level of the 10 areas of the Greek Power System is used as the
input vector for the construction of the S.O.M. Figure 3 shows the results of the
mapping of the testing set onto the S.O.M. At each position of the map we can
see the number of Operating Points that belong to that position, the number of
Safe O.Ps and the number of Unsafe O.Ps.

We can distinguish three main areas of the map. The first area includes the
positions of the map where the large majority of O.Ps are safe (positions 1, 2, 3,

Fig. 3. Mapping of the Testing Set onto the S.O.M
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6, 7, 11, 12, 13, 16, 17, 21, 22). When the load profile of the system is mapped
onto one of these positions, then the state is assumed safe and there is no need
for any corrective action. The second area comprises the positions of the map,
where the large majority of O.Ps are unsafe (positions 5, 9, 10, 15, 20). When
the load profile is mapped onto one of these positions, then the state is assumed
to be unsafe and a corrective action (load shedding) must be followed in case of
a contingency. The third area includes the positions of the map where there is
no large majority neither of safe nor of unsafe OPs (positions 4, 8, 14, 18, 19,
23, 24, 25). When the load profile of the system is mapped onto one of these
positions then no conclusion regarding the safety status of the system can be
deduced. With the help of the D.T. method we can construct simple rules in
order to determine if the system’s state is safe or unsafe. The inputs of the D.T.
are the voltage level of its buses.

Fig. 4. Decision Trees for the four groups of the map’s positions
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Fig. 5. Performance of the method for each position of the S.O.M.

Table 1. Evaluation of Two-Class Classification Performance

Classification of Test Set

For TS=2000 Assessed as Safe Assessed as Unsafe

Safe (1191) 1175 16

Unsafe (809) 18 791

DSA Performance Evaluation

Success Rate 98.30% (1966/2000)

False Alarms 1.34% (16/1191)

Missed Alarms 2.22% (18/809)

In figure 4 we can see the structure of the decision trees for each of the positions
of the map. Instead of constructing a separate D.T. for each position of the map,
four groups of adjacent positions (position 4 together with 8, 14 with 19, 18 with
23 and 24 with 25) have been formed, in order to have enough samples to train
the D.Ts. After having derived the rules from the D.T., the model is evaluated
using the testing set. Figure 5 illustrates the number of the Missed Alarms (M.A.),
False Alarms (F.A.) and successfully predicted O.Ps, for each of the positions of
the S.O.M. Table 1 illustrates the aggregate results of the D.S.A method.

6.1 Load Shedding Scheme

When the system’s state is Unsafe corrective actions must follow a major contin-
gency. In this paper the proposed corrective action is the curtailment of load, in
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Fig. 6. Load shedding procedure

such a way that both the security of the system is not jeopardized and the eco-
nomical and social impact is minimized. Figure 6 shows the procedure followed
for each O.P.

The concept is rather simple: After having applied the rules derived from
D.T., the S.O.M. is divided into two regions, the safe region and the unsafe one.
For each O.P. the load profile of the system is mapped onto the S.O.M. If it is
mapped onto the safe region, then no action is taken. In case it is mapped onto
the unsafe region then a search algorithm finds the closest safe position. The
difference between the load profile of the system and the feature weights of the
selected position of the map is the load to be curtailed.

7 Conclusions

This paper describes a machine learning based method for the Dynamic Security
Assessment of a Power System. The combination of Self Organizing Maps and
Decision Trees is capable to evaluate with accuracy the dynamic performance of
the Greek Power System. The S.O.M. and D.T. are trained fast, and it is easy
to integrate the proposed method to the control centre. The main advantage of
this DSA method compared to other machine learning methods (e.g. MLPs) is
that it provides also a load shedding scheme, which can be applied when then
system’s security is in danger.
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Abstract. This paper reports on the results of an ongoing project for the devel-
opment of a platform for e-Learning, which automatically constructs curricula 
based on available educational resources and the learners needs and abilities. 
The system under development, called PASER (Planner for the Automatic Syn-
thesis of Educational Resources), uses an automated planner, which given the 
initial state of the problem (learner’s profile, preferences, needs and abilities), 
the available actions (study an educational resource, take an exam, join an  
e-learning course, etc.) and the goals (obtain a certificate, learn a subject, ac-
quire a skill, etc.) constructs a complete educational curriculum that achieves 
the goals. PASER is compliant with the evolving educational metadata stan-
dards that describe learning resources (LOM), content packaging (CP), educa-
tional objectives (RDCEO) and learner related information (LIP). 

1   Introduction 

The lack of widely adopted methods for searching the Web by content makes difficult 
for an instructor or learner to find educational material on the Web that addresses par-
ticular learning and pedagogical goals. Aiming at providing automation and personaliza-
tion in searching and accessing educational material, as well as and interoperability 
among them, several education related standards have been developed. These standards 
concern recommended practices and guides for software components, tools, technolo-
gies and design methods that facilitate the development, deployment, maintenance and 
interoperation of computer implementations of educational components and systems.  

As more educational e-content is becoming available on-line, the need for systems 
capable of automatically constructing personalized curricula by combining appropri-
ate autonomous educational units (or learning objects, as they are called) is becoming 
more intense.  

In this paper we report on an ongoing project for the development of such a sys-
tem. The proposed system, called PASER (Planner for the Automatic Synthesis of 
Educational Resources) consists of a) a metadata repository storing learning object 
descriptions, learner profiles and ontological knowledge for the educational domain 
under consideration, b) a deductive object-oriented knowledge base system for query-
ing and reasoning about RDF/XML metadata, called R-DEVICE and c) a planning 
system called HAPEDU that automatically constructs course plans. 
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The rest of the paper is organized as follows: Section 2 previous related work on 
the area of automated course synthesis. Section 3 presents the overall architecture of 
the proposed system, whereas Sections 4 and 5 present in more detail its major sub-
systems. Finally, section 6 concludes the paper and poses future directions. 

2   Related Work 

Automatic course generation has been an active research field for almost two decades. 
One of the first attempts in creating an automatic system, using planning techniques 
for the synthesis of educational resources is the work by Peachy and McCalla [9], in 
which the learning material is structured in concepts and prerequisite knowledge is 
defined, which states the causal relationships between different concepts. Then they 
use planning techniques in order to find plans that achieve the learning goals and to 
monitor the outcomes of the plan.  

Karampiperis and Sampson have carried a lot of research in the field of Instruc-
tional planning for Adaptive and Dynamic Courseware Generation. In a recent ap-
proach [8] they use ontologies and learning object metadata in order to calculate the 
best path through the learning material. 

There are a number of systems that serve as course generators that automatically 
assemble learning objects retrieved from one or several repositories. These systems 
usually adopt the HTN planning framework ([4], [5]). In [10] Ulrich uses the JShop2 
HTN planner in order to represent the pedagogical objectives as tasks and the ways of 
achieving the objects as methods in order to obtain a course structure. Similarly, 
Baldoni et al [1] propose a system for selecting and composing learning resources in 
the Semantic Web, using the SCORM framework for the representation of learning 
objects. The learning resources are represented in the knowledge level, in terms of 
prerequisites and knowledge supplied, in order to enable the use of automated reason-
ing techniques.  

In [2], X-DEVICE, an intelligent XML repository system for educational metadata 
is presented. X-DEVICE can be used as the intelligent back-end of a WWW portal on 
which "learning objects" are supplied by educational service providers and accessed 
by learners according to their individual profiles and educational needs. X-DEVICE 

transforms the widely adopted XML binding for educational metadata into a flexible, 
object-oriented representation and uses intelligent second-order logic querying facili-
ties to provide advanced, personalized functionality.  

An older approach for a tool that generates individual courses according to the 
learner's goals and previous knowledge and dynamically adapts the course according 
to the learner's success in acquiring knowledge is DGC [11]. DGC uses "concept 
structures" as a road-map to generate the plan of the course. 

3   System Architecture 

PASER is a synergy of five processing modules (Fig. 1), namely a planner, an Ontol-
ogy & Metadata Server, the R-DEVICE module and two data converters. The system, 
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assumes the availability of three more metadata repositories that feed its modules with 
certain educational metadata. More specifically, there exists a LOM repository that 
stores metadata about the available learning objects, a repository of LIP compliant 
metadata describing the learners that have access to the system and an RDCEO meta-
data repository. The later provides competency definitions that are referenced by the 
other two. In addition, it is used by the Ontology & Metadata Server providing in this 
way a system-wide consistent competency vocabulary. We also assume that all meta-
data are checked by an expert user before they are entered in to the system. This may 
introduce additional workload but ensures that a common terminology and semantics 
are used in the enterprise or organization in which the system is installed.  
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Fig. 1. PASER – System Architecture 

We assume that the user is presented (by means of a web page) with a dictionary of 
themes for which the system may be able to provide educational material. The objec-
tive is to provide the user with a plan of activities (interactions with proper learning 
objects) that will "teach" him about the selected theme. As soon as the user selects a 
theme, the R-DEVICE module of PASER filters out the available learning objects 
based on a) the user's preferences and knowledge status, as they described in his LIP 
record and b) the PASER's understanding of the theme, as it is described in the Ontol-
ogy & Metadata Server module. R-DEVICE [3] is a deductive object-oriented  
knowledge base system for querying and reasoning about RDF/XML metadata. It 
transforms RDF and/or XML documents into objects and uses a deductive rule lan-
guage for querying and reasoning about them. The properties of RDF resources are 
treated both as first-class objects and as attributes of resource objects. In this way 
resource properties are gathered together in one object, resulting in superior query 
performance than the performance of a triple-based query model.  

The output of R-DEVICE is a set of LOM objects (in R-DEVICE terminology) de-
scribing learning objects that are directly or indirectly related with the theme selected  
by the user. Based on these records and keeping only a limited subset of the LOM 
record elements, the PDDL converter module produces a description of the user's 
request as a planning problem, encoded in the PDDL language. 
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HAPEDU is a state – space planning system, based on the HAP planner [12] which 
is modified in order to implicitly support abstraction hierarchies that are needed in 
course planning problems. 

The PDDL expressed plan produced by the HAPedu planner is forwarded to the CP 
producer module, which, in turn, creates a content packaging description (compliant 
to the CP metadata specification) of the learning objects involved in the plan. The 
produced CP record is finally forwarded to the user. Note that, at the current stage we 
do not take into account the performance of the user regarding the supplied educa-
tional material. In a later stage, assessment results should be taken into account in 
order to determine the learner's performance and update his LIP record accordingly. 
At the moment, we provide the user with a simple verification form, related to the 
material provided, in which he simply verifies that he studied (and learned) the mate-
rial. This verification updates his LIP record, properly. 

4   Data Models, Representation and Reasoning 

The PASER system makes extensible use of the various educational metadata specifi-
cations developed in the recent years or being under development at the present time. 
Specifically, learning objects are described based on the IEEE LOM specification, as 
it is defined in the IMS Learning Resource Meta-Data specification [7]. The charac-
teristics of a learner that are needed for recording and managing learning-related 
goals, accomplishments, etc. are described based on the IMS Learner Information 
Package. The XML binding of both specifications is used. 

During the data preparation phase performed by the R-DEVICE module of 
PASER, a phase that will feed the planner with the appropriate data, extensible usage 
of the classification elements of LOM records is done. These elements allow the clas-
sification of the host LOM record based on competencies such as educational  
objectives and prerequisites. This can be formally established using the RDCEO 
specification. The latter is an emerging specification of an information model for 
describing, referencing and exchanging definitions of competencies, in the context of 
e-Learning. The same competency definitions are also used to describe the goals and 
accomplishments of the learner, in a controlled way. As a result, it is possible to  
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Fig. 2. Prerequisites and educational objectives of some, informally presented, learning objects 
(left) and initial knowledge state (IS) and learning objectives (GOALS) for a learner (right) 
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establish links between learning objects and between learning objects and characteris-
tics of the learner. This information together with other constraints imposed over the 
learning objects due to the learner's preferences, are exploited by the R-DEVICE module, 
in order to filter out the learning object repository and keep only the "promising" objects. 
Informally encoded examples of the competency related information located in LOM and 
LIP metadata, are presented in Fig. 2 (a) and (b), respectively. Additionally, a partial 
LOM record encoded in XML, which demonstrates the classification elements and their 
relation to competency definitions, is presented in Appendix A. 

Finally, the same terms defined in the RDCEO metadata, are also organised as de-
picted in Fig. 3. This organisation allows the decomposition of learning objectives 
into sub-objectives. As a result, the system will be able to relate learning objects with 
learner objectives in various levels of granularity. Notice that the hierarchy of Fig. 3 
is a part-of hierarchy that is represented in a proprietary ontology of PASER, i.e. it is 
not represented directly in RDCEO because the latter does not allow the representa-
tion of hierarchical relationships. 
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Fig. 3. Sample ontology for the Artificial Intelligence area 

The following query filters out the LOM records: "Find all learning objects that 
have as educational objective the learner's request or learning objects that have as 
educational objective the prerequisites of already selected learning objects. At the 
same time, ensure that all the constraints introduced by the learner's profile are met".  

These queries are formulated in R-DEVICE using deductive rules. An example of 
such rules follows. We assume that the learner's request is stored in R-DEVICE as 
objects of the form: (learner-request (competency <string>)). For exam-
ple, if the user requested educational material for learning Prolog, the stored object 
will be: (learner-request (competency "Prolog")). 

The R-DEVICE rules presented in Fig. 4 perform the following: 

• Rule r1 keeps the IDs of LOMs that achieve learner requests. 
• Rule r2 recursively searches for prerequisite LOMs, from the already selected ones, 

and augments the learner requests. 

The filtered set of metadata produced by R-DEVICE is transformed into  
PDDL and is fed to the planning module in order to find a course plan. The details 
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concerning the planning system are presented in the following section. After the plan-
ner has constructed the course plan, the CP producer creates a "package" of e-learning 
content (encoded in XML) and forwards it to the learner.  

(deductiverule r1 
  (learner-request (competency ?comp)) 
  ?lom <- (lom ((value purpose classification) "Educational Objective") 
               ((entry taxon taxonpath classification) ?comp)) 
 => 
  (result (lomid ?lom)) 
)
(deductiverule r2 
  (result (lomid ?lom)) 
  ?lom <- (lom ((value purpose classification) "Prerequisite") 
               ((entry taxon taxonpath classification) ?comp)) 
 => 
  (learner-request (competency ?comp)) 
)

 
 

Fig. 4. Example of querying the metadata using R-DEVICE deductive rules 

5   The Planning System 

The core of the PASER system is a planning engine capable of providing curricula 
that achieve the educational goals of the learner. The problem of synthesizing curric-
ula from a database of educational resources, given the learners objectives and his 
current knowledge state can be considered as a planning problem and such a view 
enables the development of fully autonomous systems that generate course plans for 
each student separately, meeting his needs and capabilities.  

A planning problem is usually modeled according to STRIPS (Stanford Research 
Institute Planning System) notation. A planning problem in STRIPS is a tuple 
<I,A,G> where I is the Initial state, A a set of available actions and G a set of goals.  

States in STRIPS are represented as sets of atomic facts. All the aspects of the initial 
state of the world, which are of interest to the problem, must be explicitly defined in I. 
State I contains both static and dynamic information. For example, I may declare that 
object John is a truck driver and there is a road connecting cities A and B (static infor-
mation) and also specify that John is initially located in city A (dynamic information). 
State G on the other hand, is not necessarily complete. G may not specify the final state 
of all problem objects even because these are implied by the context or because they are 
of no interest to the specific problem. For example, in the logistics domain the final 
location of means of transportation is usually omitted, since the only objective is to have 
the packages transported. Therefore, there are usually many states that contain the goals, 
so in general, G represents a set of states rather than a simple state.  

Set A contains all the actions that can be used to modify states. Each action Ai has 
three lists of facts containing:  

• the preconditions of Ai (noted as prec(Ai)) 
• the facts that are added to the state (noted as add(Ai)) and 
• the facts that are deleted from the state (noted as del(Ai)). 
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The following formulae hold for the states in the STRIPS notation: 

• An action Ai is applicable to a state S if prec(Ai) ⊆ S.  
• If Ai is applied to S, the successor state S’ is calculated as:  

S’ = S \ del(Ai)∪add(Ai) 
• The solution to such a problem is a sequence of actions, which if applied to I leads 

to a state S’ such as S’⊇G. 

Usually, in the description of domains, action schemas (also called operators) are 
used instead of actions. Action schemas contain variables that can be instantiated 
using the available objects and this makes the encoding of the domain easier. 

5.1   Problem Representation 

There may be a few alternatives in formalizing the problem of automatic synthesis of 
educational resources, as a planning problem. A straightforward solution that is 
adopted by PASER is the following:  

a) The facts of the problem are the competencies defined in the ontology of the 
thematic area of interest. 

b) A state in the problem is a set of competencies, describing the current knowl-
edge state of the learner.  

c) The initial state of the problem is the set of competencies currently mastered by 
the learner as described in the Learner Information Package. 

d) The goals of the problem are defined as a set of competencies that the learner 
wishes to acquire, as defined in the Learner Information Package.  

e) There are three operators in the definition of the problem:  

• Consume an educational resource con(L), where L refers to the specific educa-
tional resource as described by the IEEE LOM standard. The preconditions of 
con(L) are the competencies described in the Classification-prerequisite field. 
Similarly, the add effects of con(L) are the competencies described in the Clas-
sification-educational objective field. The delete list of con(L) is empty.  

• Analyze a goal anl(G), which consults the ontology in order to find a set of 
sub-goals Z that can replace G. This operator is similar to the methods in Hierar-
chical Task Network Planning ([4], [5]) and it is used in order to allow the defi-
nition of competencies in various abstraction levels. The precondition list of 
anl(G) contains only G. The add list contains the sub-goals in which G can be 
analyzed (Z) and the delete list contains G. 

• Synthesize a set of goals sth(S), which consults the ontology in order to find a 
single goal that can replace a set of sub-goals S. This operator is opposite to 
anl(G) and is also used in order to allow the definition of competencies in 
various abstraction levels. The precondition list of anl(S) contains S. The add 
list contains the goal G which subsumes S and the delete list contains S. 

Consider for instance, the example in Fig. 3. The specific problem is modeled as 
described in Fig. 5. 
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IS (Initial state) = [principles, problem solving] 

G (Goals) = [solving, executing, prolog] 

con(Theory of Planning): prec=[logic, blind search,  
 heuristics], add=[repr, solving], del=

... 

anl(ai): prec=[ai], add=[problem solving, knowledge systems, 
 krr, agents, machine learning, planning], del=[ai] 

... 

sth(ai): prec=[problem solving, knowledge systems, krr,  
 agents, machine learning, planning], add=[ai],  
 del=[problem solving, knowledge systems, krr, agents,  
 machine learning, planning] 

... 
 

Fig. 5. Educational request modeled as a planning problem 

5.2   Translation to PDDL 

PDDL (Planning Domain Definition Language) [6] is the standard language for en-
coding planning problems. The basic feature of PDDL is the separation of the domain 
data from the planning data. The domain describes a family of similar problems and 
contains all the information that is general and does not depend on the actual instance 
(problem). Technically, the domain consists of the definitions of the object classes, 
the relations (predicates) between the classes and the operators (actions with un-
instantiated variables) of the domain. The problem on the other hand, contains the 
information for the specific objects that take part in the problem, the initial state and 
the goals of the problem. 

One difficulty in translating a course planning problem to PDDL is the fact that al-
though according to our representation there are only three operators, each action 
differs in the number of preconditions and effects, since this depends on the LOM that 
the action is considered to consume for example. Therefore, the process of creating a 
general operator for the consume family of actions is not straightforward.  

One way to overcome this is to model the specific actions of the problem directly 
and feed the planner with this information, without modelling the domain in PDDL. 
However, this process is planner dependent and the PASER system will loose its 
modularity, as it won’t be able to use a different planning module. Moreover, most 
planners, including HAPEDU, have a pre-planning phase in which the domain is ana-
lyzed in order to extract information for the guiding mechanisms and this phase must 
be reorganized if not omitted in order to cope with direct action specifications.    

The way to overcome the difficulty that was finally adopted by PASER is to use 
conditional effects, universal preconditions and explicit declaration of the relations in 
the definition of the domain. More specifically, the domain contains two classes, 
named Competency and LOM and the relations  

• holds(?Competency): which states that a specific competency is true in a state 
• requires(?LOM,?Competency): which states that the Competency is required 

in order to consume the LOM  
• adds(?LOM,?Competency): which states that the Competency is learned by the 

learner after the consumption of the LOM. 
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• is-part-of(?Competency1,?Competency2): which states that Competency2 
is a part of Competency1. This hierarchy information is extracted from the ontol-
ogy and is used to define competencies in various levels of abstraction.  
We suggestively provide the definition of the operator consume in PDDL: 

(:action con:parameters(?LOM1) 
 :precondition(and (LOM ?LOM1) 
(forall (requires ?LOM1 ?Competency1) (holds ?Competency1))) 

 :effect(and ((forall (?Competency2)  
(when (adds ?LOM1 ?Competency2) (holds ?Competency2))))) 

The definition above says that the operator con (consume) for a specific LOM can 
be consumed if all the competencies (universal precondition) that are required by the 
LOM hold in the current state. The operator uses conditional effects in order to state 
that all the competencies that are added by the LOM will hold in the successor state. 

5.3   The HAPEDU Planner 

The planning system that was embedded in PASER is called HAPEDU, as already 
stated, is able to handle universal preconditions and conditional effects in a simple 
way, also adopted by the vast majority of the planning systems. Specifically, it fully 
instantiates the operators in a preliminary phase and uses the ground actions through-
out the rest of the planning process. HAPEDU is a state – space planning system, based 
on the HAP planner [12] which is modified in order to implicitly support abstraction 
hierarchies that are needed in course planning problems.  

The support for levels of abstraction is realized through actions that analyze com-
petencies in their parts (operator anl) and synthesize higher-level competences from 
their parts (operator sth). Moreover the planning system must be aware of the exis-
tence of different abstraction levels in the encountered facts and deploy the appropri-
ate logical tests in order to see whether for example the competencies required by a 
LOM are present in the current state. Following the example in Fig. 3, note that the 
LOM "REPRESENTATIONS" can be consumed although the competencies "PROB. 
REPR." and "BLIND SEARCH" are not included in the initial state, as they are parts 
of the "PROBLEM SOLVING" competency according to the ontology. 

The HAPEDU system works in two phases. In the first phase the systems analyzes 
the problem structure in order to estimate the distances between all the problem’s 
actions and the goals. The distance between a state S and an action A is merely the 
number of actions that need to be applied to S in order to reach another state S’, in 
which the preconditions of A hold. The fact that the heuristic function of HAPEDU is 
based on distances of actions rather than facts enables it to keep better track of the 
various interactions between the facts, and therefore produce better estimates. In the 
second phase, the proposed heuristic is used by a regression planner employing a 
weighted A* search strategy and various other speedup mechanisms. 

6   Conclusions 

This paper presented PASER, a system aiming at augmenting the educational process 
in the e-Learning environment. PASER is able to store, manage and synthesize  
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electronic educational material (learning objects) to provide personalized curricula to 
the learner. We presented the overall architecture of the system, focusing mainly in 
the core modules, namely the ontology and metadata repository, the knowledge base 
system that queries and reasons on these metadata and the planning sub-system re-
sponsible for synthesizing the curricula. 

However, there are still many open design and implementation issues. As stated in 
the paper, the project is still in its early stages and although initial implementations of 
some sub-systems have been realized, there is a lot of work to be done. Additionally, 
there are design aspects that need further investigation in order to improve the system 
in terms of functionality and efficiency.  
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Appendix A 

Sample LOM record with reference to competency definitions (classification element) 

<?xml version="1.0" encoding="UTF-8"?> 
<lom xmlns="http://www...." ....> 
 <general> 
  <identifier>x-auth-id-v0.ZOE05-107-GR_1272</identifier> 
  <title> 
   <langstring xml:lang="en-US">Logic Programming</langstring> 
  </title> 
  <language>en</language> 
 </general> 
 <technical> 
  <format>PDF</format> 
  <location>gr_1272.html</location> 
 </technical> 
 <classification> 
  <purpose> 
   <source> 
    <langstring xml:lang="x-none">LOMv1.0</langstring> 
   </source> 
   <value> 
    <langstring xml:lang="x-none">Educational 
Objective</langstring> 
   </value> 
  </purpose> 
  <taxonpath> 
   <source> 
    <langstring xml:lang="x-
none">"http://www.auth.gr/competencies.xml</langstring> 
   </source> 
   <taxon> 
    <id>definition2</id> 
    <entry> 
      <langstring xml:lang="en">Prolog</langstring> 
    </entry> 
   </taxon> 
  </taxonpath>   
 </classification> 
 <classification> 
  <purpose> 
   <source> 
    <langstring xml:lang="x-none">LOMv1.0</langstring> 
   </source> 
   <value> 
    <langstring xml:lang="x-none">Educational  
       Objective</langstring> 
   </value> 
  </purpose> 
  <taxonpath> 
   <source> 
    <langstring xml:lang="x-
none">"http://www.auth.gr/competencies.xml</langstring> 
   </source> 
 

<taxon>
    <id>definition3</id> 
    <entry> 
      <langstring xml:lang="en">Logic</langstring> 
    </entry> 
   </taxon> 
  </taxonpath>   
 </classification> 
 <classification> 
  <purpose> 
   <source> 
    <langstring xml:lang="x-none">LOMv1.0</langstring> 
   </source> 
   <value> 
    <langstring xml:lang="x-none">Prerequisite</langstring> 
   </value> 
  </purpose> 
  <taxonpath> 
   <source> 
    <langstring xml:lang="x-none">"http://www.auth.gr/ 
competencies.xml</langstring> 
   </source> 
   <taxon> 
    <id>definition5</id> 
    <entry> 
      <langstring xml:lang="en">Rules</langstring> 
    </entry> 
   </taxon> 
  </taxonpath>   
 </classification> 
 <classification> 
  <purpose> 
   <source> 
    <langstring xml:lang="x-none">LOMv1.0 </langstring> 
   </source> 
   <value> 
    <langstring xml:lang="x-none">Prerequisite </langstring> 
   </value> 
  </purpose> 
  <taxonpath> 
   <source> 
    <langstring xml:lang="x-
none">"http://www.auth.gr/competencies.xml</langstring> 
   </source> 
   <taxon> 
    <id>definition5</id> 
    <entry> 
      <langstring xml:lang="en">Principles</langstring> 
    </entry> 
   </taxon> 
  </taxonpath>   
 </classification> 
</lom> 
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Abstract. This paper introduces quantitative measurements/metrics of
qualitative entertainment features within computer game environments
and proposes artificial intelligence (AI) techniques for optimizing enter-
tainment in such interactive systems. A human-verified metric of interest
(i.e. player entertainment in real-time) for predator/prey games and a
neuro-evolution on-line learning (i.e. during play) approach have already
been reported in the literature to serve this purpose. In this paper, an
alternative quantitative approach to entertainment modeling based on
psychological studies in the field of computer games is introduced and a
comparative study of the two approaches is presented. Artificial neural
networks (ANNs) and fuzzy ANNs are used to model player satisfaction
(interest) in real-time and investigate quantitatively how the qualitative
factors of challenge and curiosity contribute to human entertainment.
We demonstrate that appropriate non-extreme levels of challenge and
curiosity generate high values of entertainment and we discuss the ex-
tensibility of the approach to other genres of digital entertainment and
edutainment.

1 Introduction

Cognitive modeling within human-computer interactive systems is a prominent
area of research. Computer games, as examples of such systems, provide an ideal
environment for research in AI, because they are based on simulations of highly
complex and dynamic multi-agent worlds [6, 3, 1], and cognitive modeling since
they embed rich forms of interactivity between humans and non-player char-
acters (NPCs). Being able to model the level of user (gamer) engagement or
satisfaction in real-time can give insights to the appropriate AI methodology
for enhancing the quality of playing experience [15] and furthermore be used to
adjust digital entertainment (or edutainment) environments according to indi-
vidual user preferences.

Motivated by the lack of quantitative cognitive models of entertainment, an
endeavor on capturing player satisfaction during gameplay (i.e. entertainment
modeling) and providing quantitative measurements of entertainment in real-
time is introduced in the work presented here. This is achieved by following the
theoretical principles of Malone’s intrinsic qualitative factors for engaging game-
play [7], namely challenge (i.e. ‘provide a goal whose attainment is uncertain’),

G. Antoniou et al. (Eds.): SETN 2006, LNAI 3955, pp. 432–442, 2006.
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curiosity (i.e. ‘what will happen next in the game?’ ) and fantasy (i.e. ‘show or
evoke images of physical objects or social situations not actually present’) and
driven by the basic concepts of the theory of flow (‘flow is the mental state
in which players are so involved in something that nothing else matters’) [2].
Quantitative measures for challenge and curiosity are inspired by previous work
on entertainment metrics [12] and extracted from the real-time player-opponent
interaction. A mapping between the aforementioned factors and human notion
of entertainment is derived using prey/predator games as an initial test-bed.

Two types of ANN, namely a feedforward ANN and a fuzzy-neural network
(fuzzy-NN), are trained through artificial evolution on gameplay experimental
data to approximate the function between the examined entertainment factors
and player satisfaction. A comparison between the two methods is presented
and the methods are validated against and compared with existing metrics of
entertainment in the literature [13]. Results demonstrate that both NNs map a
function whose qualitative features are consistent with Malone’s corresponding
entertainment factors and that the evolved ANN provides a more accurate model
of player satisfaction for prey/predator games than previous models designed for
this genre of games [12].

The generality of the proposed methodology and its extensibility to other
genres of digital entertainment are discussed as well as its applicability as an
efficient AI tool for enhancing entertainment in real-time is outlined.

2 Entertainment Modeling

The current state-of-the-art in machine learning in computer games is mainly
focused on generating human-like [6] and intelligent [9] characters. Even though
complex opponent behaviors emerge through various learning techniques, there
is no further analysis of whether these behaviors contribute to the satisfaction of
the player. In other words, researchers hypothesize — for instance by observing
the vast number of multi-player on-line games played daily on the web — that by
generating human-like opponents they enable the player to gain more satisfaction
from the game. According to Taatgen et al. [11], believability of computer game
opponents, which are generated through cognitive models, is strongly correlated
with enjoyable games. These hypotheses might be true up to a point; however,
since no notion of interest or enjoyment has been explicitly defined, there is
no evidence that a specific opponent behavior generates enjoyable games. This
statement is the core of Iida’s work on entertainment metrics for variants of chess
games [5].

Previous work in the field of entertainment modeling is based on the hypothe-
sis that the player-opponent interaction — rather than the audiovisual features,
the context or the genre of the game — is the property that primarily contributes
the majority of the quality features of entertainment in a computer game [12].
Based on this fundamental assumption, a metric for measuring the real-time
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entertainment value of predator/prey games was established as an efficient and
reliable entertainment (‘interest’) metric by validation against human judgement
[16]. According to this approach, the three qualitative criteria that collectively
define entertainment for any predator/prey game are: the appropriate level of
challenge, the opponent behavior diversity and the opponents’ spatial diversity.
The quantifications of the three criteria provide an estimate — called the I
(interest) value, that lies in [0,1] — of real-time entertainment which correlates
highly with the human notion of entertainment [16].

As in [12], this paper is primarily focused on the opponents’ behavior contribu-
tions to the entertainment value of the game since the computer-guided opponent
characters contribute to the majority of qualitative features that make a game
interesting [7]. However, the work presented here (as an alternative approach
to the interest metric introduced in [12]) instead of being based on empirical
observations on human entertainment, attempts to introduce quantitative mea-
sures for Malone’s entertainment factors of challenge and curiosity and extract
the mapping between the two aforementioned factors and the human notion of
entertainment based on experimental data from a survey with human players
(see Section 4).

3 The Test-Bed Game

The test-bed studied is a modified version of the original Pac-Man computer
game released by Namco. The player’s (PacMan’s) goal is to eat all the pellets
appearing in a maze-shaped stage while avoiding being killed by the four Ghosts.
The game is over when either all pellets in the stage are eaten by PacMan, Ghosts
manage to kill PacMan or a predetermined number of simulation steps is reached
without any of the above occurring. In that case, the game restarts from the same
initial positions for all five characters. While PacMan is controlled by humans,
a multi-layered feedforward neural controller is employed to manage the Ghosts’
motion.

The game is investigated from the opponents’ viewpoint and more specifically
how the Ghosts’ adaptive behaviors and the levels of challenge and curiosity they
generate can collectively contribute to player satisfaction. The game field (i.e.
stage) consists of corridors and walls where both the stage’s dimensions and its
maze structure are predefined. For the experiments presented in this paper we
use a 19 × 29 grid maze-stage where corridors are 1 grid-cell wide (see [14] for
more details on the Pac-Man game design).

We choose predator/prey games as the initial genre of our research in enter-
tainment modeling since, given our aims, they provide us with unique properties.
In such games we can deliberately abstract the environment and concentrate on
the characters’ behavior. Moreover, we are able to easily control a learning pro-
cess through on-line interaction. Other genres of game (e.g. first person shooters)
offer similar properties; however predator/prey games are chosen for their sim-
plicity as far as their development and design are concerned.
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4 Experimental Data

The Pac-Man game has been used to acquire data of human judgement on enter-
tainment. To that end, thirty players (43% females, 56% males and 90% Danish,
10% Greek nationality) whose age covered a range between 17 and 51 years par-
ticipated in a survey [16]. According to this survey, each subject plays a set of 25
games against each of two well-behaved opponents (A and B). In order to min-
imize any potential of order effects we let each subject play the aforementioned
sets in the inverse order too. Each time a pair of sets is finished, the player is
asked whether the first set of games was more interesting than the second set of
games i.e. whether A or B generated a more interesting game.

An analysis on the subjects’ answers shows that the order effect is not sta-
tistically significant. Therefore, if the subject’s answers in both pairs played in
inverse order are not consistent then it is assumed that the two sets of games
generate entertainment of non-significant difference. In the opposite situation,
it is assumed that the chosen set generates higher entertainment than the non-
chosen set. Thus, the total number of comparisons between sets of games equals
the number of subjects (Ns = 30).

In order to cross-validate the I value against human notion of entertain-
ment, subjects in this survey played against five opponents differing in the I
value they generate against a well-behaved computer-programmed player in all
combinations of pairs (see [12]). The correlation between human judgement of
entertainment and the I value is given by matching the entertainment rankings
in which the five opponents are placed by humans and by I value. According
to the subjects’ answers the I value is correlated highly with human judgement
(r = 0.4444, p-value = 1.17 ·10−8 — see [16]). These five opponents will be used
as a baseline for validating both approaches in this paper (see Section 6).

Given the recorded values of human playing times tk over the 50 (2 times 25)
games against a specific opponent, A or B, the average playing time (E{tk}) and
the standard deviation of playing times (σ{tk}) for all subjects are computed.
We consider the E{tk} and σ{tk} values as appropriate measures to represent the
level of challenge and the level of curiosity respectively [7] during gameplay. The
former provides a notion for a goal whose attainment is uncertain — the lower
the E{tk} value, the higher the goal uncertainty and furthermore the higher the
challenge — and the latter effectively portrays a notion of unpredictability in
the subsequent events of the game — the higher the σ{tk} value the higher the
opponent unpredictability and therefore the higher the curiosity.

5 Tools

Two alternative neural network structures (a feedforward ANN and a fuzzy-
NN) for learning the relation between the challenge and curiosity factors and
the entertainment value of a game have been used and are presented here. The
pair (E{tk}, σ{tk}) constitutes the input vector and the human judgement of
entertainment constitutes the output value for both types of neural network used.
Learning is achieved through artificial evolution and is described in Section 5.1.
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5.1 Genetic Algorithm

A generational genetic algorithm (GA) [4] is implemented, which uses an “ex-
ogenous” evaluation function that promotes the minimization of the difference in
matching the human judgement of entertainment. The ANNs and fuzzy-NNs are
themselves evolved. In the algorithm presented here, the evolving process is lim-
ited to the connection weights of the ANN and the rule weights and membership
function parameters of the fuzzy-NN.

The evolutionary procedure used can be described as follows. A population of
N networks is initialized randomly. For ANNs, initial real values that lie within
[-5, 5] for their connection weights are picked randomly from a uniform distri-
bution, whereas for the fuzzy-NNs, initial rule weight values equal 0.5 and their
membership function parameter values lie within [0, 1] (uniformly distributed).
Then, at each generation:

Step 1. Each member (neural network) of the population gets two pairs of
(E{tk}, σ{tk}) values one for A and one for B and returns two output values,
namely yj,A (output of the game against opponent A) and yj,B (output of
the game against opponent B) for each pair j of sets played in the survey
(Ns = 30). When the yj,A, yj,B values are consistent with the judgement of
subject j then we state that: ‘the values agree with the subject’ throughout
this paper. In the opposite case, we state that: ‘the values disagree with the
subject.’

Step 2. Each member i of the population is evaluated via the fitness function
fi:

fi =
Ns∑
j=1

{
1, if yj,A, yj,B agree with subject j;(

1−|yj,A−yj,B |
2

)2
, if yj,A, yj,B disagree with subject j.

(1)

Step 3. A fitness-proportional scheme is used as the selection method.
Step 4. Selected parents clone an equal number of offspring so that the to-

tal population reaches N members or reproduce offspring by crossover. The
Montana and Davis [8] and the uniform crossover operator is applied for
ANNs and fuzzy-NNs respectively with a probability pc = 0.4.

Step 5. Gaussian mutation occurs in each gene (connection weight) of each
offspring’s genome with a small probability pm = 1/n, where n is the number
of genes.

The algorithm is terminated when either a good solution (i.e. fi > 29.0) is
found or a large number of generations g is completed (g = 10000).

5.2 Feedforward ANN

A fully-connected multi-layered feedforward ANN has been evolved [17] for the
experiments presented here. The sigmoid function is employed at each neuron,
the connection weights take values from -5 to 5 and both input values are normal-
ized into [0, 1] before they are entered into the ANN. In an attempt to minimize
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the controller’s size, it was determined that single hidden-layered ANN archi-
tectures, containing 20 hidden neurons, are capable of successfully obtaining
solutions of high fitness (network topology is not evolved, however).

5.3 Fuzzy-ANN

A fuzzy [18] Sugeno-style [10] inference neural network is trained to develop fuzzy
rules by evolving the memberships functions for both the input (E{tk}, σ{tk})
and the output variable y of the network as well as each fuzzy rule’s weight. Each
of the input and output values is presented by five fuzzy sets corresponding to
very low, low, average, high and very high. The membership functions for the
input values are triangular and their center α and width β are evolved whereas
the output fuzzy sets use singleton membership functions [10] — only the center
α of the spike membership function is evolved. The centroid technique is used
as a defuzzification method.

6 Results

Results obtained from both ANN and fuzzy-NN evolutionary approaches are
presented in this section. In order to diminish the non-deterministic effect of the
GA initialization phase, we repeat the learning procedure for each NN type ten
times — we believe that this number is adequate to illustrate a clear picture of
the behavior of each mechanism — with different random initial conditions.

6.1 Evolving ANN

For space considerations, only the two fittest solutions achieved from the evolving
ANN approach are illustrated in Fig. 1. The qualitative features of the surfaces
plotted in Fig. 1 appeared in all ten learning attempts. The most important
conclusions derived from the ANN mapping between E{tk}, σ{tk} and enter-
tainment are that:

– Entertainment has a low value when challenge is too high (E{tk} ≈ 0) and
curiosity is low (σ{tk} ≈ 0).

– Even if curiosity is low, if challenge is at an appropriate level (0.2 < E{tk} <
0.6), the game’s entertainment value is high.

– If challenge is too low (E{tk} > 0.6), the game’s entertainment value appears
to drop, independently of the level of curiosity.

– There is only a single data point present when σ{tk} > 0.8 and the gener-
alization of the evolved ANNs within this space appears to be poor. Given
that only one out of 60 different gameplay data paoints falls in that region
of the E{tk}-σ{tk} two-dimensional space, we can hypothesize that there is
low probability for a game to generate curiosity values higher than 0.8. Thus,
this region can be safely considered insignificant for these experiments. How-
ever, more samples taken from a larger gameplay survey would be required
to effectively validate this hypothesis.
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(a) The fittest ANN solution (f = 29.95).

(b) The second fittest ANN solution (f = 29.67).

Fig. 1. Circles (‘o’) and stars (‘∗’) represent E{tk}, σ{tk} values obtained by playing
against opponents A and B respectively. Straight lines are used to connect the sets of
games that humans played in pairs.

The fittest evolved ANN is tested against the human-verified I value for
cross-validation purposes. The ANN ranks the five different opponents previ-
ously mentioned in Section 4 in the order I1 = I2 < I4 < I3 < I5 (where
Ii is the entertainment value the i opponent generates) which yields a correla-
tion of 0.5432 (p-value = 3.89533 · 10−12) of agreement with human notion of
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entertainment. Given this ranking of entertainment against these five opponents,
the ANN approach appears to model human entertainment better than the in-
terest metric proposed in [12] (r = 0.4444, p-value = 1.17 · 10−8).

The correlation between entertainment, challenge and curiosity generated
through the evolved ANN appears to follow the qualitative principles of Mal-
one’s work [7] and the human-verified interest metric developed in our previous
work [12] for prey/predator games. According to these, a game should maintain
an appropriate level of challenge and curiosity in order to be entertaining. In
other words, too difficult and/or too easy and/or too unpredictable and/or too
predictable opponents to play against make the game uninteresting.

6.2 Evolving Fuzzy-NN

The evolutionary procedure for the fuzzy-NN approach is also repeated ten times
and only the fuzzy-NN that generates the highest fitness (f = 29.81) is presented
for space considerations. Twenty five fuzzy rules are initially designed based on
the conclusions derived from the evolved ANNs. The fittest fuzzy-NN generates
19 fuzzy rules in total — rules with weight values less than 0.1 are not considered
significant and therefore are excluded from further consideration — which are
presented here with their corresponding weight values w:

– Entertainment is very low if (a) challenge is very high and curiosity is low
(Rule 1; w1 = 0.4440) and (b) challenge is low and curiosity is average (Rule
2; w2 = 0.3617).

– Entertainment is low if (a) challenge is very low and curiosity is average
(Rule 3; w3 = 0.9897) or low (Rule 4; w4 = 0.7068); (b) challenge is low and
curiosity is high (Rule 5; w5 = 0.7107); (c) challenge is high and curiosity is
very low (Rule 6; w6 = 0.5389) and (d) challenge is very high and curiosity
is very low (Rule 7; w7 = 0.9520) or high (Rule 8; w8 = 0.9449).

– Entertainment is average if challenge is very low and curiosity is high (Rule
9; w9 = 0.5818).

– Entertainment is high if (a) challenge is low and curiosity is very low (Rule
10; w10 = 0.8498) or very high (Rule 11; w11 = 0.2058); (b) challenge is
average and curiosity is low (Rule 12; w12 = 0.5); (c) challenge is high and
curiosity is low (Rule 13; w13 = 0.2824) or average (Rule 14; w14 = 0.25) and
(d) challenge is very high and curiosity is average (Rule 15; w15 = 0.2103).

– Entertainment is very high if (a) challenge is very low and curiosity is very
high (Rule 16; w16 = 0.7386); (b) challenge is average and curiosity is very
low (Rule 17; w17 = 0.5571) or very high (Rule 18; w18 = 0.8364) and (c)
challenge is high and curiosity is high (Rule 19; w19 = 0.2500).

The quantitative means of entertainment achieved through the neuro-fuzzy
approach and the majority of the fuzzy rules generated appear to follow Malone’s
principles on challenge and curiosity, the empirical contributions of the interest
metric from the literature [16] as well as the fittest ANN presented in Section 6.1.
However, the fittest fuzzy-NN (being less fit than the fittest ANN) generates
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some few fuzzy rules that are not consistent with the aforementioned principles
— e.g. Rule 10: entertainment is high if challenge is low and curiosity is very
low. It is not clear whether the poorer performance is intrinsic to the method
or a result of unlucky initialization; further tests are needed to distinguish these
alternatives.

The fuzzy-NN is tested against the human-verified I value as in the evolved
ANN approach. The evolved fuzzy-NN ranks the five opponents in the order
I2 < I1 < I3 < I4 = I5. This ranking demonstrates a correlation of 0.3870
(p-value = 1.74006 · 10−6) of agreement with human notion of entertainment
which appears to be lower than the correlation achieved through the I value
proposed in [12] (r = 0.4444, p-value = 1.17 · 10−8). However, as in the ANN
approach, the generalization of the evolved fuzzy-NNs appears to be poor when
σ{tk} > 0.8 due to the presence of a single data point within this region of
the E{tk}-σ{tk} > 0.8 two-dimensional space. Even though we consider this
non-frequent region as insignificant as far as this work is concerned, it may be
sampled from a more extensive human game experiment in a future study.

7 Conclusions

This paper introduced quantitative metrics for entertainment primarily based
on the qualitative principles of Malone’s intrinsic factors for engaging gameplay
[7]. More specifically, the quantitative impact of the factors of challenge and
curiosity on human entertainment were investigated through a prey/predator
game.

The two neuro-evolution approaches for modeling entertainment in real-time
examined demonstrate qualitative features that share principles with the interest
metric (I value) introduced in [12]. Both approaches manage to map successfully
between the entertainment factors of challenge and curiosity and the notion of
human gameplay satisfaction. Moreover, validation results obtained show that
the fittest feedforward ANN gets closer to human notion of entertainment than
both the I value [16] and the fittest fuzzy-NN. Therefore, it appears that solely
the average and the standard deviation of a human’s playing time over a number
of games are adequate and more effective than the I value (as reported in [16])
in capturing player entertainment in real-time in prey/predator games.

The current work is limited by the number of participants in the game survey
we devised. Therefore, not all regions of the challenge-curiosity search space
were sampled by human play which therefore yielded poor NN generalization for
these regions. Limited data also restricted the sensible number of inputs to the
learning system. Moreover, Malone’s entertainment factor of fantasy is omitted
in this paper since the focus is on the contribution of the opponent behaviors to
the generation of entertainment; however, it needs to be explored in our future
game test-bed experiment designs.

The entertainment modeling approach presented here demonstrates generality
over the majority of computer game genres since the quantitative means of chal-
lenge and curiosity are estimated through a generic feature of gameplay which is



Towards Capturing and Enhancing Entertainment in Computer Games 441

the playing time of humans over a number of games. Thus, these or similar mea-
sures could be used to adjust player satisfaction in any genre of game. However,
each game demonstrates individual entertainment features that might need to
be extracted and added on the proposed measures and therefore, more games of
the same or other genres need to be tested to cross-validate this hypothesis.

Both approaches can be used for adaptation of the opponents according to
the player’s individual playing style and as far as the challenge and curiosity
factors of entertainment are concerned. The key to this is the observation that
the models (ANN or fuzzy-NN) relate game features to entertainment value.
It is therefore possible in principle to infer what changes to game features will
cause an increase in the interestingness of the game, and to adjust game param-
eters to make those changes. For the ANN, the partial derivatives of ϑy/ϑE{tk}
and ϑy/ϑσ{tk} indicate the change in entertainment for a small change in an
individual game feature. One could use gradient ascent to attempt to improve
entertainment with such a model. The fuzzy-NN approach provides qualitative
rules relating game features to entertainment, rather than a quantitative func-
tion, but an analogous process could be applied to augment game entertainment.

Such a direction constitutes an example of future work within computer,
physical and educational games. The level of engagement or motivation of the
user/player/gamer of such interactive environments can be increased by the use
of the presented approaches. Apart from providing systems of richer interaction
and qualitative entertainment [15], such approaches can generate augmented
motivation of the user for deep learning in learning environments that use games
(i.e. edutainment).
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Abstract. In this paper we are introducing the employment of features extracted 
from Fujisaki’s parameterization of pitch contour for the task of emotion 
recognition from speech. In evaluating the proposed features we have trained a 
decision tree inducer as well as the instance based learning algorithm. The 
datasets utilized for training the classification models, were extracted from two 
emotional speech databases. Fujisaki’s parameters benefited all prediction 
models with an average raise of 9,52% in the total accuracy. 

1   Introduction 

Extensive research has been conducted lately, regarding speech recognition in the 
presence of emotional speech, synthesis of emotional speech and emotion recognition. 
Concerning emotion recognition, it aims to the detection of the emotional state of a 
speaker from speech samples. For the task of robust emotion recognition, scientists 
usually perform either facial expression analysis or speech analysis. An extensive 
number of experiments have been conducted using signal processing techniques to 
explore which particular aspects of speech would manifest saliently the emotional 
condition of a speaker. The outcome of this research was that the most crucial aspects 
are those related to prosody [1], [2] (pitch contour, intensity and timing). 
Furthermore, voice quality [3] and certain co-articulatory phenomena [4] are high 
correlated with some emotional states. 

In the present study we focus on the prediction of basic emotion categories based 
on knowledge extracted only from speech signals. Specifically, we present the 
exploitation of features carrying information regarding intonation and speaking style 
of a spoken sentence for the task of emotion recognition. For this purpose prosodic 
knowledge was extracted from the quantification of F0 contour derived from 
Fujisaki’s model [5] of intonation. This model is based on the fundamental 
assumption that intonation curves, although continuous in time and frequency, 
originate in discrete events triggered by the speaker that appear as a continuum given 
physiological mechanisms related to fundamental frequency control. The model has 
been applied to several languages and good approximations of F0 contours have been 
presented. Fujisaki’s representation of F0 is realized as the superposition of phrase 
and accent effects. 
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The outline of this paper is as follows. Initially we present a brief description of 
Fujisaki’s model of intonation. In section 2 we present the methodology followed 
for the feature extraction from the utilized databases as well as the construction of 
the classification framework. Finally, we present and discuss the results of our 
evaluation. 

2   Fujisaki’s Model of Intonation 

Fujisaki’s model is the continuation of Ohman’ s work [6] on the prosody of words. It 
is based on the fundamental assumption that intonation curves, although continuous in 
time and frequency, originate in discrete events triggered by the reader that appear as 
a continuum given physiological mechanisms related to F0 control, figure 1. 

 
Fig. 1. Fujisaki’s model for F0 contour generation 

Unlike all other approaches for describing F0 contours, the Fujisaki model aims at 
modeling the generation process of F0 by giving an explanation on the physical and 
physiological properties behind it. The model generates F0 contours in the logF 
domain. The logarithm of the fundamental frequency contour is modeled superposing 
the output of two second order critically damped filters and a constant base frequency. 
One filter is excited with deltas (phrase commands), and the other with pulses (accent 
commands). With the technique of Analysis-by-Synthesis a given F0 contour is 
decomposed into its constituents (phrase and accent commands) and estimate the 
magnitude timing of their underlying commands by deconvolution. Equation 1 
describes this relationship mathematically, 

ln ( ) ln ( ) { ( ) ( )}0 1 20
1 1

I J
F t F A G t T A G t T G t Tp pi i a a j a j ji j jb

i j
= + − + − − −

= =
 (1) 

Fb is the baseline value of fundamental frequency, I the number of phrase commands, 
J the number of accent commands, Api the magnitude of the ith phrase command, Aaj  
the amplitude of the jth accent command, T0i  the timing of the ith phrase command, T1j 
the onset of the jth accent command and T2j the end of the jth accent command. The 
output of the second order filters, described in equations 2 and 3, will provide the 
accent and phrase components of the pitch contour representation. 
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Gpi(t) represents the impulse response function of the phrase control mechanism  
and Gaj(t) the step response function of the accent control mechanism as shown in 
figure 1,  the natural angular frequency of the phrase control mechanism,  the 
natural angular frequency of the accent control mechanism and  the relative ceiling 
level of accent components. All the above parameters (timing of commands, their 
amplitudes as well as phrase and accent components) henceforth will be referred to as 
“Fujisaki-parameters”. For the analysis of our data we have selected a value for Fb 
equal to the corpus-mean value yielded in the analysis. Concerning the time constants 

 and  they were chosen equal to 1.7 and 20 respectively. Furthermore, the 
parameter  was set equal to 0.9.  

3   Methodology 

In this section the emotion classification framework of our endeavor will be 
described. It is consisted of the feature extraction and the classification stage. For the 
analysis of the proposed intonational features, experiments were conducted with the 
exploitation of two emotional speech databases. Both databases are composed of four 
emotions and a neutral session. 

3.1   Speech Data 

Initially, a Greek emotional speech (GrES) database [7] constructed in Wire 
Communication laboratory (WCL), was utilized. For the choice of the emotional 
states that were included in the database we have built upon the work of Oatley [8]. 
Therefore in our recordings we tried to capture the emotions of happiness, anger, 
sadness, fear plus a neutral session. A professional actress familiar with Radio 
Theater was employed for the enunciation of the text corpus. The thirty years old 
speaker had the standard Greek accent as spoken in Athens and has been a 
professional actress for almost ten years. To avoid the interference of a listener’s 
decision on the emotional contents due to semantically meaning, we attempted to 
construct semantically neutral sentences. The use of identical utterances spoken with 
different expressive content was designed to normalize out the effects of non-
expressive meaning in the utterances. The actress was asked to use her every day way 
of emotional expression and not an exaggerated theatrical approach. She was 
instructed to read all the utterances with one emotion then change it and start over 
again. In that way we assured that the speaker did not have to change emotion more 
than five times (expressing anger, joy, neutral, sadness, fear and neutral). 
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Secondly, a Danish emotional speech (DES) [9] corpus was employed; in this 
database the text corpus has been expressed with five basic emotional states, such as 
anger, happiness, neutral, sadness, and surprise by four speakers, two male and two 
female. 

3.2   Features and Datasets 

Appropriate acoustic feature selection is an important step in emotion recognition. In 
the proposed approach we have initially calculated eighteen basic acoustic features 
(Basic set) and secondly we have extracted features from Fujisaki’s model of 
intonation (Fujisaki set). The features that were extracted from both databases were 
such that they would not require prior segmentation of the speech data; thus, they 
could be obtained from raw speech data easily and would not need the inclusion of 
any phoneme recognizer in a real time application. 

Previous research in the field of emotion recognition has shown that emotional 
reactions are strongly related to the pitch and energy of the spoken message. For 
example, the pitch of speech associated with anger or happiness is always higher than 
that associated with sadness or fear, and the energy associated with anger is greater 
than that associated with fear. As in similar research, in this study we adopt pitch and 
energy features for the construction of our datasets. Thus, our basic set of features 
consists of, F0 values in the logF domain (logF0), the deltas of the pitch contour 
(dlogF0) extracted from speech, the first (F1) and second (F2) formant of the signal, 
the thirteen first Mel frequency cepstral coefficients (MFCCs) and the difference of 
energy (dEnrg) per frame. Pitch contour and formant frequency estimation was 
conducted with the utilization of Praat [10] software. A 256 sample window and 128 
sample frame shift was employed; pitch frequencies were assumed to be limited to the 
range of 60-320 Hz for both male and female data. The calculation of the thirteen 
MFCC parameters was carried out from [11]; a total of 40 filters and a 512 samples 
FFT size were applied for the calculation. 

On the other hand, Fujisaki’s set consists of four novel features derived from 
Fujisaki’s Analysis-by-Synthesis parameterization of pitch. The features extracted 
from Fujisaki’s model are the phrase component (PhrComp), the accent component 
(AccComp) per frame as well as the pitch resulted from Fujisaki’s synthesis 
(FujLogF0) and the deltas of the resulted pitch contour (dFujLogF0). We have used 
the FujLogF0  as well as the dFujLogF0  in order to take advantage of its smooth (no 
discontinuities) contour. With the application of Fujisaki’s model we tried to benefit 
from the fact that phrase commands are related to the slow varying component of 
intonation while the accent commands are related to fast changes. In that way, 
changes in prosody due to different emotional state could be exposed more 
straightforward. For Fujisaki’s parameters extraction we have utilized the freely 
available implementation of [12]. The datasets extracted from both databases contain 
only feature vectors corresponding to the voiced parts of the signal. 

3.3   Emotion Recognition Classification Stage 

The classification stage of our emotion recognition framework consists of two 
classifiers the C4.5 tree inducer and an implementation of instance base learning. 
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Both algorithms were acquired from the WEKA machine learning library [13] with a 
configuration resulted after a broad number of experiments with the resulted datasets. 
In the following subsections a brief description of the utilized machine learning 
algorithms is presented. 

3.3.1   C4.5 Algorithm 
In C4.5 [14], binary decision is carried out in the nodes of a decision tree producing a 
set of logical rules. Therefore, every path starting from the root of a decision tree and 
leading to a leaf represents a rule. The number of rules embodied to a given tree is 
equal to the number of its leaf nodes. The premise of each rule is the conjunction of 
the decisions leading from the root node, through the tree, to that leaf, and the 
conclusion of that rule is just the category that the leaf node belongs to.  

For the growth of C4.5 trees the basic algorithm used was a greedy method 
constructing the tree in top-down recursive divide and conquer manner. In C4.5, the 
procedure of pruning is performed. Pruning is a process that is not included in some 
of its antecedent, such as the ID3 tree [14]. Unlike the stop splitting strategy, pruning 
is performed when a tree is grown fully and all the leaf nodes have minimum 
impurity. C4.5 selects a working set of examples at random from the training data and 
the tree growing/pruning process is repeated several times to ensure that the most 
promising tree has been selected. In our implementation of the algorithm only pre-
prunning was applied and a confidence value of 25% was selected.  

3.3.2   Instance Based Learning Algorithm 
The Instance-Based (IBk) learning algorithm [15], represents the learned knowledge 
simply as a collection of training cases or instances. It is a form of supervised learning 
from instances; it keeps a full memory of training occurrences and classifies new 
cases using the most similar training instances. A new case is then classified by 
finding the instance with the highest similarity and using its class as prediction. 
Therefore, the IBk algorithm is characterized by a very low training effort. On the 
other hand, this leads to high storage demands caused by the need of keeping all 
training cases in memory. Furthermore, one has to compare new cases with all 
existing instances, which results in a high computation cost for classification. 

This algorithm uses a distance measure to predict, as the class of a test instance, the 
class of the first closest training instance that is found. The similarity function used 
for IBk for k instances is, 

( , ) ( , )
1

n
Similarity x y f x yi ii

= −
=

 (4) 

where the instances are described by n attributes. As regards numeric valued attributes 
the f function equals to, 

2( , ) ( )f x y x yi i i i= −  
(5) 

IBk is identical to the nearest neighbor algorithm except that it normalizes its 
attributes’ ranges, processes instances incrementally, and has a simple policy for 
tolerating missing values. Furthermore, IBk saves only misclassified instances and 
employs a “wait and see” evidence-gathering method to determine which of the saved 
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instances are expected to perform well during classification. The only limit to the 
complexity of this machine learning method is the limit on the ability to store 
instances. In our implementation of instance based learning, we adopted a number of 
5 neighbors (IB5) as it provided the best classification results. 

4   Evaluation 

In this section we examine and discuss the contribution of Fujisaki’s features to the 
task of emotion recognition. To increase the evaluation’s validity we applied two well 
established machine learning approaches on two emotional databases. As a result, 
four frameworks were built. The configuration of the training datasets and the 
corresponding machine learning algorithms applied are summarized in table 1. To 
evaluate the derived recognition models we have utilized the 10-fold cross validation 
[16] method. Recognition performance was measured with the F-measure metric per 
each emotion category. F-Measure is defined as the harmonic mean of precision and 
recall and is calculated as shown in equation 6, 

( )1 1
1 (1 - )F

P R
α α= +  (6) 

where  is a factor which determines the weighting of precision and recall. A value of 
=0,5 was adopted for our experiments. 

Table 1. Emotion Recognition Frameworks 

Database Emotions # Speakers # Features Set ML Method 
Basic 

Basic/Fujisaki 
C4.5 

Basic 
GrES 

5 Emotions  
(Anger, Fear, Joy, 
Neutral, Sadness) 

1 female 

Basic/Fujisaki 
IB5 

Basic 
Basic/Fujisaki 

C4.5 

Basic 
DES 

5 Emotions 
(Anger, Happiness, 
Neutral, Sadness, 

Surprise) 

2 male, 
2 female 

Basic/Fujisaki 
IB5 

4.1   Results 

In order to evaluate the performance of the models recognition, total accuracy was 
calculated and the results are presented in table 2. From table 2 it can be noted that 
total accuracy increases significantly with the addition of Fujisaki’s features for both 
databases with an average raise of 9.52%.  

4.1.1   GrES Framework Evaluation 
Due to the nature of the spoken data obtained from GrES database, the models trained 
with these datasets presented higher performance accuracy for all evaluation scenarios. 
This was expected since GrES database is considered as text and speaker dependent (it 
consists of the same text corpus across all emotions uttered by one speaker). 
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Table 2.  Emotion Recognition Models Total Accuracy 

Database ML Method Features Set Total Accuracy 
(%) 

Basic 73,85 
C4.5 

Basic/Fujisaki 82,87 
Basic 86,16 

GrES 
IB5 

Basic/Fujisaki 90.47 
Basic 50 

C4.5 
Basic/Fujisaki 66,01 

Basic 64,16 
DES 

IB5 
Basic/Fujisaki 72,93 

Figure 2 presents the F-Measure for GrES models of C4.5 and IB5 classification 
approaches; it shows that Fujisaki’s set of features improved the recognition of all 
emotion categories, especially those with a lower prior F-Measure score, such as 
happiness, sadness and surprise. We can claim that this was a result of the fact that 
such emotions are manifested with pitch contours resulted from intonational 
phenomena that are less sharp, thus more accurately represented from Fujisaki’s 
model.  
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Fig. 2. F-Measure for IB5 and C4.5 models trained with GrES datasets 

In figure 3 the difference in F-Measure values between the models trained with 
basic and basic+Fujisaki’s set of features is presented. High correlated emotion 
categories such as anger/joy and fear/sadness that share similar acoustical properties 
were more accurately predicted with the addition of Fujisaki’s feature set. Table 3 
contains information about the actual as well as predicted classifications performed by 
the GrES models. It reveals that employment of Fujisaki’s features resulted higher 
recognition accuracy for the neutral category. 



450 P. Zervas et al. 

0

2

4

6

8

10

12

14

16

anger fear joy neutral sadness

Emotion Categories

Pe
rf

or
m

an
ce

 E
nh

an
ce

m
en

t (
%

)
C4.5

IB5

 

Fig. 3. Enhancement of F-measure for GrES datasets with the Fujisaki’s set addition 

Furthermore, classification models imbued with Fujisaki’s features achieved better 
segregation of fear and sadness emotional states. In particular, recognition results of 
sadness category, that were achieved from models trained with the basic set of 
features, showed confusion with fear, joy and neutral category; on the contrary, 
inducing knowledge from Fujisaki’s intonational model to our classification models 
presented segregation of the misclassified categories, as shown in the confusion 
matrix of table 3. We have to note here that in table 3 (as well as table 4), columns 
contain the instances that were classified as that class while rows represent the actual 
instances that belong to that class. 

Table 3. GrES models confusion matrix for C4.5 and IB5 algorithms 

C4.5 IB5 

Basic anger fear joy neutral Sadness Basic anger fear joy neutral sadness 

anger 19496 45 1799 13 821 anger 21146 13 632 9 374 

Fear 40 13494 452 5298 2295 fear 12 17040 154 3332 1041 

Joy 1753 440 17984 142 2473 Joy 596 452 20483 117 1144 

neutral 10 5145 134 17869 1466 neutral 3 2757 34 21420 410 

sadness 861 2343 2458 1444 14280 sadness 357 1809 1128 1195 16897 

Basic + 
Fujisaki anger fear joy neutral sadness 

Basic + 
Fujisaki anger fear joy neutral sadness 

anger 20057 9 1724 0 384 anger 21634 3 420 1 116 

fear 5 16290 87 3694 1503 fear 3 18449 48 2450 629 

joy 1752 108 19177 5 1750 joy 634 104 21130 14 910 

neutral 1 3573 13 20570 467 neutral 0 2169 5 22293 157 

sadness 395 1521 1811 469 17190 sadness 230 1391 867 568 17631 

4.1.2   DES Framework Evaluation 
Following to GrES datasets evaluation, experiments with DES datasets were 
conducted. Figure 4 depicts the F-measure obtained from C4.5 and IB5 emotion 
 



 Employing Fujisaki’s Intonation Model Parameters for Emotion Recognition 451 

40

45

50

55

60

65

70

75

80

Emotion Categories

F-
M

ea
su

re
 (%

)

IB5 Basic 60,1 63,5 67,6 68,4 58,2

IB5 Basic+Fujisaki 67,9 70,8 78,1 76,9 68,2

C4.5 Basic 44,2 47,2 54,1 55,4 47,2

C4.5 Basic+Fujisaki 57,6 61,3 73,7 72,9 62,1

anger happiness neutral sadness surprise

 

Fig. 4. F-Measure for IB5 and C4.5 models trained with DES datasets 

recognition models that were extracted from the DES datasets. And in this case the 
reported results clarify the contribution of Fujisaki’s set of features to the task of 
emotion recognition since their inclusion outperformed the basic dataset models. 

Consecutively, figure 5 depicts the recognition improvement achieved for each 
emotion category for both classification algorithms. It is clearly shown that the 
classification of all emotion categories was enhanced with the addition of Fujisaki’s 
features. 
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Fig. 5. Enhancement of F-measure for DES datasets with the Fujisaki’s set addition 

Finally, table 4 presents the confusion matrices resulted from the experiments 
carried out with the DES database. It is shown that the classification of certain 
emotion categories with acoustical similarities, such as neutral/sadness, 
surprise/happiness, was improved. It worth’s mentioning that for DES models, neutral 
category had the highest F-Measure score for both classification algorithms.  

Results achieved with our system through the DES datasets were comparable to 
previously conducted research [17].  
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Table 4. DES models confusion matrix for C4.5 and IB5 algorithms 

C4.5 IB 5 

Basic anger happiness neutral sadness surprise Basic anger happiness neutral sadness surprise 

anger 1947 894 517 328 661 anger 2481 553 596 373 344 

happiness 898 3304 814 599 1310 happiness 569 4347 789 520 700 

neutral 524 829 3687 1166 576 neutral 250 373 5152 842 165 

sadness 372 610 1162 3294 507 sadness 137 259 1102 4302 145 

surprise 720 1434 657 561 2872 surprise 471 1240 813 598 3122 

Basic + 
Fujisaki 

anger happiness neutral sadness surprise 
Basic + 
Fujisaki 

anger happiness neutral sadness surprise 

anger 2508 674 386 300 479 anger 2887 544 359 300 257 

happiness 688 4272 480 390 1095 happiness 524 4974 451 413 563 

neutral 344 474 5044 583 337 neutral 216 251 5546 673 96 

sadness 284 393 641 4335 292 sadness 112 208 640 4895 90 

surprise 538 1196 361 342 3807 surprise 416 1141 429 504 3754 

5   Conclusion 

The purpose of this study was to present the contribution of features calculated from 
Fujisaki’s model of intonation for the task of emotion recognition from speech 
signals. All features were extracted from two emotional speech databases describing 
five basic emotional states each. Fujisaki’s features contribution was measured and 
evaluated by comparing them to a basic set of attributes, which have been previously 
employed for this task. Extracted datasets were utilized for training the C4.5 and IB5 
classification algorithms. The derived models evaluation revealed the effectiveness of 
Fujisaki’s features for the task of emotion recognition. Further research will focus to 
the extraction of new features from statistical properties of the phrase and accent 
components of Fujisaki’s model per utterance. 
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Abstract. In this paper, a two-class pattern recognition problem is
studied, namely the automatic detection of speech disorders such as vocal
fold paralysis and edema by processing the speech signal recorded from
patients affected by the aforementioned pathologies as well as speakers
unaffected by these pathologies. The data used were extracted from the
Massachusetts Eye and Ear Infirmary database of disordered speech. The
linear prediction coefficients are used as input to the pattern recognition
problem. Two techniques are developed. The first technique is an optimal
linear classifier design, while the second one is based on the dual-space
linear discriminant analysis. Two experiments were conducted in order
to assess the performance of the techniques developed namely the detec-
tion of vocal fold paralysis for male speakers and the detection of vocal
fold edema for female speakers. Receiver operating characteristic curves
are presented. Long-term mean feature vectors are proven very efficient
in detecting the voice disorders yielding a probability of detection that
may approach 100% for a probability of false alarm equal to 9.52%.

1 Introduction

Speech processing has proved to be an excellent tool for voice disorder detection.
Among the most interesting recent works are those concerned with Parkinson’s
Disease (PD), multiple sclerosis (MS) and other diseases which belong to a class
of neuro-degenerative diseases that affect patients speech, motor, and cognitive
capabilities [1, 2]. Such studies are based on the special characteristics of speech
for persons who exhibit disorders on voice and/ or speech. They aim at either
evaluating the performance of special treatments (i.e. LSVT [2, 3]) or develop-
ing accessibility in communication services for all persons [4]. Thus, it would
possibly be a matter of great significance to develop systems able to classify the
incoming voice samples into normal or pathological ones before other procedures
are further applied.

In this paper, we are concerned with vocal fold paralysis and vocal fold edema,
which are both associated with communication deficits that affect the perceptual
characteristics of pitch, loudness, quality, intonation, voice-voiceless contrast etc,
having similar symptoms with PD and other neuro-degenerative diseases [5]. In
either case, a two-class pattern recognition problem is essentially studied.

G. Antoniou et al. (Eds.): SETN 2006, LNAI 3955, pp. 454–464, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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Closely related previous works are the detection of vocal fold cancer [6],
where a Hidden Markov Model (HMM)-based classifier was employed and the
binary classification between normal subjects and subjects suffering from differ-
ent pathologies in [7], where Mel frequency cepstral coefficients and pitch were
used as features for classification that was performed by the linear discriminant
classifier, the nearest mean classifier, and classifiers based on Gaussian mixture
models or HMMs. Three parameters namely the number of discrimination, the
level of clustering, and the average clustering were assessed for disease discrim-
ination based on acoustic features in [8]. The performance of Fisher’s linear
classifier, the K-nearest neighbor classifier, and the nearest mean one for vocal
fold paralysis and vocal fold edema was assessed in [9]. An attempt is presented
to identify pathological disorders of the larynx such as vocal fold paralysis using
wavelet analysis and multilayer neural networks in [10]. The detection of certain
voice pathologies from the cepstral content of the mucosal wave that is recon-
structed by inverse filtering based on findings from the behavior of a 2 m vocal
cord model is discussed in [11].

In this paper, two techniques based on linear classifiers are developed. The
first one is a sample-based optimal linear classifier design, while the second
one is based on the dual-space linear discriminant analysis. The work presented
in this paper extends previously reported results in [9]. We are not interested
in the detection of pathological speech as in [7], but in the assessment of the
discriminatory capability of the aforementioned classifiers for detecting vocal
fold paralysis in male speakers and the detection of vocal fold edema in female
speakers. The pattern recognition experiments were conducted by employing
either frame-based 14th order linear prediction coefficients or their long-term
mean vectors for each speaker. Leave-one-out estimates of the probability of
false alarm and the probability of detection are derived and receiver operating
characteristic (ROC) curves are demonstrated.

The outline of the paper is as follows. Section 2 describes the design of sample-
based linear parametric classifiers. The design of dual space linear discriminant
classifiers is discussed in Section 3. The data-set used is presented in Section 4
along with the feature extraction. Experimental results are reported in Section 5
and conclusions are drawn in Section 6.

2 Sample-Based Linear Parametric Classifiers

We focus on a two-class pattern recognition problem. Let X denote a sample
(i.e. a feature vector). In this paper, linear parametric classifiers are studied
regardless of the pattern distributions and hence the decision rule is of the form

h(X) = V T X + v0

Ω1
<
>
Ω2

0, (1)
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where V is the classifier coefficient vector, v0 is the threshold, and Ωi, i = 1, 2
denote the two classes. The optimal linear classifier is of the form [12]:

V = [sΣ1 + (1− s)Σ2]
−1 (M2 −M1), (2)

where Σi is the covariance matrix of the samples that belong to class Ωi and Mi

is the corresponding mean vector. The optimal linear parametric classifier can
be designed using the iterative Algorithm 1.

Algorithm 1. Linear parametric classifier design

Step 1: Divide the available samples into two groups namely the design sample
set and the test sample set.

Step 2: Using the design samples, compute the sample mean M̂i and the sample
covariance matrix Σ̂i, i = 1, 2.

Step 3: Change s from 0 to 1.
Step 4: Calculate V for a given s by V = [sΣ̂1 + (1− s)Σ̂2]−1(M̂2 − M̂1).
Step 5: Using the coefficient vector V obtained in Step 4, compute y

(i)
j =

V T X
(i)
j , for i = 1, 2 and j = 1, 2, . . . , N , where X

(i)
j is the jth test sam-

ple in the class Ωi.
Step 6: The scalar values y

(1)
j and y

(2)
j that do not satisfy y

(1)
j < −v0 and

y
(2)
j > −v0 are counted as classification errors. Changing v0 from −∞ to

+∞ find v0 that yields the smallest classification error.
Step 7: Record the classification error determined in Step 6 and go to Step 3.

Algorithm 1 makes no assumption concerning the distributions of the feature
vectors X . It is known as holdout method and produces a pessimistic bias in
estimating the classification error. If Step 1 is omitted and the classifier is de-
signed using all the available samples and tested on the same samples in Step 5,
then the so called resubstitution method results. The latter method produces an
optimistic bias in estimating the classification errors. As the number of samples
increases towards∞, both the bias of the holdout method and that of the resub-
stitution method are reduced to zero. As far as the parameters are concerned,
we can get better estimates by using a larger number of samples. However, in
most cases, the number of the available samples is fixed.

3 Dual Space Linear Discriminant Analysis

A Dual Space Linear Discriminant Analysis algorithm was proposed for face
recognition in [13]. In contrast to the linear parametric classifier described in
Section 2, this algorithm is not restricted to a two-class problem.

Let the training set contain L classes and each class Ωi, i = 1, 2, . . . , L have ni

samples. Then the within class scatter matrix Sw and the between class scatter
matrix Sb are defined as

Sw =
L∑

i=1

∑
Xk∈Ωi

(Xk −Mi)(Xk −Mi)T (3)
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Sb =
L∑

i=1

ni(Mi −M)(Mi −M)T (4)

where M is the gross-mean of the whole training set and Mi, i = 1, 2, . . . , L are
the class centers for Ωi, i = 1, 2, . . . , L. The Dual Space Linear Discriminant
Analysis is summarized in Algorithm 2.

Algorithm 2. Dual space linear discriminant classifier design
At the design (training) stage:

Step 1: Compute Sw and Sb using the design set.
Step 2: Apply principal component analysis (PCA) to Sw and compute the

principal subspace F defined by the K eigenvectors V = [Φ1|Φ2|...|Φk] and
its complementary subspace F . Estimate the average eigenvalue ρ in F .

Step 3: All class centers are projected onto F and are normalized by the K
eigenvalues. Then Sb is transformed to

KP
b = Λ− 1

2 V T SbV Λ− 1
2 , (5)

where Λ = diag{λ1, λ2, . . . , λK} is the diagonal matrix of the K largest
eigenvalues that are associated with F . Apply PCA to KP

b and compute the
lP eigenvectors ΨP of KP

b with the largest eigenvalues. The lP discriminative
eigenvectors in F are defined as

WP = V Λ− 1
2 ΨP . (6)

Step 4: Project all the class centers to F and compute the reconstruction dif-
ference as

Ar = (I − V V T )A, (7)
where A = [M1|M2|...|ML] is a matrix whose columns are the class centers.
Ar is the projection of A onto F . In F , Sb is transformed to

KC
b = (I − V V T )Sb(I − V V T ). (8)

Compute the lC eigenvectors of KC
b with the largest eigenvalues ΨC . The lC

discriminative eigenvectors in F are defined as

WC = (I − V V T )ΨC . (9)

At the test stage:

Step 1: All class centers Mj, j = 1, 2, . . . , L as well as the test samples Xt are
projected to the discriminant vectors in F and F yielding

aP
j = WT

P Mj (10)

aC
j = WT

C Mj (11)

aP
t = WT

P Xt (12)
aC

t = WT
C Xt. (13)

Step 2: The test sample Xt is assigned to the class

j∗ = arg
L

min
j=1

{
‖aP

j − aP
t ‖2 +

1
ρ
‖aC

j − aC
t ‖2

}
. (14)
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4 Datasets and Feature Extraction

Due to the inherent differences of the speech production system for each gender,
it makes sense to deal with disordered speech detection for male and female
speakers separately. In the first experiment that concerns vocal fold paralysis
detection, the dataset contains recordings from 21 males aged 26 to 60 years
who were medically diagnosed as normals and 21 males aged 20 to 75 years who
were medically diagnosed with vocal fold paralysis. In the second experiment
that concerns vocal fold edema detection, 21 females aged 22 to 52 years who
were medically diagnosed as normals and 21 females aged 18 to 57 years who were
medically diagnosed with vocal fold edema served as subjects. The subjects might
suffer from other diseases too, such as hyperfunction, ventricular compression,
atrophy, teflon granuloma, etc. All subjects were assessed among other patients
and normals at the MEEI [14] in different periods between 1992 and 1994. Two
different kinds of recordings were made in each session: in the first recording
the patients were called to articulate the sustained vowel “Ah” (/a/) and in
the second one to read the “Rainbow Passage”. The former recordings are those
employed in the present work. The recordings made at a sampling rate of 25
KHz in the pathological case, while at a rate of 50 KHz in the normal case. In
the latter case, the sampling rate was reduced to 25 KHz by down-sampling. The
aforementioned datasets are the same used in [9]. However, in this work more
frames are considered per speaker utterance.

As in [9], 14 linear prediction coefficients were extracted for each speech frame
[15]. The speech frames have a duration of 20 ms. Neighboring frames do not
possess any overlap. Both the rectangular and the Hamming window are used
to extract the speech frames. In the first experiment, the sample set consists
of 4236 14-dimensional feature vectors (3171 samples from normal speech and
another 1065 samples from disordered speech) for male speakers. In the second
experiment, the sample set consists of 4199 14-dimensional feature vectors (3096
samples from normal speech and another 1103 samples from disordered speech
vectors) for female speakers.

Besides the frame-based feature vectors, the 14-dimensional mean feature vec-
tors for each speaker utterance are also calculated. By doing so, a dataset of 21
long-term feature vectors from males diagnosed as normal and another 21 long-
term feature vectors from males diagnosed with vocal fold paralysis is created
in the first experiment. Similarly, a dataset of 21 long-term feature vectors from
females diagnosed as normal and another 21 long-term feature vectors from
females diagnosed with vocal fold edema is collected in the second experiment.

5 Experimental Results

The assessment of the classifiers studied in the paper was done by estimating
the probability of false alarm and the probability of detection using the just
described feature vectors and the leave-one-out (LOO) method. The probability
of detection Pd is defined as
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Pd =
# correctly classified pathological samples

# pathological samples
(15)

and the probability of false alarm Pf is given by

Pf =
# normal samples misclassified as pathological ones

# normal samples
. (16)

where # stands for number. There is no difficulty in the application of the LOO
concept for long-term feature vectors. However, for frame-based feature vectors,
the LOO method that excludes just one feature vector associated to speaker S
leaves another NS−1 feature vectors of this speaker in the design set, where NS is
the number of feature vectors extracted from speaker S utterance. To guarantee
that the test set is comprised of totally unseen feature vectors (i.e. samples),
we apply the LOO method with respect to speakers and not the frame-based
samples. Then the test set is comprised by feature vectors of the same speaker
and a unique decision can be taken by assigning the test speaker to the class
where the majority of the test feature vectors is classified to.

5.1 Sample-Based Linear Parametric Classifier

It is worth noting that for the linear parametric classifier the aforementioned
probabilities of false alarm and detection are threshold-dependent. Accordingly,
a ROC curve can be derived by plotting the probability of detection versus the
probability of false alarm treating the threshold as an implicit parameter.

Vocal Fold Paralysis in Men

Frame-based feature vectors. Using the rectangular window and increments Δs =
0.01 Algorithm 1 yields the minimum total classification error 14.2857% for s =
0.19. The aforementioned classification error corresponds to a misclassification
of 1 out of 21 normal utterances and 5 out of 21 disordered speaker utterances.
The ROC curve is depicted in Figure 1a. Working in the same way with the
Hamming window, Algorithm 1 yields the minimum total classification error
for s = 0.4. However, in this case considerably more errors are committed in
recognizing the normal patterns. Figure 1b depicts the corresponding ROC curve.
By constraining the probability of false alarm at 10 %, the linear parametric
classifier yields a probability of detection slightly higher than that achieved by
the Fisher linear discriminant classifier [9].

Long-term feature vectors. If we design the classifier using the parameters derived
by the LOO method on the frame-based feature vectors in order to classify the
mean feature vectors per speaker, we obtain the ROC curve of Figure 1c, when
the rectangular window is used. We see that the two classes are now considerably
separable and we achieve a perfect classification for Pf ≈ 10% that corresponds
to 2 speakers. When the Hamming window is employed, the ROC curve plotted
in Figure 1d results.
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Vocal Fold Edema in Women

Frame-based feature vectors. Algorithm 1 yields the smallest total classification
error of 9.5238% for s = 0.92 that corresponds to misclassification of 4 disor-
dered speech utterances. Figure 2a depicts the ROC curve when the rectangular
window is used. By comparing the ROC curves plotted in Figures 1a and 2a
we notice that the classifier detects more efficiently vocal fold edema in women
than vocal fold paralysis in men. A much better performance is obtained when
the Hamming window replaces the rectangular one. The minimum classification
error is only 7.1429% for s = 0.84, corresponding to misclassification of one nor-
mal and two disordered speech utterances. Indeed, the ROC curve of Figure 2b
indicates a more accurate performance than that of Figure 2a. By constraining
the probability of false alarm at 10 %, the linear parametric classifier yields
a probability of detection 20% higher than that achieved by the Fisher linear
discriminant classifier [9].

Long-term feature vectors. By using the rectangular window we can achieve a
Pd = 100% for a misclassification of only one normal utterance, as can be seen in
Figure 2c. The corresponding ROC is plotted in Figure 2d, when the Hamming
window is used with the mean feature vectors.
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Fig. 1. Receiver operating characteristic curves of a linear parametric classifier designed
to detect vocal fold paralysis in men using: (a) frame-based features and the rectangular
window; (b) frame-based features and the Hamming window; (c) long-term feature vec-
tors and the rectangular window; (d) long-term feature vectors and the Hamming window
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Fig. 2. Receiver operating characteristic curves of a linear parametric classifier designed
to detect vocal fold edema in women using: (a) frame-based features and the rectangular
window; (b) frame-based features and the Hamming window; (c) long-term feature
vectors and the rectangular window; (d) long-term feature vectors and the Hamming
window.

From the ROC curves of Figure 2c and 2d, we notice that no false alarm can
by obtained at the expense of only one misclassified disordered speech utterance.
By allowing for 2 misclassifications of the normal utterances, we can obtain a
perfect detection of vocal fold edema.

Tables 1 and 2 summarize the performance of the parametric classifier when
frame-based features and long-term features are used, respectively.

Table 1. Performance of the parametric classifier for frame-based features (EN stands
for normal speech errors - i.e. false alarms and ED stands for disordered speech errors
- i.e. miss-detections)

Pathology Window EN Pf ED Pd

Paralysis Rectangular 1 4.761905% 5 76.1905%
Paralysis Hamming 1 4.761905% 5 76.1905%
Edema Rectangular 0 0% 4 80.952381%
Edema Hamming 1 4.761905% 2 90.47619%
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Table 2. Performance of the parametric classifier for long-term features (EN stands
for normal speech errors - i.e. false alarms and ED stands for disordered speech errors
- i.e. miss-detections)

Pathology Window EN Pf ED Pd

Paralysis Rectangular 0 0% 8 61.90476%
Paralysis Rectangular 2 9.52381% 0 100%
Paralysis Hamming 0 0% 6 71.4286%
Paralysis Hamming 3 14.2857% 0 100%
Edema Rectangular 0 0% 1 95.2381%
Edema Rectangular 1 4.761905% 0 100%
Edema Hamming 0 0% 1 95.2381%
Edema Hamming 2 9.52381% 0 100%

5.2 Dual Space Linear Discriminant Classifier

Before applying the dual space linear discriminant classifier (Algorithm 2) to
either frame-based or long-term feature vectors, we must note the following:

– We are interested in a two class problem, hence L = 2.
– Considering the ratio of the largest to the smallest eigenvalue of Sw in either

case, we found that it was of the order of 103 or larger. For this reason, we
shall consider as null subspaces the ones defined by eigenvectors associated
with eigenvalues that are ten times larger than the smallest eigenvalue at
most. Sw is a full rank matrix in any case. Thus, we obtain K = 12 and
hence the dimension of the null subspace of Sw is equal to 2.

– In our case, Sb is a rank 1 matrix. Therefore, lP , lC > 1 does not make any
sense and we choose that lP = lC = 1.

– The probabilities of detection and false alarm are not threshold-dependent.
Accordingly, the classifier operates at a single point and no ROC curve is
obtained.

Having clarified the above, we applied the dual space linear discriminant clas-
sifier to the detection of vocal fold paralysis in men and vocal fold edema in
women. The results are summarized in Tables 3 and 4.

Table 3. Dual space linear discriminant classifier applied to frame-based feature vectors
(EN stands for normal speech errors - i.e. false alarms and ED stands for disordered
speech errors - i.e. miss-detections)

Pathology Window EN Pf ED Pd

Paralysis Rectangular 1 4.761905% 7 66.6667%
Paralysis Hamming 2 9.52381% 8 61.90476%
Edema Rectangular 1 4.761905% 7 66.6667%
Edema Hamming 5 23.80952% 4 80.952381%
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Table 4. Dual space linear discriminant classifier applied to long-term feature vectors
((EN stands for normal speech errors - i.e. false alarms and ED stands for disordered
speech errors - i.e. miss-detections)

Pathology Window EN Pf ED Pd

Paralysis Rectangular 2 9.52381% 7 66.6667%
Paralysis Hamming 2 9.52381% 8 61.90476%
Edema Rectangular 1 4.761905% 4 80.952381%
Edema Hamming 4 19.04762% 4 80.952381%

From the cross-examination of either Tables 1 and 3 or Tables 2 and 4, we
conclude that the parametric classifier is more accurate than the dual space
linear discriminant classifier. For vocal fold paralysis, the use of the rectangular
window yields better results than the use of the Hamming window. The opposite
is true for vocal fold edema.

6 Conclusions

Two linear classifiers, namely the sample-based linear classifier and the dual
space linear discriminant classifier have been designed for vocal fold paralysis
detection in men and vocal fold edema detection in women. The experimental
results indicate that the sample-based linear classifier achieves better results
than the dual space linear discriminant classifier.
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Abstract. The selection of the winding material in power transformers is an 
important task, since it has significant impact on the transformer manufacturing 
cost. This winding material selection has to be checked in every transformer de-
sign, which means that for each design, there is a need to optimize the trans-
former twice and afterwards to select the most economical design. In this paper, 
an Artificial Neural Network (ANN) is proposed for the selection of the  
winding material in power transformers, which significantly contributes in the 
reduction of the effort needed in the transformer design. The proposed ANN ar-
chitecture provides 94.7% classification success rate on the test set. Conse-
quently, this method is very suitable for industrial use because of its accuracy 
and implementation speed. 

1   Introduction 

In today’s competitive market environment there is an urgent need for the transformer 
manufacturing industry to improve transformer efficiency and to reduce costs, since 
high quality, low cost products, and processes have become the key to survival in a 
global economy [1]. In addition, the variation in the cost of the materials has direct 
impact in the optimum transformer design. This work investigates the selection of the 
material of the transformer windings, which can be copper (CU) or aluminum (AL). 
Since CU and AL are stock exchange commodities, their prices can significantly 
change through time. Consequently, in some transformer designs, it is more economi-
cal to use CU windings instead of AL windings and vice versa. However, this has to 
be checked in every transformer design, optimizing the transformer twice and after-
wards selecting the most economical design. In this paper, an ANN technique is ap-
plied to power transformers for the selection of the winding material. The proposed 
method is very fast and effective, which makes it very efficient for industrial use. 

2   Optimum Transformer 

This section describes the method for the determination of the optimum transformer, 
namely the transformer that satisfies the technical specifications [2] and the customer 
needs with the minimum manufacturing cost. In the industrial environment consid-
ered, three-phase wound core power transformers are studied, whose magnetic circuit 
is of shell type. The optimum transformer is calculated with the help of a suitable 
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computer program, which uses 134 input parameters in order to make the transformer 
design as parametric as possible [3]. Among the acceptable solutions, the transformer 
with the minimum manufacturing cost is selected, which is the optimum transformer. 
It is important to note that some of these 134 input parameters have very strong im-
pact on the determination of the optimum transformer such as the unit cost (in €/kg) 
of the magnetic material and the type of the winding material (CU or AL). 

3   Proposed Methodology  

In this work, a fully connected three-layer feedforward ANN is trained in a supervised 
manner with the error back propagation algorithm [4]. This technique is applied to 
power transformers for the selection of the winding material, which is a classification 
problem [5] into two classes: CU or AL. In order to create the learning and test sets, 6 
power ratings (250, 400, 630, 800, 1000 and 1600 kVA) are considered. For each 
transformer, 9 categories of losses are taken into account, namely AA’, AB’, AC’, 
BA’, BB’, BC’, CA’, CB’, CC’, according to CENELEC [2]. For example, a 250 
KVA transformer with AC’ category of losses has 3250W of load losses and 425W of 
no load losses [2]. Five different unit costs (in €/kg) are considered for the CU and the 
AL winding. Based on the above, 6.9.5 = 270 transformer design optimizations with 
CU winding and 270 transformer design optimizations with AL winding are realized. 
In total, 6.9.52 = 1350 final optimum designs are collected and stored into databases. 
The databases are composed of sets of final optimum designs (FOD) and each FOD is 
composed of a collection of input/output pairs. The input pairs or attributes are the 
parameters affecting the selection of winding material. Thirteen attributes are selected 
based on extensive research and transformer designers’ experience (Table 1). The 
output pairs comprise the type of winding (CU or AL) that corresponds to each FOD. 
The learning set is composed of 675 FODs and the test set has 675 FODs (different 
than the FODs of the learning set).  

The number of neurons in the input layer is equal to the attributes, while the output 
layer comprises a single neuron, corresponding to the optimum winding material: CU 
or AL. We note that the input-output data are normalized by dividing the value of 
each attribute by its maximum value, contributing to the efficient ANN training [6].  

Table 1. Thirteen attributes have been selected based on extensive research and experience 

Symbol Attribute Name Symbol Attribute Name 
I1 CU unit cost (€/kg) I8 Guaranteed winding losses (W) 
I2 AL unit cost (€/kg) I9 I7/I8 
I3 I1/I2 I10 Rated power (kVA) 
I4 FE unit cost (€/kg) I11 Guaranteed short-circuit voltage (%) 
I5 I4/I1 I12 I7/I10 
I6 I4/I2 I13 I8/I10 
I7 Guaranteed FE losses (W)   
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4   Results and Discussion  

A wide range of different ANN architectures and training parameters were considered 
using the MATLAB ANN toolbox [7]. The number of hidden layers and the numbers 
of neurons in each hidden layer are parameters to be defined by trial and error. Never-
theless, it has been observed that in most applications, one hidden layer is sufficient 
[8]. In our method, one hidden layer is chosen. The number of the neurons in the 
hidden layer was varied from 7 to 39 (Fig. 1). After numerous experiments, the ANN 
with 13 hidden neurons was found to be sufficient for this work with favorable good 
results. In Fig. 1 we show the average accuracy (comes from ten different executions) 
of the learning and test set for each experiment. We note that the 13-13-1 topology 
(13 input neurons, 13 neurons in the hidden layer, and 1 neuron in the output layer) 
reaches the highest classification success rate on the test set, despite the fact that the 
learning set is not as good as the others.  

In addition, a wide range of different transfer functions and training functions are 
used, taken from MATLAB ANN toolbox [7]. Thus, the log-sigmoid transfer function 
is used, which may have any value between plus and minus infinity, and squashes the 
output into the range 0 to 1 (modeled as logsig in MATLAB). In addition, a network 
training function is used that updates weight and bias values according to the conju-
gate gradient backpropagation with Polak-Ribiere updates (modeled as traincgp in 
MATLAB [6]) [9]. This function is capable of training any network as long as its 
weight, net input, and transfer functions have derivative functions. We note that all 
the experiments use maximum numbers of epochs equal to 100. 

Based on the above, the optimal architecture for the proposed feedforward ANN 
[10] was reached after enough experimentation with various combinations structured 
as 13-13-1. In this case, the classification success rate on the learning set is 97.5% and 
94.7% on the test set. It should be noted that the percentage of the learning and test set 
resulted in the average of ten different executions of the algorithm. This result is im-
proved by 2.1% in comparison with the classification success rate obtained using 
decision trees [11]. 
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Fig. 1. Accuracy of each of the eight different topologies concerning the learning and test set 
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5   Conclusions 

In this work, a fully connected three-layer feedforward ANN was proposed in order to 
select the winding material in power transformers. The knowledge base was com-
posed of 1350 final optimum designs. Half of them composed the learning set and the 
rest the test set. Thirteen attributes were selected based on extensive research and 
transformer designers’ experience, and afterwards, were used as inputs in the ANN. 
The output pairs comprised the type of winding (CU or AL) that corresponds to each 
FOD. The performance of the ANN was found to be exceptional, which emerged this 
method as an important tool for classification. Specifically, the classification success 
rate on the learning set was 97.5% and 94.7% on the test set. The proposed method is 
very suitable for industrial use, because of its accuracy and implementation speed, 
since the ANN method eliminates the need to optimize the transformer twice. 
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Abstract. A multi-layered biomedical literature mining approach is presented 
aiming to the discovery of gene-gene correlations and the construction of re-
spective gene networks. Utilization of the Trie-memory data structure enables 
efficient manipulation of different gene nomenclatures. The whole approach is 
coupled with a texts (biomedical abstracts) classification method. Experimental 
validation and evaluation results show the rationality, efficiency and reliability 
of the approach. 

1   Introduction 

Automatic extraction of information from biomedical texts appears as a necessity 
considering the growing of the massive amounts of scientific literature (11 million 
abstracts in PubMed; www.pubmed.com). In addition, a serious problem is the variety 
and multiplicity of utilized biomedical terminologies for naming genes. The need to 
organize and utilize the various biomedical terminological resources seems inevitable 
[4], [5]. Towards this target we introduce a method for the efficient storage and re-
trieval of gene terms based on the Trie memory data-structure. The method copes 

Fig. 1. General Architecture of the MineBioText system 
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with different sets of gene terms, their free-text descriptions, and a stop-words dic-
tionary as well. Text-mining techniques are utilized in order to extract potential gene-
gene, and gene-disease correlations from input biomedical abstracts [3], [5], [7]. The 
Mutual Information Measure (MIM – an entropic metric) is utilized in order to esti-
mate the correlation strengths. The most informative correlations are inferred and 
respective gene-networks are formed and visualized. In addition, we introduce an 
approach for texts (abstracts) classification realized by a novel similarity matching 
scheme. The whole batch of techniques is implemented in the MineBioText system  
[1] – the system’s general architecture is shown in figure 1. 

2   Methodology 

Input and Trie data-structure. Initially a corpus biomedical literature, including gene 
terminology and descriptions is collected from Entrez, BioMart and the Gene Ontol-
ogy (www.geneontology.org). The respective terms are stored and retrieved by the 
Trie data structure [6] which, as shown in [2], is an efficient data structure used for 
frequent item-set mining. Concerning speed, memory requirements and sensitivity of 
parameters, Tries outperform hash-trees [4]. 

Mathematic Formulation. Assume A = {a1, … an} the finite set of abstracts ai ⊂ ,
ai = { i,1, … i,ki},  the potential set of words. If we denote the set of gene terms 
retrieved from HUGO, EMBL and GO as THUGO, TEMBL, and TGO, respectively then, 
we define Tx = THUGO ∪ TEMBL ∪ TGO. The set of all genes from Ensembl with the 
annotation of Ensembl IDs S = {s1, … sm}, the set of descriptions TD where, tD ∈ TD,
tD is the set of k words k, ∀tD ∈ TD, tD ⊂  where, tD = { i,d1, … i,di}, di = tdi and the 
stop-word list as L = {a dictionary set of English words} we may assert the following:
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Term Identification. Identification of gene terms is divided in two parts according 
to the source that the terms belong. First, terms’ localization is based on Sx and Tx and 
the combination of SD and TD. The corresponding relation indicates the occurence of a 
tD in more that one descriptions. An algorithmic process is devised and used for the 
assessment of gene terms’ weights (in figure 2; see also equation 3). 

Mutual Information Measure (MIM), a well known entropic metric [8], is used to 
quantify gene-gene correlations, based on the co-occurrence of the respective terms. 

Classification. We devised a novel texts (biomedical abstracts) classification ap-
proach based on supervised learning techniques. It is based on the computation of 
(gene) terms’ weights (equation 3) and a special texts classification scheme based on 
the formula in equation 41.

iAtrainVt (3)

2

2

1

121

max

strength

max

strength
weight

count

rankrank −××− (4)

3   Experimental Validation and Evaluation Results 

Validation. We applied the whole approach (using the MineBioText system [1]) on 
different sets of abstracts targeting different biomedical tasks and inquiries, e.g., 
“does gene-Ga correlates to gene-Gb?” or, “does gene-G correlates with disease-D?”
An indicative genes-genes / genes-diseases network is shown in figure 3. 

Fig. 3. A genes-genes/genes-diseases network; the network indicates an indirect relation be-
tween ‘Prostate’ and ‘Ovarian’ cancer via their correlations with gene ‘cxcr4’ – a real discov-
ery because in none of the input abstracts “ovarian” and “prostate” terms co-occur 

1 Rank1, rank2 are the ranks of the weight of  sx in the sorted lists of the strength values of  train 
files of domain1 and domain2. Count is the total number the significant values. (term) Weight 
is assigned in the algorithm of Fig3. max1, max2 are the maximum strength values (train), 
strength1 and strength2 is the sum of the weight values of co-occurrence of the term in the train 
files 1 and 2 respectively.
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Evaluation. Selecting the most-informative gene-terms (i.e., terms with high corre-
lations) we applied the presented texts-classification approach on the same indicative 
sets of abstracts. The task was to classify abstracts to pre-defined categories (i.e., 
abstracts referring to ‘breast cancer’, ‘colon cancer’, leukemia etc.; retrieved from 
PubMed). Prediction accuracy and AUC/ROC, on unseen (test) abstracts, results are 
summarized in tables 1 and 2 (abstracts’ specifics are also included). 

Table 1. The classified set of Abstracts  

Dataset Abstracts Gene Terms Train / Test Classified 
‘Breast’ cancer 9.278 4264 
‘Colon’ cancer 4.594 2036 

‘Leukemia’ cancer 13.218 
168.019 50% / 50% 

6358 

Table 2. The Classification Results 

Dataset Total Accuracy  AUC* 
Breast – Colon Cancer 93.0% 0.993 

Colon –Leukemia Cancer 97.5% 0.996 
Breast – Leukemia Cancer 90.0% 0.966 

Breast-Ovarian Cancer 98.5% 0.998 
Breast- Prostate Cancer 98.6% 1.000 
Ovarian-Prostate cancer 97.6% 1.000 

* AUC: Area Under Curve (ROC analysis assessment) 

4   Conclusions 

We presented an integrated biomedical literature mining methodology for the  
discovery of genes correlations accompanied and the construction of relative genes-
networks. The methodology utilizes special data-structures for the efficient manipula-
tion of biomedical terms, and the MIM entropic metric to assess correlation strengths. 
The methodology is coupled with a novel texts (abstracts) classification approach. It 
was validated on indicative biomedical tasks that reveal the rationality of the ap-
proach. Experimental texts-classification (prediction accuracy) results indicate the 
reliability of the methodology.  
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Greek Secretariat for Research & Technology), and INFOBIOMED (FP6/2002/IST-
507585) projects. 
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Abstract. Autonomy is a crucial property of an artificial agent. The type of 
representational structures and the role they play in the preservation of an 
agent’s autonomy are pointed out. A framework of self-organised Peircean 
semiotic processes is introduced and it is then used to demonstrate the 
emergence of grounded representational structures in agents interacting with 
their environment. 

1   Introduction 

There is an interesting interdependence between the three fundamental properties of 
interactivity, intentionality and autonomy, which are used to describe an agent. As it 
is suggested in [1], there is no function without autonomy, no intentionality without 
function and no meaning without intentionality. The circle closes by considering 
meaning (representational content) as a prerequisite for the maintenance of system’s 
autonomy during its interaction. Moreover, the notion of representation is central to 
almost all theories of cognition, therefore being directly and indirectly connected with 
fundamental problems in the design of artificial cognitive agents [2], at the pure 
cognitivistic framework as much as at the embodied and dynamic approaches. 
Although an embodied agent seems to be able to handle very simple tasks with only 
primitive stimulus-response actions, its cognitive capabilities cannot scale to tackle 
more complex phenomena. These and other problems are evidences that the use of 
representations, even in reflexive behaviors, becomes essential [3]. However, 
representations should not be generic, context-free and predetermined, but they 
should be an emergent product of the interaction between an agent and its 
environment [2]. 

Self-organised and embodied systems admit no functional usefulness to 
representations. Based on the abovementioned, the incorporation of a process to 
support the vehicle of the representation which carries internal information about an 
external state seems imperative. This process should give the interactive dimension to 
the self-organising system and furthermore, it should correspond to the embedded 
structure of emergent representations. Peircean semiosis [4] can be seen as the process 
which drives the system into meaningful interaction. In the proposed framework, 
intelligence is not considered as an extra module, but as an asset emerging from the 
agent’s functionality for interaction and the aim is the unification of the modality of 
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interaction, perception and action with the smallest possible number of 
representational primitives. In the present paper, there is an attempt to design a more 
generic architecture which will integrate aspects of self-organisation and embodiment 
with Peircean semiotics. There is in no way a demonstration of a totally autonomous 
system, but the introduced architecture overcomes the symbol-grounding problem, 
which is the fundamental obstacle for the frame problem, and by doing so, it 
introduces a type of representational structures that are integrated into the functional 
structure of the artificial agent. The proposed approach is in correspondence with 
contemporary works in AI, such as [5] and  [6]. 

2   Emergent Representations Via Self-organised Semiotic 
     Processes 

The basic structural element of the proposed framework is the semiotic component. A 
possible representation is to use a frame-like structure, and to let individual slots 
express the respective qualities (qualisigns) of the object they represent. For indexing 
and interpretation purposes, two more slots should be reserved to describe the unique 
id of the component and the type of data it holds. In the case of artificial 
environments, possible objects that can be represented in the agent’s knowledge base 
using semiotic components are entities: the individual visual elements that exist as 
geometries in the environment. The semiotic component should possibly contain their 
spatial properties (e.g. translation, rotation, bounding box size) and other custom 
qualities that better describe their nature. Semiotic components could also describe: 
relations, i.e. spatial (e.g. near), structural (e.g. part-of) or other relations between 
entities, situations, i.e. a collection of objects and relations between them that 
describes (part of) the environment and actions, i.e. preconditions (described as the 
initial situation), performance (series of motor commands) and effects (changes 
between initial and final situation). The slots can contain either crisp values or sets. In 
the latter case, the component describes not just one instance but a category 
(legisign).The abstract architecture rising from the interaction of a self-organised 
system with its environment based on Peircean semiotic processes is shown in Fig. 1. 
A detailed analysis of the architecture is given in [7]. 
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As a first step towards a computational methodology for implementing the 
proposed framework, an example has been set up, where agents are wandering around 
an environment and try to learn simple actions. Each agent has its own abilities 
concerning perception and action and initially it has no representational structures 
regarding possible actions. A perception mechanism, which is constantly being 
informed by the environment, creates the Immediate Objects (IO) as components that 
will drive the semiotic process. These are stored in the short term memory, which 
agents are constantly examining and comparing to their representational structure to 
try and detect any surprising phenomena, i.e. objects that they cannot categorize. In 
the implemented example, the semiotic components describe entities, spatial 
relations, situations and actions. The process of semiosis is initiated by an agents’s 
failure to categorize an observed situation. A completed semiosis consists of the three 
inferential procedures: abduction, deduction and induction, which drive the agent’s 
logical argumentation. 

The process of abduction begins with the observation and description of the nature 
of a surprising phenomenon on the basis of the anticipations of the agent. Hence, the 
interaction initiates from the dynamic object (DO), the environmental element of 
interaction. A representamen contains several IOs which in turn refer to several DOs. 
Which IO will eventually be actualized depends on the cognitive system’s 
anticipations. The decision made is determined by the highest similarity score. If it 
reaches below a certain threshold, the IO is treated as belonging to a new category 
and is stored in the representational structure. A new semiotic component is created 
that contains all differences between the IO and the category with the most similarity. 
In the second part of the abduction, an analogy between the surprising phenomenon 
and the agent’s anticipations is attempted, in order to indicate a possible direction of a 
hypothesis explaining the surprising phenomenon. The differences between an 
observed action a and a known category A can be found in both preconditions and 
effects of the action and may involve differences in quality values of the same entity, 
in the entities that take part in the action and in the relations between them. At the 
final part of the abduction a formulation of a possible explanation for the surprising 
phenomenon takes place. At this point the immediate interpretant (II) has been 
formed. In the end of the abductive phase, A’ is created as a copy of A to describe the 
revised category if the hypothesis were true. 

In the deductive phase the consequences of the formulated hypothesis are 
examined. In the first part, a possible direction of the consequences of the hypothesis 
is indicated based on the agent’s anticipations. In the second part, the formulation of 
the consequences of the hypothesis takes place. Hence, there will be some tests 
needed in order this core meaning to be temporarily stabilized into a dynamic 
interpretant (DI). This process is the most complicated one as the self-organised 
system will try to incorporate the new representational structure (II) in its functional 
organisation. In the example, during the deductive phase the effects of the hypothesis 
are applied to A’ based on a set of generalization and specialization rules. Both A and 
A’ are kept in memory and linked to each other as A’ is a descendant action of A. So, a 
surprising phenomenon will either create a new tree as a single node, or expand an 
existing tree by adding a descendant node to the most similar of its nodes. 

The, in a way, objective meaning, which results from the semantic and pragmatic 
processes, should be open to revision. In case of acceptance, the hypothesis can be 
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used to account for similar surprising phenomena in the future. Then, a new belief 
would be fixed and if such a hypothesis continues to persist through the agent’s 
interaction with the environment, it will grow to a habit (FI), where a representational 
structure coincides with the intentionality of the respective object. In the example, if 
the perceived context meets the preconditions of an action, and that action involves at 
least one entity of type ‘agent’, the agent’s behavior tries to imitate the action. If there 
is an anticipated change in the agent’s position, the agent actually changes its position 
in order to meet the changes in the action effects. Each action in memory is assigned a 
score, and, whenever it is observed in the environment or it is the most similar to an 
action observed in the environment, its score is increased and the score of all other 
nodes in the same category tree is decreased. The nodes whose score is below a 
certain threshold are deleted from memory. With this process the agent manages to 
test its hypotheses by trying them, and to reinforce the correct ones, leading to the 
restructuring of its representational structure. 

3   Conclusions and Future Work 

An example has been presented as an application of the proposed framework, where 
agents evolve their own representational structures regarding new actions by 
observing the environment and trying to interact with it. The structure of the Peircean 
semiotic processes overcome the symbol grounding problem as they are already 
grounded by their nature. The fact that a representamen mediates between the DO and 
its interpretant provides a Peircean semiotic process with an embodied structure, since 
now agent’s anticipations are grounded in agent-environment interaction. The authors 
plan to extend the analysis and implementation in more complex environments, where 
the representation of actions allow agents to anticipate long-term actions by 
embedding them seriously into time and enriching their degree of representational 
autonomy. 
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Abstract. There exist many approaches to agent-based conflict resolution which
adopts argumentation as their underlying conflict resolution machinery. In most
argumentation systems, the credibility of argument sources plays a minimal role.
This paper focuses on combining credibility of sources in a source sensitive ar-
gumentation.

1 Introduction

Recent applications of argumentation in multi-agent systems have drawn great inter-
est. Systems such as [1, 2, 3], provides formalisation to defeasible or non-monotonic
reasoning focusing on representation and interaction that exist between arguments.

We view argumentation as being (simultaneously) a process for information ex-
change, a process for conflict resolution and an approach to knowledge representa-
tion/reason. We believed that multi-agent argumentation should not focus on logical
“truth” but on convincing/persuading other agents of a particular view or position. As
such, how an individual is perceived in their community will effect the acceptance of
their arguments. In [4], we associated arguments with their sources providing a no-
tion of credibility. We have demonstrated that the defeat of arguments varies depending
on the perceived credibility of the participating agents. We will now demonstrate the
need for credibility in accrual[5, 6] argumentation. Accrual argumentation simply pre-
scribes that the combine attack of two or more arguments might defeat another argument
(say α) where attack of each individual argument may not be sufficient to defeat that α.

For example, let’s assume that Bill is a juvenile and has committed a crime. We pose
a question: “Should Bill be punished?”. Assuming that you are given the statements
below:

Tom: Bill has robbed someone, so he should be jailed.(α)
Tom: Bill has assaulted someone, so he should be jailed.(β)
Dick: Bill is a juvenile, therefore he should not go to jail.(γ)

Let’s assume that the individual arguments α and β are not strong enough to de-
feat argument γ and that the accrual of α and β provide sufficient strength to defeat
argument γ. Now let’s focus on Tom. If Tom was deemed credible then the previous
defeat holds. However, should Tom be discredited (Tom was discovered to be a liar),
then the combined strength of Tom’s arguments will be influence and hence might not
be sufficient to defeat Dick’s argument. Now, assume the following:

G. Antoniou et al. (Eds.): SETN 2006, LNAI 3955, pp. 478–481, 2006.
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Tom: Bill has robbed someone, so he should be jailed.
Harry: Bill has assaulted someone, so he should be jailed.
Dick: Bill is a juvenile, therefore he should not go to jail.

Given that the sources of arguments are different, we believe that the resulting com-
bined strength of the accrual arguments should differ from the previous example. Fur-
thermore, observe the following arguments

John: Bill has robbed someone, so he should be jailed.
Tom: Bill has robbed someone, so he should be jailed.
Dick: Bill has robbed someone, so he should be jailed.
Harry: Bill is a juvenile, therefore he should not go to jail.

In human argumentation, a set of logically identical arguments with different sup-
porters are stronger then an argument with only one supporter1. However, in most log-
ical and argumentation systems, a set of repeated arguments hold no additional weight
and is sometime explicitly disallowed. We argue that repeating arguments, if provided
from different sources, should be considered as distinct arguments and hence should
strengthen the logical claim. In these situations, there should exist an approach in com-
bining credibility, augmenting the strength of arguments hence influencing the defeat
relation. In this paper, we will provide such an approach.

In the next section, a brief formalisation of source sensitive argumentation system
for combining credibility and augmenting the strength of arguments is provided.

2 Formal Definition

In this section, we will provide a brief outline of source sensitive argumentation system.
Interested parties are directed to [4] for a more detailed formalisation.

For simplicity, we will take any finitely generated propositional language L with the
usual punctuation signs, and logical connectives. For any set of wffs S ⊆ L, CnL(S) =
{ α | S " α }.

Definition 1. (Well-founded Argument) An argument α is a triple 〈F, A, C〉 where
F, A and C denote the sets of facts, assumptions and conclusion respectively. An argu-
ment α is a well-founded argument iff it satisfies the following conditions:

– F , A, C ⊆ L
– F ∩A = ∅
– F ∪A " C
– Cn (F ∪A ∪ C) 
" ⊥

We will write Fα, Aα and Cα to respectively denote the facts, assumptions and con-
clusions associated with an argument α. A pair of well-founded arguments β and γ are
said to be in conflict iff Cn (Cβ ∪Cγ) " ⊥.

Definition 2. (Tagged Arguments) Given a set of unique identifiers I, we defineA as a
set of tagged arguments of the form 〈S, A〉 where

1 By supporter, we simply meant sources.
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– S ∈ I represents the tagged arguments’ source.
– A is a set of well-founded arguments.

We will write Sφ and Aφ to respectively denote the source and well-founded argument
associated with a tagged argument φ.

Definition 3. (Ordered additive group) An ordered additive group is a pair G = 〈V, +〉
where

– V is a totally ordered set of elements with the identity element 0, and the inverse of
the elements denoted with a prefix −.

– + is a binary addition operator on V satisfying commutative, associative and clo-
sure (i.e., applying the + operator to two elements of a V returns a value which is
itself a member of V .

For convenience, we will denote the inverse elements of V as negative elements and the
non-inverse elements as positive elements.

Definition 4. (Argument Strength) Given an argument is a well-founded argument α
and an ordered additive group G, we define the following functions:

– SF is a fstrength function if it maps all elements of Fα to positive elements in V .
– SA is a astrength function if it maps all elements of Aα to negative elements in V .

There exists many mapping for the functions SF and SA. We leave the details and what
constitute a rational mapping to the designer.

Definition 5. (Credibility Function) Given a set of unique identifiers I and an ordered
additive group G, we say C is a credibility function if it maps all values of I into V .

For simplicity, we have define it as a function that maps a set of unique identifiers into
a total ordered set V . However, one could define an arbitrary complex measure taking
into account of the context in which the argument is situated.

Definition 6. (Defeat) Given a set of tagged arguments A, the strength functions SF ,
SA and the credibility function C, a relation D ⊆ A×A is said to be a defeat relation
on A. We will write φDψ iff Aφ and Aψ are in conflict and SF (FAφ

) + SA(AAφ
) +

C(Sφ) > SF (FAψ
) + SA(AAψ

) + C(Sψ).

Definition 7. (Agent) Given a set of unique identifiers I and a set of tagged arguments
A, an agent is represented as 〈I, A, D, SF , SA, C〉 where

– I ∈ I.
– A ⊆ A s.t. ∀φ : φ ∈ A, if Sφ = I then φ ∈ A.
– D is a defeat relation.
– SF is a fstrength function such that SF (∅) = 0.
– SA is a astrength function such that SA(∅) = 0.
– C is a credibility function such that C(I) = 0. This represents the credibility

(higher values are better) of other agents in the system as evaluated by the agent.
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Definition 8. (Source Sensitive Argumentation System) A source sensitive argumenta-
tion system is defined as:

SAS = 〈Agt,A,G〉

where

– Agt is a set of agents.
– A is a set of tagged arguments.
– G is a totally ordered additive group.

3 Conclusion

In most argumentation systems, the source and combining sources of the argument
plays a minimal role. This paper illustrated that when dealing with accrual arguments,
the defeat relation should be sensitive to the relationship between the argument and
its source. We have provided an approach for combining credibility, augmenting the
strength of arguments and within a source sensitive argumentation system.

3.1 Future Works

We acknowledge that there exists room for improvements. We point to improvements
that can be made on mapping sources to credibility by augmenting the function to con-
sider context. We also like to point out that the current mapping may not be satisfactory
to some audience. Suggestion of generalising the mapping function via the use of semi-
ring structure, combining two orthogonal metric (one measuring strength of the argu-
ment, the other measuring the credibility) are currently under investigation. By using
this approach, we are able to relax the constraints placed on the ordering. We are also
in the position to provide a notion of graded defeat. This modification would provide a
method to infer the global credibility and defeat relation from any given set of agents.
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Abstract. This paper presents the main characteristics of Logic Models Creator 
(LMC). LMC is a new educational environment for young students to build and 
explore logic models in graphical form. LMC allows visual representation of 
logic models using IF/THEN/ELSE constructs. In this paper we provide an 
overview of LMC architecture and discuss briefly an example of use of LMC. 
As discussed, LMC users in the reported case study managed to achieve  
effective communication and task evaluation during exploration of problems 
involving decision making.  

1   Introduction 

Logic Models Creator (LMC) is a new learning environment which supports logic 
modeling activities for students of 11 to 16 years old. LMC is a derivative of the deci-
sion support component of an earlier modeling environment, ModelsCreator version 
2.0 (MCv2), originally built as a tool to be used for qualitative and semi-quantitative 
reasoning with real world concepts [1]. The original Decision Support component of 
ModelsCreator included a validation and model diagnosis module described in [2]. 
The limitations of that module have been tackled in LMC, as discussed more exten-
sively in [3]. The logic propositions that can be built and explored with LMC meet the 
requirements of many curriculum subject matters, like mathematics, science etc., 
permitting interdisciplinary use of the logic modeling activity. LMC puts great em-
phasis on visualization of the modeling entities, their properties and their relations. In 
fig. 1 an example of a model built using LMC is shown. On the left the hypothesis is 
visualized and on the right hand side the conclusion of the logical proposition. In this 
example the conditions are tested for helping somebody that has received an electric 
shock. 

An important aspect of LMC, as with the original MCv2, is its open character re-
garding the ability provided to the teachers to create new logical domains (i.e. new 
subject matters) as well as new primitive entities which are needed for the creation  
of the logic models.  

In the rest of this paper we present first the architecture and basic functionality of 
the LMC environment. We describe then an example of use of LMC by groups of 
young students and discuss the implications. 
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Fig. 1. A typical logic model: A solution to the “the electric shock” problem: IF FLOOR=WET 
AND SHOES=RUBBER AND STICK=PLASTIC, THEN MAN=SAFE 

2   The Logic Models Creator (LMC) Environment 

A typical LMC model to solve a given problem may be express according to the fol-
lowing syntax: 

Proposition = IF Construct THEN Construct  
                   | IF Construct THEN Construct ELSE Construct  
Construct = (Construct AND Construct)  
                   | (Construct OR Construct)  
                   | NOT(Construct)  
                   | Attribute=Value 

The system considers two basic user categories: (a) the students and (b) the teach-
ers, who interact with the visual environment in order to accomplish specific tasks. 
While the main task of the students is to build and check the correctness of their logi-
cal models the main task of the teachers is to create new logical domains and define 
the reference models, i.e. valid expressions for a given problem.   

An important aspect of LMC is its open character regarding the ability provided to 
the teachers of creating new logical domains (i.e. new subject matters) as well as new 
primitive entities which are needed for the creation of the logical models. Each logical 
domain represents one or more logical problems which describes decision making 
concepts that the students must explore. For each logical problem the teacher can 
create entities which describe textually and visually the concepts included in the prob-
lem domain (e.g. the stick, the floor, etc.). Each entity may include a set of a attributes 
which describe specific characteristics of the entity. Furthermore to each attribute of 
an entity can be assigned one more possible values. These values belong to a set 
which is defined in the creation phase of an entity. Figure 2 depicts the main domain 
entities that define a logical problem. 
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Fig. 2. Representation Scheme of Logical Models 

In the frame of a specific domain a teacher can define more than one Reference 
Models against which the students models will be subsequently tested. We consider 
these as models which describe alternative correct solutions to a given logical prob-
lem. The Reference Model should not violate rules related with the syntax of logical 
propositions of LMC. The knowledge representation used for expressing the Refer-
ence Model has been a matter of discussion during development of LMC and the 
previous environment MC. As discussed in [3], a first attempt was to express the 
Reference Model through logical propositions, however this approach produced rigid 
logical models. An alternative proposed here is to use Truth Tables for representation 
of the Reference Model. 

So for each Reference Model in LMC a teacher must complete a Truth Table 
which contains all the combinations of different events that exists in the Reference 
Model. If the hypothesis graph connects a set of {G1,…,G } events of different attrib-
utes and each attribute can take values from a set {G11,...,G1 ) than the whole set of 
different states in which the hypothesis graph can be found is the Cartesian product  
Gif ={G1  x G2  x …G }. 

In a similar way we can define the decision part of the statement. If it connects a 
set of {1,..., } events of different attributes then we add to the truth table  columns 
which will be associated with values by the teacher. These values of the attributes in 
the decision graph depend on the values of the attributes of the hypothesis graph. 

We consider that a logical problem consists of a set of correct logical models  
L L={l1,...,l }.  The purpose of the system is to support the student with appropriate 
feedback in order to build a model that is equal to a correct logical model in the 
knowledge base of the active logical domain. To attain this aim, the system creates 
and displays messages using a relevance factor.  

In the case that the student model is equal to a model in set L a message is pro-
duced in order to inform the student about the correctness of his model. In any other 
case the system has diagnosed that the student model has no equal model in set L, it 
sttempts to find a model in set L which is similar to the students model. With the aim 
of achieving this goal, the validation module scores each model in set L in relation to 
the student model.  

The logical model with the highest score is defined as the closest logical model to 
the developed student model. The validation module of LMC checks the level of 
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similarity at (a) the Entities level (b) the Attributes level (c) the Attributes values level 
and (d) the Relations level and provides the student with appropriate feedback mes-
sages in order to support and scaffold the modelling process. 

3   LMC in Use: Some First Findings and Conclusions 

In a case study that had as the main objective to validate the use of this environment 
by typical users, a pair of two 11-year old students were asked to explore a logical 
model under the supervision of their teacher. The model is based on a scenario of a 
dog that is in conduct with a live wire and received an electric shock. The children 
were asked to investigate the conditions under which they could safely rescue the dog. 
The mode includes attributes like Material of the stick to touch the dog, Material of 
the shoes of the child, Material and condition of the floor (see figure 1). The teacher 
asked the students to investigate various alternatives and to check the validity of the 
model. The session that lasted one hour was recorded and subsequently analyzed 
using a dialogue annotation scheme. An extract of the dialogue follows: 

Instructor: Well, let’s try the iron stick. 
Student : OK, I select iron. 
Student B: The iron is the worst choice! 
Student : Hmm, you are right; the iron is the worst...  

An interesting finding of the study was that the two children were engaged in dia-
logue with the LMC environment and discussed their own experiences related to the 
subject domain. They investigated for instance the conducting capability of materials 
like plastic and rubber in relation to the shoes and inferred that plastic is insulating 
material, as in cables of household electric appliances. One of the children recalled 
that her grandmother received a strong shock when she touched a bare live cable. The 
messages received by LMC were considered relevant and supported the specific task. 

The children seemed to trust the software environment when they engaged in dia-
logue with it and expressed their wish to further interact with models of this nature in 
other subject domains. Despite the fact that the children of this age group were lack-
ing strong conceptual models of the domain, they managed to reason about it with the 
support of LMC. 

References 

1. Fidas, C., Komis, V., Avouris, N., Dimitracopoulou, A.: Collaborative Problem Solving 
using an Open Modelling Environment. In G. Stahl (ed.), Proc. CSCL 2002, Boulder, Colo-
rado, USA, Lawrence Erlbaum Associates, Inc., (2002) 654-655.  

2. Partsakoulakis I., Vouros G.. Helping Young Students Reach Valid Decisions Through 
Model Checking. Proc. 3td ETPE Conf., pp. 669-678, Rhodes, Greece, 2002. 

3. Fidas C., Avouris N., Komis V., Politis P., On supporting young students in visual logic 
modeling, Proc. 3rd IFIP Conference on Artificial Intelligence Applications & Innovations 
(AIAI) 2006, Athens, June 2006. 



G. Antoniou et al. (Eds.): SETN 2006, LNAI 3955, pp. 486 – 489, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

Bridging Ontology Evolution and Belief Change 

Giorgos Flouris and Dimitris Plexousakis 

Institute of Computer Science, FO.R.T.H.,  
P.O. Box 1385, GR 71110, Heraklion, Greece 

{fgeo, dp}@ics.forth.gr 

Abstract. One of the crucial tasks towards the realization of the Semantic Web 
vision is the efficient encoding of human knowledge in ontologies. The proper 
maintenance of these, usually large, structures and, in particular, their adapta-
tion to new knowledge (ontology evolution) is one of the most challenging 
problems in current Semantic Web research. In this paper, we uncover a certain 
gap in current ontology evolution approaches and propose a novel research path 
based on belief change. We present some ideas in this direction and argue that 
our approach introduces an interesting new dimension to the problem that is 
likely to find important applications in the future. 

1   Introduction 

Originally introduced by Aristotle, ontologies are often viewed as the key means 
through which the vision of the Semantic Web can be realized [1]. One of the most 
important ontology-related problems is how to modify an ontology in response to a 
certain change in the domain or its conceptualization (ontology evolution) [6]. 

There are several cases where ontology evolution is applicable [6]. An ontology, 
just like any structure holding information, may need to change simply because of a 
change in the domain of interest. In other cases, we may need to change the perspec-
tive under which the domain is viewed, incorporate additional functionality to the  
ontology according to a change in users’ needs, or otherwise improve our conceptu-
alization of the domain. 

In this paper, we argue that the currently used ontology evolution model has sev-
eral weaknesses and present an abstract proposition for a future research direction that 
will hopefully resolve such weaknesses, based on the related field of belief change 
[4]. Due to space limitations, only part of our proposition will be presented; the inter-
ested reader is referred to the full version of this paper for further details [2]. 

2   Ontology Evolution: Discussion on Current Research Direction 

Ontology evolution tools have reached a high level of sophistication; the current state 
of the art can be found in [6]. While some of these tools are simple ontology editors, 
others provide more specialized features to the user, like the support for evolution 
strategies, collaborative edits, change propagation, transactional properties, intuitive 
graphical interfaces, undo/redo capabilities etc. 
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Despite these nice features, the field of ontology evolution is characterized by the 
lack of adequate formalizations for the various processes involved. Most of the avail-
able tools attempt to emulate human behavior, using certain heuristics which are 
heavily based on the expertise of their developers. They are not theoretically founded 
and their formal properties remain unspecified; moreover, they require varying levels 
of human intervention to work. In short, current work on ontology evolution resorts to 
ontology editors or other, more specialized tools whose aim is to help users perform 
the change(s) manually rather than performing the change(s) automatically. 

We believe that it is not practical to rely on humans in domains where changes oc-
cur often, or where it is difficult, impossible or undesirable for ontology engineers to 
handle the change themselves (autonomous robots or agents, time-critical applications 
etc). This is true because manual ontology evolution is a difficult task, even for spe-
cialized experts. Human supervision should be highly welcome and encouraged 
whenever possible, but the system should be able to work decently even without it. 

In current approaches, a change request is an explicit statement of the modifica-
tion(s) to be performed upon the ontology; these are determined by the knowledge 
engineer in response to a more abstract need (e.g., an observation). Thus, current sys-
tems do not determine the actual changes to be made upon the ontology, but rely on 
the user to determine them and feed them to the system for implementation. This way, 
whenever the ontology engineer is faced with a new fact (observation), he decides on 
his alternatives and selects the best one for implementation by the system. This deci-
sion is based on his expertise on the subject, not on a formal, step-by-step, exhaustive 
method of evaluation. However, an automatic ontology evolution algorithm should be 
able to track down all the alternative ways to address a given change, as well as to de-
cide on the best of these alternatives; the resolution of such issues requires a more 
formal approach to the problem of ontology evolution. 

3   Belief Change and Ontology Evolution 

Our key idea towards resolving these deficiencies is to exploit the extensive research 
that has been performed in the field of belief change. Belief change deals with the ad-
aptation of a Knowledge Base (KB) to new information [4]. Viewing ontology evolu-
tion as a special case of the problem of belief change motivates us to apply results and 
ideas developed by the belief change community to ontology evolution.  

We believe that our approach allows us to kill several birds with one stone. The 
mature field of belief change will provide the necessary formalizations that can be 
used by the yet immature ontology evolution field. Belief change has always dealt 
with the automatic adaptation of a KB to new knowledge, without human participa-
tion; the ideas and algorithms developed towards this aim will prove helpful in our ef-
fort to loosen up the dependency of the ontology evolution process on the knowledge 
engineer. Finally, previous work on belief change can protect us from potential pit-
falls, prevent “reinventing the wheel” for problems whose counterparts have already 
been addressed in the rich belief change literature and serve as an inspiration for de-
veloping solutions to similar problems faced by ontology evolution researchers. 

Unfortunately, a direct application of belief change theories to ontologies is gener-
ally not possible, because such theories focus on classical logic, using assumptions 
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that fail for most ontology representation formalisms. Despite that, the intuitions be-
hind such theories are usually independent of the underlying logic. In the sequel, we 
briefly revisit some of the most important concepts that have been considered in the 
belief change literature, in order to demonstrate the main tradeoffs and issues in-
volved in their migration to the ontological context. Unfortunately, space limitations 
only allow a brief outline of these issues; for more details refer to [2]. 

• Foundational and Coherence Models: Under the foundational model, there is a 
clear distinction between knowledge stored explicitly (which can be changed di-
rectly) and implicit knowledge (which cannot be changed, but is indirectly affected 
by changes in the explicit one). Under the coherence model, both explicit and im-
plicit knowledge may be directly modified by the ontology evolution (or belief 
change) algorithm unambiguously. There are arguments in favor of both models in 
the belief change literature [5], which are also applicable in the ontological context. 

• Modifications and Facts: The system could either be fed with the facts that initi-
ated the change (observations, experiments, etc) or with the modifications that 
should be made in response to these facts. The former approach (“fact-centered”) is 
commonly employed in belief change; the latter (“modification-centered”) is more 
common in ontology evolution. We believe that the “fact-centered” approach is su-
perior, because it adds an extra layer of abstraction, allowing the ontology engineer 
to deal with high-level facts only, leaving the low-level modifications that should 
be performed upon the ontology in response to these facts to be determined by the 
system. Moreover, this is the only approach that could lead to automatic determina-
tion of changes [2]. Finally, it allows the description of any type of change using 4 
operations only (revision, contraction, update, erasure [2], [8]). 

• Primacy of New Information: The common attitude towards the new information 
is that it should be accepted unconditionally. However, the distributed and chaotic 
nature of the Semantic Web implies that data in ontology evolution may originate 
from unreliable or untrustworthy sources. Thus, it might make sense to apply ideas 
from non-prioritized belief change [7], where the new information may be partially 
or totally rejected. 

• Consistency: It is generally acknowledged that the result of an ontology evolution 
(and belief change) operation should be a consistent ontology (KB). Unfortunately 
though, in the ontological context, the term “consistent” has been used (others 
would say abused) to denote several different things. In the full version of this pa-
per [2], we identify the different types of “consistency” that have appeared in the 
literature and determine those that are interesting in the ontology evolution context. 

• Principle of Minimal Change: Whenever a change is required, the resulting 
knowledge should be as “close” as possible to the original knowledge, being  
subject to minimal “loss of information”. The terms “closeness” and “loss of in-
formation” have no single interpretation in the belief change literature, each differ-
ent interpretation resulting to a different belief change algorithm. However, the 
considerations that have appeared in the belief change context can generally be mi-
grated to the ontology evolution context. For more details on this issue, refer to [2]. 

The above considerations form only a partial list of the issues that have been dis-
cussed in the belief change literature. This analysis did not intend at providing spe-
cific solutions for the ontology evolution problem, but at showing that the choice of 
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the change(s) to be made in response to some new information is a complex and mul-
tifaceted issue and that several considerations need to be taken into account before de-
termining the proper modifications to be made; this is true for any type of knowledge 
change, including ontology evolution. Unfortunately, in the ontology evolution litera-
ture, most of these issues are dealt with implicitly, if at all, with no formal or informal 
justification of the various choices and without considering the different alternatives. 

4   Conclusion and Future Work 

We introduced an alternative approach to ontology evolution, based on a view of the 
problem as a special case of the more general and extensively studied problem of be-
lief change [4]. This way, most of the techniques, ideas, algorithms and intuitions ex-
pressed in the belief change field can be migrated to the ontology evolution context. 
Our approach is described in detail in the full version of this paper [2]. 

We argued that this approach will lead to several formal results related to ontology 
evolution and resolve several weaknesses of the currently used model. Our study did 
not provide any concrete solutions to the problem; our goal was to provide the foun-
dations upon which deeper results (like [3]) can be based, thus paving the road for the 
development of effective solutions to the ontology evolution problem. 

This paper only scratched the surface of the relation between ontology evolution 
and belief change. Much more work needs to be done on this issue, both in theoretical 
and in practical grounds, by attempting the application of specific belief change algo-
rithms, results or theories in the context of ontology evolution. 
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Abstract. In this paper, we propose a novel holistic methodology for keyword 
search in historical typewritten documents combining synthetic data and user's 
feedback. The holistic approach treats the word as a single entity and entails the 
recognition of the whole word rather than of individual characters. Our aim is to 
search for keywords typed by the user in a large collection of digitized typewrit-
ten historical documents. The proposed method is based on: (i) creation of syn-
thetic image words; (ii) word segmentation using dynamic parameters; (iii)  
efficient hybrid feature extraction for each image word and (iv) a retrieval pro-
cedure that is optimized by user's feedback. Experimental results prove the effi-
ciency of the proposed approach. 

1   Introduction 

A robust indexing of historical typewritten documents is essential for quick and effi-
cient content exploitation of the valuable historical collections. In this paper, we deal 
with historical typewritten Greek documents that date since the period of Renaissance 
and Enlightenment (1471-1821) and are considered among the first Greek typewritten 
historical documents. Nevertheless, the proposed methodology is generic having the 
potential to be applied to other than Greek historical typewritten documents.  

Traditional approaches in document indexing usually involve an OCR step [3]. In 
the case of typewritten historical documents OCR, several factors affect the final 
performance like low paper quality, paper positioning variations (skew, translations, 
etc), low print contrast, typesetting imperfections. Usually, typewritten OCR systems 
involve a character segmentation step followed by a recognition step using pattern 
classification algorithms. Due to document degradations, OCR systems often fail to 
support a correct segmentation of the typewritten historical documents into individual 
characters [1]. In literature, two general approaches can be identified: the segmenta-
tion approach and the holistic or segmentation-free approach. The segmentation  
approach requires that each word has to be segmented into characters while the holis-
tic approach entails the recognition of the whole word. In the segmentation approach, 
the crucial step is to split a scanned bitmap image of a document into individual  
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characters [4]. A holistic approach is followed in [2][5][6][8][11] where line and word 
segmentation is used for creating an index based on word matching. 

In the case of historical documents, Manmatha and Croft [7] presented a holistic 
method for word spotting wherein matching was based on the comparison of entire 
words rather than individual characters. In this method, an off-line grouping of words 
in a historical document and the manual characterization of each group by the ASCII 
equivalence of the corresponding words are required. The volume of the processed 
material was limited to a few pages. This process can become very tedious for large 
collections of documents. 

Typing all unique words as well as constructing an index is an almost impossible 
task for large document collections. To eliminate this tedious process, we propose a 
novel holistic method for keyword-guided word spotting which is based on: (i) crea-
tion of synthetic image words; (ii) word segmentation using dynamic parameters; (iii) 
efficient feature extraction for each image word and (iv) a retrieval procedure that is 
improved by user's feedback. The synthetic keyword image is used as the query image 
for the retrieval of all relevant words, initializing in this way, the word spotting pro-
cedure. The retrieval accuracy is further improved by the user's feedback. Combina-
tion of synthetic data creation and user's feedback leads to satisfactory results in terms 
of precision and recall. 

2   Synthetic Data Creation 

Synthetic data creation concerns the synthesis of the keyword images from their 
ASCII equivalences. Prior to the synthesis of the keyword image, the user selects one 
example image template for each character. This selection is performed “once-for-all” 
and can be used for entire books or collections. During manual character marking, 
adjustment of the baseline for each character image template is applied in order to 
minimize alignment problems.   

3   Word Segmentation 

The process involves the segmentation of the document images into words.  This is 
accomplished with the use of the Run Length Smoothing Algorithm (RLSA) [10] by 
using dynamic parameters which depend on the average character height. In the pro-
posed method, the horizontal length threshold is experimentally defined as 50% of the 
average character height while the vertical length threshold is experimentally defined 
as 10% of the average character height. The application of RLSA results in a binary 
image where characters of the same word become connected to a single connected 
component. In the sequel, a connected component analysis is applied using constraints 
which express the minimum expected word length. This will enable us to reject stop-
words and therefore eliminating undesired word segmentation. More specifically, the 
minimum expected word length has been experimentally defined to be twice the aver-
age character height. 
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4   Feature Extraction 

The feature extraction phase consists of two distinct steps; (i) normalization and (ii) 
hybrid feature extraction. For the normalization of the segmented words we use a 
bounding box with user-defined dimensions. For the word matching, feature extrac-
tion from the word images is required. Several features and methods have been pro-
posed based on strokes, contour analysis, zones, projections etc. [2][3][9]. In our 
approach, we employ two types of features in a hybrid fashion. The first one, which is 
based on [3], divides the word image into a set of zones and calculates the density of 
the character pixels in each zone. The second type of features is based on the work in 
[9], where we calculate the area that is formed from the projections of the upper and 
lower profile of the word.   

5   Word Image Retrieval 

The process of word matching involves the comparison/matching between the query 
word (a synthetic keyword image) and all the indexed segmented words.  Ranking of 
the comparison results is based on L1 distance metric.  Since the initial results are 
based on the comparison of the synthetic keyword with all the detected words, these 
results might not present high accuracy because a synthetic keyword cannot a priori 
perform a perfect match with a real word image. Motivated by this, we propose a user 
intervention where the user selects as query the correct results from the list produced 
after the initial word matching process. Then, a new matching process is initiated. The 
critical impact of the user’s feedback in the word spotting process lies upon the transi-
tion from synthetic to real data. Furthermore, in our approach user interaction is  
supported by a simplified and user friendly graphical interface that makes the word 
selection procedure an easy task.  

6   Experimental Results 

For the evaluation of the performance of the proposed method for keyword guided 
word spotting in historical typewritten documents, we used the following methodol-
ogy. We created a ground truth set by manually marking certain keywords on a subset 
of the available document collection. The performance evaluation method used is 
based on counting the number of matches between the words detected by the algo-
rithm and the marked words in the ground truth. For the experiments we used a sam-
ple of 100 image document pages. The total number of words detected is 27,702. The 
overall system performance given in Fig. 1 shows the average recall vs. average pre-
cision curves in the case of single features as well as in the case of the proposed  
hybrid scheme. In Fig. 1 we demonstrate the improvement achieved due to user’s 
feedback mechanism. It is also clearly illustrated that the hybrid scheme outperforms 
the single feature approaches. 
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Abstract. Image fingerprinting systems aim to extract unique and robust image
descriptors (in analogy to human fingerprints). They search for images that are
not only perceptually similar but replicas of an image generated through mild im-
age processing operations. In this paper, we examine the use of color descriptors
based on a 24-color quantized palette for image fingerprinting. Comparisons are
provided between different similarity measures methods as well as regarding the
use of color-only and spatial chromatic histograms.

1 Introduction

Image fingerprinting (or perceptual hashing) refers to the extraction of a unique descrip-
tion of an image that would be resilient to transformations, in an analogous manner to
human fingerprints. Detecting transformed versions of images could be used to fight
piracy of such material.

Image fingerprinting differs from image watermarking in the sense that watermark-
ing involves embedding information into the image, whereas fingerprinting, as defined
here, involves descriptors extracted from the image content. Fingerprinting can be used
to search for those copies of an image that have already been circulating in the internet
with no watermarks embedded on them.

In order for such a system to be successful, it has to be robust against a number of
frequent attacks, have good discriminating ability to avoid the retrieval of false alarms,
provide efficient storage of extracted image descriptors that would be used for image
matching and an efficient search mechanism that would compare the image description
of the query image to those in a database of image descriptors. A number of approaches
[1], [2], [3] have been presented in the literature.

In this paper, we examine the use of color-based descriptors for an image finger-
printing system and its robustness to most common attacks. We demonstrate the effect
of various color descriptors including color-only and color-spatial information, reduced
number of colors, and different types of histogram-similarity measures.

2 Color-Based Fingerprint Extraction

The fingerprint extraction procedure involves the quantization of the image colors and
the calculation of color histograms based on the resulting colors. We used a quantiza-
tion method based on a pre-defined color palette known as the Gretag Macbeth Color
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Checker, which was designed to match human perception of colors. The Macbeth chart
is a standard used to test color reproduction systems and it consists of 24 colors, sci-
entifically prepared to represent a variety of different naturally occurring colors. The
procedure for the generation of the color chart is reported in [4]. We created a color
palette based on the Macbeth xyY values found in [5] in Table G.10.

Color histograms have been used extensively in CBIR systems due to the simplicity
of their calculation and their robustness to common image transformations. Many types
of histograms exist in the literature falling mainly into two categories: those based only
on the quantized colors and those incorporating information on the spatial color distri-
bution. We examined the use of both kinds of color histograms. The first one was the
normalized color-only histogram, providing probability of the occurrence of a certain
color in an image. The normalized color histogram depends only on the color proper-
ties of an image without providing any information on the spatial distribution of colors.
In order to examine any advantages of using histograms incorporating color-spatial in-
formation for image fingerprinting, we also experimented with the spatial chromatic
histogram proposed by Cinque et.al. [6]. The spatial chromatic histogram descriptor
gives information on color presence, and color spatial distribution.

3 Color-Based Fingerprint Matching

Image matching between color histogram descriptors depends on the choice of sim-
ilarity measures, so we investigated the use of three different measures given below
to match the normalized color histograms. A fourth measure was used for the spatial
chromatic histogram. The matching measures used were Scaled L1-norm and L2-norm
distance, defined as dL1(H1, H2) = 1 − 0.5 ∗

∑Cp

i=1 |H1i −H2i | and dL2(H1, H2) =

1− 1√
2
∗
√∑Cp

i=1(H1i −H2i)2.
The above two measures are scaled versions of the L1-, and L2-norms which have

been previously used for matching color histograms.
Scaled Histogram Intersection defined as dHI(H1, H2) =

∑Cp

i=1 min(H1i , H2i) ∗
(1 − |H1i − H2i |) is a modified version of the Histogram Intersection measure. Only
colors present in the image contribute to this metric.

Finally, in order to compare the spatial chromatic histograms between images I1, I2,
we used the spatial chromatic distance defined in [6].

4 Results and Discussion

A database of 450 art images of variable sizes, provided by the Bridgeman Art Library,
was used to evaluate the method. The following set of 20 transformations was applied
to each image: Scaling (25,50,75,125,150 and 200%), Rotation (10◦, 20◦, 30◦, 90◦),
Cropping - (both sides by 10, 20 and 30%), Compression - (JPEG with 25, 50, 75
quality factor), Blurring (median with 3x3, 5x5,7x7 masks), and Combination of attacks
(Rotation 10◦, cropping 10%, resizing to 25%, median filtering 5x5 and compression
with quality factor 50). The images were resized using nearest neighbor interpolation.
For the image rotation, it has to be noted that a black frame was added around the
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image, thus producing an additional source of degradation, except for the case of 90◦.
The set of 450 original images defined the Original Image Set and the resulting set of
9000 transformation images defined the Transformed Image Set.

The use of color-based descriptors for the application of image fingerprinting was
evaluated using Receiver-Operator Characteristic (ROC) analysis. Specifically, the eval-
uation consisted of taking the color descriptors from each of the 450 images in the
Original Image Set and matching them against the descriptors from each of the 9000
images in the Transformed Image Set. Matches were determined by applying a thresh-
old on the similarity measures and identifying those images with measures higher than
the threshold. The well-known measures True Positive Fraction (TPF or sensitivity) and
False Positive Fraction (FPF) were used. By sweeping the threshold and averaging the
measures of TPF and FPF over all images in the Original Image Set, ROC curves were
calculated.

The ROC curves for the four similarity measures described in section 4 are plotted
in Figure 1. It can be seen from the graph, that the normalized color histogram with the
similarity measures scaled L1-norm and scaled histogram intersection show the best
performance whereas the quadratic histogram measure shows the worst performance.
The quadratic histogram measure incorporates information regarding the distance of
colors in the color space, which might be more useful if the query was for images of
similar color, as opposed to exact matches. It can also be seen that the spatial chromatic
histogram shows slightly worse performance compared to the color-only histogram for
this experiment. The spatial information could prove useful when two images have
exactly the same colors but in different locations. However, we did not design a database
having those requirements since the goal was to examine the robustness of color-based
descriptors over transformation changes in a general database.

We also examined the robustness of color-based descriptors for specific transfor-
mations. The ROC curves, taken using the color-only histogram with the normalized
histogram intersection measure, that have been evaluated (but will not be presented
here due to space limitations), demonstrate the invariance of color-based descriptors to
resizing, to JPEG compression, to median filtering, and to rotation of 90◦, keeping in
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Fig. 1. ROC curves comparing the different similarity measures for matching of color histograms
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mind that for that particular angle no black frame was added to the image. As expected,
the performance dropped for higher degrees of cropping and for rotations where a black
frame is added. However, even for cropping of 30% both sides, a sensitivity of 90% is
achieved at only about 2.3% false positive rate.

The experimental results demonstrate the robustness of color-based descriptors for
the application of image fingerprinting. The results were very good keeping in mind
that the Transformed Image Set included images that were badly deteriorated.

In the future, we plan to examine the performance of the algorithm when the database
includes similar images. For such a query, spatial descriptors might prove more useful.
Moreover, we will address other attacks, such as illumination changes.

5 Conclusion

In this manuscript, we presented an image fingerprinting system that was designed to
retrieve transformed versions of a query image from a large database. We examined the
use of color-only and spatial chromatic histograms and the effect of different similarity
measures. The results on a database of 450 original images and their 9000 transforma-
tion images, showed the robustness of color-based descriptors under high degrees of
common attacks and are very encouraging for the use of this system for image finger-
printing.
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Abstract. In this paper a method for feature selection and classification of 
email spam messages is presented. The selection of features is performed in two 
steps: The selection is performed by measuring their entropy and a fine-tuning 
selection is implemented using a genetic algorithm. In the classification 
process, a Radial Basis Function Network is used to ensure robust classification 
rate even in case of complex cluster structure. The proposed method shows that, 
when using a two-level feature selection, a better accuracy is achieved than 
using one-stage selection. Also, the use of a lemmatizer or a stop-word list 
gives minimal classification improvement. The proposed method achieves 96-
97% average accuracy when using only 20 features out of 15000. 

1   Introduction and Related Work 

The electronic mail is a crucial Internet service and millions of messages are sent 
every day. The flood of the user’s mailboxes with unsolicited emails, a problem 
known as spam, consumes network bandwidth and can be seen as a Denial of Service 
attack. Many methods have been proposed to countermeasure spam but most of them 
do not employ machine learning but instead they use blacklists of known spammers, 
or dictionaries with phrase patterns usually found in spam messages. Other techniques 
require the users to manually identify and mark the spam messages in order to create 
personalized rules for each user.  

Recent advances in text categorization (TC) have made possible the recognition of 
spam messages through machine learning techniques. The two key features that must 
be addressed in the TC problem are the feature selection and the classifier. The 
feature selection process is crucial and can improve performance because text 
contains a very large number of features (more than 20000 in an average in length 
corpus). In order to solve this problem, techniques like Singular Value Decomposition 
[7], term weighting based on text statistics [3] and latent semantic analysis (LSA) [8] 
have been used. The Vector Space Model (VSM) [3] and the nearest neighbor 
classifier [4] are primarily used as classifiers for document classification problems.  

A simple k-NN classifier was used by Sakkis and Androutsopoulos [1], which is 
compared to a Naïve Bayes filter. The Information Gain (IG) is used to select the 
features. In the k-NN approach, the recall rate reaches 59.91% (using 600 features) 
while in the Bayesian approach is 63.67% (using 300 features).  
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The message preprocessing is another crucial factor in text categorization 
problems. Four different variations have been explored. A raw dataset (BARE), a 
dataset with its common words removed (STOP), a dataset with its words converted 
to their base form using a lemmatizer (LEMM) and a combination of the last two 
(LEMM-STOP).The authors in [2] explore the performance of a Naïve Bayes 
classifier on the four different datasets. Their results show that the LEMM-STOP 
gives better accuracy than the other approaches. 

In this paper a genetic approach to the features selection problem for robust neural 
classification of e-mail spam is described and evaluated. In a two stages procedure, 
the initial set of a huge number of features are reduced using natural language tools, 
and selected the most stochastically important by measuring the features entropy. A 
fine-tuning selection is applied with the aid of a genetic algorithm. 

In the following sections, the proposed method is described later and the corpus 
used for benchmark is presented. Finally, the experimental results are shown and the 
conclusions are given in the last section. 

2   Feature Selection and Classification of E-Mail Spam 

The method proposed in this paper consists of a feature selection process and a neural 
classifier. The feature selection process, in contrary with traditional methods, is 
performed in two levels. It has already been found that the proposed features selection 
outperforms other methods in text categorization, and especially in scientific abstract 
categorization [6]. 

The feature selection approach consists of two-level procedure. In the first level, 
the features are assigned a rank according to their entropy: 

∑
∈

−= ,  i=1,2.
 

(1) 

where y is the class (legitimate or spam) and x is each feature. From the original set of 
M features, a subset is defined by selecting N features based on their entropy rank. 

In the second level, the subset of N is scaled down to K features by genetic 
selection. A genetic algorithm using tournament selection, detects the best K features 
that are to be used for classification. The genetic optimization function maximizes the 
correct classification rate using a RBF network. Therefore, the proposed fine-
selection of features is optimal. 

For the classification task, a neural classifier is used, and more specifically an RBF 
network. Although neural networks are very good classifiers, are uncommon in text 
categorization problems since they are problematic with high dimensionality. In this 
paper it is shown that if a proper set of features is obtained (K 20), excellent accuracy 
can be achieved. The training process of the RBF network is generally fast and that is 
the main reason that it is used, since the combination of genetic selection with a 
neural classifier is a very time consuming training process.  



500 D. Gavrilis, I.G. Tsoulos, and E. Dermatas 

3   Benchmark Corpus 

The corpus used for training and testing in this paper is the PU1 corpus [5] which is 
available at (http://www.aueb.gr/users/ion/data/pu1_encoded.tar.gz). The PU1 corpus 
has been created from a normal user for a period of 36 months. It contains 1099 
english messages, 618 of them are legitimate and 481 are spam, and consists of 4 
subsets: a raw set, a raw set with a stop-word list used, a set with the words 
lemmatized, a set with the words lemmatized and with a stop-word list used. The 4 
sets are split into 10 groups and used to perform 10-fold cross validation in all 
experiments presented below. The corpus is also pre-processed and three other 
variations are created: the STOP, LEMM and LEMM-STOP corpuses. These 
variations are described in [5].   

4   Experimental Results 

The genetic algorithm in all experiments runs for 100 generations and has a 0.05% 
mutation rate and a 0.95% crossover rate. The RBF network has 6 hidden neurons and 
1 neuron in the output layer. The k-means algorithm is used to derive the synaptic 
weights in the hidden layer. 

The experimental results shown in Table 1, give the average error of the 10-fold 
validation for each dataset when all features were used for genetic selection 
classification (M=N=approximately 16000). The results show that, when the LEMM-
STOP dataset is used, better accuracy is achieved.  

Table 1. Mean classification error for each corpus when only the fine-selection process is used 
(genetic selection) 

Corpus Number of Features (M) Average Error (%) 
BARE 16000 9.81 
STOP 16000 9.63 
LEMM 16000 8.71 
LEMM-STOP 16000 6.79 

Table 2. Mean classification error for the LEMM-STOP dataset when both feature selection 
steps are used 

Corpus Number of Features (N) Average Error (%) 
LEMM-STOP 3000 5.44 
LEMM-STOP 6000 3.27 
LEMM-STOP 8000 4.71 

When the the complete features selection method is used, the genetic selection uses 
a subset of the original features. In Table 2, the mean classification error for the 
LEMM-STOP dataset is shown using the complete version of the features selection 
method. The experiments are completed only on the LEMM-STOP dataset, since this 
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corpus gives lower classification error than the other three. It is obvious that the  
mean classification error drops significantly when only the genetic selection is used 
(Table 1). When a large number of features is selected, the classification error 
increases, because the search space of the genetic algorithm grows significantly. On 
the other hand, when keeping a small number of features, information helpful in the 
recognition process may be lost thus high classification error is measured. The use of 
a medium-size feature size (about 40-50% of the original) is found to give a low 
classification error. Although the results are promising, when the same method is 
applied to a classical text categorization problem, involving scientific paper abstracts 
([6]), it performs significantly better. The smaller length in the email content can 
account for this divergence in performance.  

5   Conclusions and Future Work 

In this paper a two-step feature selection method is presented that uses term entropy 
to select a subset of the original features in the first step and genetic selection in the 
second step. An RBF network is used for the classification with 20 features as inputs 
producing a 3.27% classification error. Also, the use of a stop-word list and a 
lemmatizer is found to improve classification accuracy in the spam recognition 
problem. In future work, a larger corpus will be used and the performance of other 
classifiers will be explored. 
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Abstract. This work studies the problem of violence detection in audio data, 
which can be used for automated content rating. We employ some popular 
frame-level audio features both from the time and frequency domain. 
Afterwards, several statistics of the calculated feature sequences are fed as input 
to a Support Vector Machine classifier, which decides about the segment 
content with respect to violence. The presented experimental results verify the 
validity of the approach and exhibit a better performance than the other known 
approaches. 

1   Introduction 

In the following years a huge increase of the available multimedia content is 
expected. Almost everyone will be able to provide content, accessible by large 
portions of the population with limited central control. However, the increasing use of 
the related technology by sensitive social groups creates the need for protection from 
harmful content. The goal of the work presented here is part of a multimodal 
approach, which aims to contribute to the automated characterization of multimedia 
content with respect to violence. This approach will make possible for content 
providers to rate automatically their content and for the end user to filter the violent 
scenes in client terminal devices.  

The violence characterization is quite subjective and this creates difficulties in 
defining violent content unambiguously. As violence we may define any situation or 
action that may cause physical or mental harm to one or more persons. Violent scenes 
in video documents regard the content that includes such actions. Such scenes are 
usually manifested through characteristic audio signals (e.g., screams, gunshots etc). 
For the specific problem the related literature is very limited and in most cases it 
examines only visual features such as in [1], and [2]. Audio data for violent detection 
is used as an additional feature to visual data in [3], where abrupt changes in energy 
level of the audio signal are detected using the energy entropy criterion. 

We deduce from existing literature that although the audio is a very useful source 
of information, much simpler to process than video and in most cases self-sufficient 
for violent scene characterization, it has been rather overlooked. The use of additional 
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features as well as better classification methods is able to provide much better results 
and this is what we do in this work.  

2   Audio Features 

We extract six segment-level audio features, which will be used at a next stage by a 
Support Vector Machine classifier. For the feature calculation we assume that the 
signal x has already been segmented into semantically coherent segments (scenes). 
The segments are divided into W time-windows (frames) of predefined duration S, and 
for each one of them we calculate the frame-level features. Therefore, for each audio 
segment, six feature sequences of length W are calculated. In order to extract semantic 
content information it is necessary to follow how those sequences change from frame 
to frame. To quantify this variation, a number of statistics (e.g., mean value) have 
been calculated, for each feature sequence. In this paper, we use six popular frame-
level features extracted both from the time and frequency domain ([4]). Afterwards, 8 
statistics f1,…,f8 have been calculated from the feature sequences, as described in the 
following. Those statistics are then used by the classifier as single-feature values of 
each audio segment.  

2.1   Time-Domain Features 

The energy entropy expresses abrupt changes in the energy level of the audio signal. 
In order to calculate this feature, the frames are further divided into K sub-windows of 
fixed duration. For each sub-window i, the normalized energy 2

iσ  is calculated, i.e., 
the sub-window’s energy divided by the whole window’s energy. Then, the energy 
entropy is computed for frame j using eq. (1). The value of the energy entropy is 
small for frames with large changes in energy level. Therefore, we can detect many 
violent actions like shots, which are characterized by sudden energy transitions in a 
short time period. This becomes obvious in figures 1 and 2, where the energy entropy 
sequences of two audio signals with violent content are presented. The features f1 and 
f2 that we use based on the energy entropy are the ratios of maximum to mean and 
maximum to median value of the energy entropy (eq. (2) and (3)). 

Another feature stems from the absolute value of the signal amplitude (A0i for each 
sample i). We use here as feature f3 the ratio of the max to the mean absolute signal 
amplitude (4). 

Short time energy Nj is another widely used feature in audio classification 
applications (eq. (5)). In the current project, we use the mean and variance of the short 
time energy (eq. (6) and (7)). 

Zero crossing rate ([4]) is one of the most widely used time-domain audio features. 
It is calculated by the number of time-domain zero-crossings, divided by the number 
of samples in the frame, as presented in eq. (8) (sgn is the signum function). The 
statistic used for ZCR is the ratio of maximum to mean value (eq. (9)). In figure 3, the 
ZCR sequences for three different audio segments containing violence (gunshots), 
music and speech are presented. It is obvious that the plot justifies the selection of f6. 
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Table 1. The features extracted from the employed criteria 

Feature 
Name 

Feature Equation Statistics (Single Features) 

Energy 
Entropy 

(1)log
..1

2
2

2

Ki
iijI )2(

1
)(max

..1
..1

1
Wj

jj
Wj

I
W

If (3)
)(

)(max

..1

..1
2

j
Wj

j
Wj

Imedian

I
f

Signal 
Ampl. 

(4)
1

)(max
..1

00
..1

3
Li

ii
Li

A
L

Af (L: signal length) 

Short 
Time 

Energy 

)5(
..1

2

Si
ij xN )6(

1

..1
4

Wj
jN

W
f )7()(

1

..1

2
45

Wj
j fN

W
f

Zero 
Crossing 

Rate 
)8(|)sgn()sgn(|

2

1
1

..1
i

Si
ij xx

S
Z )9(

1
max

..1
..1

6
Wj

jj
Wj

Z
W

Zf

Spectral 
Flux 

)10()(
1..0

2
,1,

Sk
kjkjj NNF )11(

1
max

..1
..1

7
Wj

jj
Wj

F
W

Ff

Spectral 
Rolloff 

(12)||
100

||
)(

0

1

0

jm

k

S

k
jkjk

R
c

X
c

X (13))(
1

)(max
..1

..1
8

Wj

R
c

R
c

Wj
jm

W
jmf

 

  

Fig. 1. Energy entropy of a shot Fig. 2. Energy entropy of beatings 

  

Fig. 3. ZCR for gunshots, music and speech Fig. 4. Spectral rolloff for gunshots, music and 
speech 

2.2   Frequency-Domain Features 

Spectral flux is a frequency-domain measure of the local spectral change between 
successive frames, and it is defined as in equation (10). The related feature is the ratio 
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of maximum to mean of the spectral flux, as presented in (11). Nj,k is the spectral 
energy of the j-th frame for the k-th sample. 

This frequency domain feature is called spectral rolloff, and it is defined as the 
frequency bin )( jmR

c
 below which the c percent (e.g., c=90) of the magnitude 

distribution of the Discrete Fourier Transform (DFT) Xk coefficients is concentrated 
for frame j (eq. (12)). It is a measure of skewness of the spectral shape, with brighter 
sounds resulting in higher values. The related statistic is the ratio of max to mean of 
the spectral rolloff (eq. 13). In fig. 4 an example of spectral rolloff sequences of three 
different audio segments (shots, music and speech) is presented. These differ in their 
mean values, but also in the way their peaks are distributed over time. 

3   Classification 

For the classification task we used the Support Vector Machine Classifier (SVM), 
which is known for its computational efficiency and effectiveness even for high 
dimensional spaces for classes that are not linearly separable ([5]). The classification 
task is twofold: (a) training, and (b) testing. During training we provided the 
normalized features extracted from audio segments to the classifier, along with labels 
Y indicating if the features correspond to violent (+1) or non-violent content (-1). The 
SVM gave as output a number of support vectors, which were used for the 
classification task. We have applied the linear, the Gaussian radial basis, the 
polynomial and the sigmoid hyperbolic tangent kernel functions for classification 
purpose with varying the C parameter, which expresses the trade-off between training 
error and margin. 

4   Experimental Results 

A database of audio segments, extracted from several movie genres, was created for 
training/testing purposes. The total duration of the samples was 20 minutes: 50% of 
that data was used for training, and the remaining 50% for testing. The sampling rate 
was 16 KHz and the sample resolution 16 bits (1 channel was used). The violent 
audio segments were extracted from scenes such as shots, explosions, fights and 
screams, while non-violent audio segments of music and speech were also extracted, 
along with non-violent sounds like fireworks, which have similar characteristics to 
violent sounds. The signal was divided into frames using Hamming windows of 400 
msec, with a step of 200 msec (50% overlapping). All audio features described in 
section 2 were used. It has been experimentally found that the testing set was 
classified with minimum error rate when a polynomial kernel function had been used 
in the SVM classifier. 

In table 2, we present the classification error rates of each individual classifier 
(feature), along with the error rates when all features are used (8-D space). Apart from 
the average error, the false negative and false positive errors are presented. It is 
obvious than no individual feature has overall performance better than 80%. Though, 
the error rate itself is not a criterion for deciding which of the features are better when 
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Table 2. Classification error rate for each feature 

 f1 f2 f3 f4 f5 f6 f7 f8 8-D 
% False Negative (FN) 9 12.5 13.5 12 9 11 10 12.5 4.75 
% False Positive (FP) 13.5 13 15 17 12.5 12.5 10.5 12 9.75 
Overall % Error 22.5 25.5 28.5 29 21.5 23.5 20.5 24.5 14.5 

used in combination with the others. For this purpose, feature selection techniques 
may be used. On the other hand, the SVM has a classification error rate of 14.5% 
when all features are used. 

For the 8-D case, the following measures were extracted (see Table 2): (a) Recall 
(R): The proportion of the violent segments, which have been correctly identified as 
violent, (b) Precision (P): The proportion of the data classified as violent, whose true 
class label was indeed violent and (c) Accuracy (A): The overall proportion of data 
classified correctly. The measures R, P, A are given by: R=TP/(TP+FN), 
P=TP/(TP+FP)  A= (TP+TN)/(TP+TN+FP+FN), where TP is the true positive rate 
and TN is the true negative rate. In our case, the two classes shared the same 
probability, i.e., the number of violent and non-violent test segments are the same. 
Therefore: TP+FN=TN+FP=0.5. Combining the results of Table 2, the definitions for 
R, P, A and the last equation, we found that recall was equal to 90.5%, precision 
82.4% and accuracy 85.5%. 

5   Conclusions and Future Work 

In this work, we have used some popular audio features for detecting violence in 
audio segments with an SVM classifier. The whole system was tested using audio 
segments extracted from real movies and the results were promising. In average, 
85.5% of the audio data was classified correctly, while the percentage of the violent 
segments that where correctly identified (recall) was 90.5%. This is a significantly 
better rate than that provided by any individual features, some of which have been 
used separately in the past for the same task. 

In the future, other audio features (e.g., Mel-frequency cepstral coefficients -
MFCCs) could be added to those presented in this paper. Furthermore, techniques 
for feature selection could be used, to find an optimal sub-set of features for the 
specific classification problem. Also, other classification algorithms can be 
employed like Hidden Markov Models (HMMs). Another direction of research 
could be the usage of multi-class recognition algorithms, for characterizing the 
audio segments as shots, screams, etc, instead of facing the problem as binary. On 
the other hand, it is needed to implement an audio segmentation algorithm, for 
dividing large audio streams into shorter homogenous segments. The computed 
segments will be fed as input to the feature calculation stage. Finally, is obvious, 
that the results of any audio violence detection system can be combined with 
synchronized visual cues. 
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Abstract. This paper addresses the problem of text classification in high di-
mensionality spaces by applying linear weight updating classifiers that have 
been highly studied in the domain of machine learning. Our experimental re-
sults are based on the Winnow family of algorithms that are simple to imple-
ment and efficient in terms of computation time and storage requirements. We 
applied an exponential multiplication function to weight updates and we ex-
perimentally calculated the optimal values of the learning rate and the separat-
ing surface parameters. Our results are at the level of the best results that were 
reported on the family of linear algorithms and perform nearly as well as the top 
performing methodologies in the literature. 

1   Introduction 

Text Classification can be defined as the assignment of free text documents to one or 
more predefined categories based on their content (Aas, 1999). The problem of text 
representation can be regarded at the level of meaningful units of text (lexical seman-
tics). The most common choice is the representation of a text as a vector of words, 
often called the bag of words model (Sebastiani, 2002). Terms and phrases although 
they clearly possess superior semantic characteristics, however their application is not 
reported to improve the algorithm’s performance except for a few cases. 

In this paper we improve the performance of Balanced Winnow by introducing 
variable weight multiplicative rules into the updating mechanism of the algorithm. 

2   Linear Text Classifiers 

A linear Text Classifier classifies each new document according to the dot product of 
the weights and the strengths of the features in the document. Each document is repre-
sented as a set of features d = {f1, f2,…, fm}, where m is the number of active features in 
it (features that do exist). Features usually represent words, terms or phrases. The 
strength of the feature f in the document d is denoted by s(f,d). The strength can range 
from a simple binary value indicating the presence or absence of the feature in the 
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document, to more sophisticated information-theoretic values like term frequency, 
tfidf and normalization factors according to the length of the document. 

The classifier stores a weight vector for each category c of the collection. The 
weight vector is represented as wc = (w(f1,c), w(f2,c),…, w(fn,c)) = (w1, w2,…, wn) 
where n is the total number of features in the collection.. The scoring function of the 
document d for each category is represented by the dot product of the weights and the 
strengths of the document features: 

 

∈
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cfwdfsdF ),(),()(                                         (1) 

2.1   Balanced Winnow 

Balanced Winnow maintains a threshold value  and two weight vectors w+ and w- for 
each category. In this case the prediction type is as follows: 
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where the weights of the active features are simultaneously updated by two fixed 
parameters  (promotion) and  (demotion). Following a mistake on a positive exam-

ple, updates are applied as follows: α⋅= ++
jj ww : and β⋅= −−

jj ww :  (positive part pro-

moted, negative part demoted) while mistakes on a negative example result to a set of 

symmetric updates: β⋅= ++
jj ww : and α⋅= −−

jj ww :  (positive part demoted, negative 

part promoted). In our work, we have kept values  and  = 1/ ,  allowing for a single 
update parameter to be used. 

2.2   Threshold Range 

When computing a multidimensional linear decision surface in the input space, as 
presented in the theory of Support Vector Machines (Cortes, 1995), the heuristic 
search for a thick separator (Dagan, 1997) that best separates the documents in a 
given category results to the introduction of two threshold values + and -. The learn-
ing mechanism remains the same, except that a mistake is considered if a positive 
example has score below the threshold + or a negative example has score above -. 

2.3   Variable Multiplicative Weight Update 

In our work, we parameterize the update rules by a learning rate >0 and by the 
strength sj of feature j. While doing so, the learning procedure focuses on the stronger 
features of the category. This setting was described in (Kivinen, 1997) and results to 
the following weight update: 

js
jj eww

η⋅=:  and js
jj eww

η
/:=  in the case of weight promotion and demotion 

respectively, where sj is the strength of the active feature j. By replacing the above 
updates into  (2) we obtain our final updating rules: 
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3   Experimental Work 

Parameters and thresholds are derived experimentally through a series of incremental 
tests and by choosing the optimal value that maximizes the effectiveness of the algo-
rithm in each particular case discussed. We have concluded experimentally that the 
choice of + = 1,4 and - = 0,6 result to optimal F values. Analogously, a learning rate 
of  = 0,01 for the exponential version and  = 1,05 for the fixed parameter  has 
given the best results. 

A great number of experiments have been conducted on both versions of the 
Reuters corpus, experiments that involve the different versions of linear classifiers. 
Features are represented by words in the document. They were pre-processed by an 
English stemmer that we have developed and by standard stop-list filtering. We have 
experimented with a variety of different features. Words has so far given the best 
results. 

The strength of each feature is determined as tf  where tf is the term frequency, 

that is the number of occurrences of feature f in document d. In line with (Dagan, 

1997)  we found that tf  produces better results than tfidf or any other normalized 

version of term frequency in the document and no significant gain in success figures 
has been achieved by input space dimensionality reduction. 

Out tests have been conducted on the standard benchmark collection Reuters-
21578 Apte90 split. Applying the Winnow version with the fixed update parameter  
we achieved a microaveraged break-even F point of 84.31%. The exponential version 
presented in this work achieved a microaveraged break-even F point of 85.61% 

Table 1 summarizes a performance comparison of the most successful algorithms 
that are reported on the same corpus. For a detailed comparison see (Sebastiani, 
2002).  

Table 1. Comparative results on the Apte90 split of the Reuters corpus 

Algorithm Researcher Score 
Linear (Lam, 1998) 82,2 
Example-based (Lam, 1998) 86,0 
Neural Networks (Yang and Liu, 1999) 83,8 
Regression (Yang and Liu, 1999) 84,9 
Ada.Boost (Weiss, 1999) 87,8 
SVM (Dumais, 1998) 87,0 
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4   Conclusion and Future Work 

The Winnow family of algorithms exhibit several characteristics that make them at-
tractive to apply in the domain of Text Classification. Among them we can stress their 
robustness to a great number of irrelevant features, their straightforward implementa-
tion, their low memory and processing power requirements, their ease of retraining 
and their high results that clearly fall within the state-of-the-art in this domain. In this 
paper we presented the results we obtained by applying an exponential multiplication 
function to weight. The basis of our work has been the BalancedWinnow algorithm. 
Our results are at the level of the best results that were reported on the family of linear 
algorithms and perform nearly as well as the top performing methodologies in the 
literature. 
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Abstract. We use decision trees and genetic algorithms to analyze the academic 
performance of students throughout an academic year at a distance learning 
university. Based on the accuracy of the generated rules, and on cross-
examinations of various groups of the same student population, we surprisingly 
observe that students’ performance is clustered around tutors. 

1   Introduction 

Small data sets are usually suspect when used in a machine learning context. We 
present an application in a complex educational environment where a collection of 
small data sets can reveal surprisingly sensitive information about the processes that 
generate the data. 

In the Hellenic Open University (HOU) we attempt to analyze whether tutoring 
practices have an effect on student performance. Using decision trees and genetic 
algorithms, we report significant differences in tutoring practices and we reflect on 
the implications and on the potential of these findings. 

Key demographic characteristics of students (such as age, sex, residence etc), their 
marks in written assignments and their presence or absence in plenary meetings may 
constitute the training set for the task of explaining (and predicting) whether a student 
would eventually pass or fail a specific module. 

Initial experimentation at HOU [1] consisted of using several machine learning 
techniques to predict student performance with reference to the final examination. 
The WEKA toolkit [2] was used and the key finding, also corroborated by tutoring 
experience, is that success in the initial written assignments is a strong indicator of 
success in the examination. A surprising finding was that demographics were not 
important. 

We then followed-up with experimentation [3] using the GATREE system [4], 
which produced significantly more accurate and shorter decision trees. That stage 
confirmed the qualitative validity of the original findings (also serving as result repli-
cation) and set the context for experimenting with accuracy-size trade offs. 

A decision tree like the one in Fig. 1 (similar to the ones actually produced by 
GATREE) tells us that a mediocre grade at an assignment, turned in at about the mid-
dle (in the time-line) of the module, is an indicator of possible failure at the exams, 
whereas a non-mediocre grade refers the alert to the last assignment. An excerpt of a 
training set that could have produced such a tree is shown in Table 1. 
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Fig. 1. A sample decision tree 

Table 1. A sample decision tree training set 

Assgn1 Assgn2 Assgn3 Assgn4 Exam 

… … … … … 

4.6 7.1 3.8 9.1 PASS 

9.1 5.1 4.6 3.8 FAIL 

7.6 7.1 5.8 6.1 PASS 

… … … … … 

2   The Experimental Environment 

We use the student data sets to develop success/failure models represented as decision 
trees. We then calculate the differences between the models derived by data sets from 
different tutors to reflect on alternative educational policies. 

The measurement is based on partitioned data sets. We have partitioned student 
populations into groups, according to how tutors are assigned to groups. This parti-
tioning allows us to examine whether the grading practices of one tutor apply pre-
dictably well to a group supervised by another tutor at the same module. Table 2 
shows how are these results are calculated. 

A few words on notation are in order. Di refers to the student group supervised by 
tutor i. D0 refers to all students of a module. CVi refers to the 10-fold cross-validation 
accuracy reported on data set Di. Vi,j refers to the validation accuracy reported on data 
set Dj, using the model of data set Di.  

We experimented with one senior (INF31) and two introductory (INF10, INF11) 
modules, chosen because one or more of the authors had a direct experience in tutor-
ing a student group therein. INF31 data refer to the 2004-5 academic year. INF10 and 
INF11 data refer to the 2003-4 academic year (newer data has not been collected yet). 

 

Assgn2  in 
[3..6] 

FAIL 

Assgn4  < 3 FAIL 

PASS 
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Table 2. A template for tabulating cross-testing results 

Data Set D0 D1 D2 … Dn 

D0 … … … … … 

D1 … CV1 … … … 

D2 … V2,1 CV2 … … 

… … … … … … 

Dn … … … … … 

In INF31, six student groups were identified, with about 160 students in total. 
INF10 and INF11 have more student groups (over 30 and over 15 respectively) and 
stronger student populations (about 1000 and 500 respectively). The smallest groups 
had just over 10 students. The largest ones had just over 30 students.  

We use GATREE for all experiments, with the default settings for the genetic algo-
rithm operations (cross-over probability at 0.99 and mutation probability at 0.01) and 
set the bias to prefer short trees. Now, each table like Table 2 can be summarized by 
the average value of its cells; the initial results are shown in Table 3. 

Table 3. INF31 accuracy results for decision trees 

Data Set INF31 INF10 INF11 

Accuracy 92.05 83.60 82.31 

Do we infer that senior course (INF31) tutors demonstrated a tighter homogeneity 
than their junior course (INF10, INF11) colleagues? Or, are the above findings the 
results of processes inherent (but, not yet identified) in the very different students 
populations (junior vs. senior)?  

Herein lurks the danger of using statistics (even, sophisticated) without adequate 
domain knowledge. To further analyze the above data we went a step further. We 
noted that the overall exam success rate in INF31 is nearly 100%, whereas in the 
other two modules (before factoring in the students who drop out) the success rate is 
substantially below 50%. That sheds new light into the above findings. Indeed, it 
would be surprising if many differences could be spotted between groups who are 
overwhelmingly successful!  

Now, note that the term “exam” actually aggregates two sessions; a student sits the 
second exam if the first one is unsuccessful. In this light, we observed that the near 
100% rate of INF31 was due to the second exam, whereas the success rate for the 
second exam in INF10 and INF11 was very small (compared to the overall rate). 

Now, the result for the first INF31 exam was 62.31 (use Table 3 as a benchmark). 
The findings are telling (and, incidentally, they suggest that any reference to stan-

dard deviations is superfluous). What initially appeared as homogeneity among tutors 
now turns out to be wide differences.  
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One can now reframe the question of homogeneity of tutoring practices, albeit in 
the opposite direction. However, we believe that the crux of the matter must be the 
identification of the gap. Bridging the gap is, as the cautious reader might suspect, 
more about human aspects than about technology. 

3   Conclusions 

The single most important contribution of this paper is the identification of a proce-
dure for analyzing the level of homogeneity displayed by a group of tutors who are, 
theoretically, expected to smooth out differences that hinder their students’ learning 
efforts. We have used an advanced combination of standard AI methods, in order to 
obtain information necessary for the reflection on educational policies. 

There are some clear steps that can be taken to address differences. Some tutoring 
groups in HOU have invested in plenary virtual classes, whereas other groups are 
rotating the grading of exam papers. Either approach could be a legitimate candidate. 

But, the purpose of this work is not to recommend a particular approach or to pit 
tutors’ practices against each other; rather it is to develop a methodology whereby 
tutoring differences are raised and analyzed with respect to their importance. The role 
of the tutor in reflecting on one’s own practices is as important as ever and, as this 
paper’s experimental methodology has demonstrated, even small data sets can yield 
profound insight. 
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Abstract. Traditional document clustering techniques rely on single-term 
analysis, such as the widely used Vector Space Model. However, recent ap-
proaches have emerged that are based on Graph Models and provide a more  
detailed description of document properties. In this work we present a novel 
Significance-based Graph Model for Web documents that introduces a sophisti-
cated graph weighting method, based on significance evaluation of graph ele-
ments. We also define an associated similarity measure based on the maximum 
common subgraph between the graphs of the corresponding web documents. 
Experimental results on artificial and real document collections using  
well-known clustering algorithms indicate the effectiveness of the proposed  
approach. 

1   Introduction 

The problem of web document clustering belongs to Web Content Mining area [1] 
and its general objective is to automatically segregate documents into groups called 
clusters, in a way that each group ideally represents a different topic. In order to per-
form clustering of Web documents two main issues must be addressed. The first is the 
definition of a representation model for Web documents along with a measure quanti-
fying the similarity between two Web document models. The second concerns the 
employment of a clustering algorithm that will take as input the similarity matrix for 
the pairs of documents and will provide the final partitioning. Although single-term 
analysis is a simplified approach, the Vector Space Model is still in wide use today. 
However, new approaches are emerging based on graph representations of docu-
ments which may be either term-based [1] or path-based [2]. The model we propose 
in this work utilizes term-based document representatives of adjustable size and 
achieves great modeling performance, while conforming to computational effort con-
ditions (CPU, memory, time).  

2   Significance-Based Graph Representation of Web Documents 

At first an analysis task is performed to locate the ‘useful’ information in Web  
documents, which are primarily HTML documents using a set of tags to designate 
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different document parts, and thus assign layout or structural properties. An appropri-
ate model should exploit this information to assign importance levels to different 
document parts, based on a predefined correspondence between HTML tags and sig-
nificance levels. In our implementation four significance levels were used: {VERY 
HIGH, HIGH, MEDIUM, LOW}. Examples of document parts with very high signifi-
cance are the title and metadata. High significance is assigned to section titles, me-
dium to emphasized parts, and finally the lowest level is assigned to the remainder of 
normal text.  

We represent a document as a directed acyclic graph, well known as DIG (Directed 
Indexed Graph), along with a weighting scheme. Formally, a document d = {W, E, S} 
consists of three sets of elements: a set of graph nodes W = {w1,  …, w|W|} each of them 
uniquely represents a word of the document (unique node label in graph), a set of 
graph edges E = {e1,  …, e|E|}, where ei = (wk, wl) is an ordered pair (directed edge) of 
graph nodes denoting the sequential occurrence of two terms in a document. Indeed, 
we call wl neighbor of wk and the neighborhood of wk is the set of all the neighbors of 
wk. These properties capture semantic correlations between terms. Finally, S is a func-
tion which assigns real numbers as significance weights to the DIG nodes and edges. 

The simplest weighting scheme is actually a non-weighting scheme (NWM) [1]. 
The next step is the assignment of frequencies as graph weights for nodes (FM), 
whereas in this work we propose a more sophisticated significance-based weighting 
scheme (SM). We define the node (term) significance gw(w, d) as the sum of signifi-
cance level of all occurrences of  w in document d (possible values of significance 
level of i-th occurrence of w are {VERY HIGH, HIGH, MEDIUM, LOW}). 

Regarding to the edges, we should keep in mind the key role they have for docu-
ment’s meaning content, since they represent term associations. Thus, we define the 
edge significance ge as: 

( , ) ( , )
( ( , ), ) ( ( , ), )

( , ) ( , )
w k w l

e k l k l
w k w l
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where e(wk, wl) is a document edge and freq(e(wk, wl), d) is the edge’s frequency in 
document d. We are now in a position to define the document content, which would 
be based on the weights of all elements of the document graph: 

( ) ( )
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where nodenum(d) and edgenum(d) are the number of different words and edges re-
spectively in document d. Having estimated the significance values for all elements of 
the full document graph, we can simply apply a filtering procedure on the modeled 
dataset to keep the P more important nodes per graph. The evaluation criterion can be 
based either on the frequency weight of a term resulting in a Frequency Filtering 
(FF), or on the significance weight resulting in the proposed Significance Filtering 
approach (SF). 
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3   Similarity Measure 

The next step is to define a measure s(Gx, Gy) that quantifies the similarity between 
two given document graphs Gx, Gy. This can be enabled through a graph matching 
process, that is based on the maximum common sub-graph between the graphs of the 
corresponding web documents. The exact computation divides the size of |mcs(Gx, 
Gy)| of filtered graphs by the max(|Gdx|, |Gdy|) of respective unfiltered graphs (note: 
the size of a graph |G| = |W| + |E|). Even though the mcs problem is NP-complete in 
general, in our case we have unique graph labels, therefore we deal a reasonable cost 
of O(P), where P is the global filtering threshold for all documents. This similarity is 
called graph-theoretical and is used by NWM.  

In fact, mcs ignores whatever information about element significances, even fre-
quencies. We propose the maximum common content similarity measure that is based 
on the significance evaluation of common sub-graphs and is used in combination with 
the SM. In particular, we define two elementary similarity cases: 

1. ( ) ( )( , ) =  ( , ) + ( , )x y
w i j w i x w j yE w w g w d g w d , which measures the similarity that 

derives from the mutual word wi = wj, where wi  dx and wi  dy 
2. ( ) ( )( ( , ), ( , ))  =  ( ( , ), ) ( ( , ), )x y

e k i p l j q e k i p x e l j q yE e w w e w w g e w w d g e w w d+ , which 

measures the similarity that derives from the mutual edge ek
(x) = el

(y), where   
wi = wj, wp = wq, ek  dx and el  dy.  

If we could define the content union of two documents (at the full graph scale), we 
could also compute the percentage of common content. Supposing that the mcs has 
been calculated, we evaluate the overall normalized similarity matched sub-graphs:    
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4   Experiments and Conclusions 

We conducted a series of experiments comparing the NWM model with the SM model 
proposed in this work. NWM uses frequency filtering (FF) and assigns no graph 
weights. The introduced novel SM model, on the other hand, uses term filtering based 
on significance (SF) and assigns significance-based weights to graph elements. 

As clustering methods, we used an agglomerative algorithm (HAC) and two ver-
sions of  k-means algorithm: the typical random center initialization (RI-KM) and the 
global k-means (Global-KM) [4], already been used to cluster web documents [3]. 

In our experiments, we evaluate clustering performance using three indices. The 
first index is the Rand Index (RI), which is a clustering accuracy measure focused on 
the pairwise correctness of the result. The second index is a statistic index (SI), which 
computes the percentage of N documents assigned to the “right” cluster, based on 
ground truth information. A third index we considered is the typical Mean intra-
Cluster Error (MCE). Three web document collections were used: the F-series  
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Fig. 1. SM vs NWM overall improvement on all collections using three indices 

(95 web documents from 4 classes) and J-series (185 web documents from 10 classes) 
used in [7] and an artificially created dataset consisting of classes of high purity. 

The experimental results (Fig. 1) indicate the overall improvement obtained using 
the proposed SM approach. We have found that SM is superior to NWM in all cases 
since a clear improvement for all indices was observed in almost all experiments. In 
what concerns the clustering algorithms, the agglomerative approach exhibits sensi-
tivity on “difficult” data, while when used with the SM model, it can be competitive to 
k-means type of algorithms. From the k-means class of methods, Global-KM shows a 
clear qualitative superiority comparing to RI-KM, which nevertheless also remains a 
reliable and computationally “cheap” approach. 
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Abstract. We present a combined clinico-genomic knowledge discovery 
(CGKD) process suited for linking gene-expression (microarray) and clinical 
patient data. The process present a multi-strategy mining approach realized by 
the smooth integration of three distinct data-mining components: clustering 
(based on a discretized k-means approach), association rules mining, and fea-
ture-selection for selecting discrimant genes. The proposed CGKD process is 
applied on a real-world gene-expression profiling study (i.e., clinical outcome 
of breast cancer patients). Assessment of the results demonstrates the rationality 
and reliability of the approach. 

1   Introduction 

The completion of the human genome drives us to the post-genomics era. In this  
environment the newly raised scientific and technological challenges push for trans-
disciplinary team science and translational research. In this paper we present a com-
bined Clinico-Genomic Knowledge Discovery (CGKD) approach suited for linkage of 
patients’ gene-expression (microarray) and clinical data. The whole approach com-
poses a ‘screening’ scenario for the careful identification of those patient cases and 
genes, which are more suitable to feed a gene-selection process. The proposed process 
is inspired by respective multi-strategy machine learning [4]. The approach is based 
on the smooth integration of three distinct data-mining methodologies: (i) Clustering - 
based on a novel k-means clustering algorithm operating on categorical data, named 
discr-kmeans; (ii) Association Rules Mining - aimed for the discovery of ‘causal’ 
relations (rules with high confidence) between clusters of genes and patients’ attrib-
utes; and (iii) Feature Selection, for the selection of the most discriminant genes to 
distinguish between different patient classes (e.g., prognosis and clinical outcome). 

2   CGKD Methodology: The Data-Mining Components 

Linking Genomic and Clinical Profiles: A Discretized k-means Approach. A lot of 
work has been done in identifying co-regulated groups or, clusters of genes, discrimi-
nant set of genes [1]. In this paper we introduce a discretized two-dimensional k-
means clustering algorithm to identify co-regulated genes. Assume we have s  
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samples, g genes, and a 2-dimensional matrix M(s x g) that holds the gene-expression 
values of samples. Clustering of genes with the discretized k-means approach - called 
discr-kmeans, is inspired and resembles similar approaches reported in [2], [8]. It 
unfolds into the following two steps:   Step-1:  Discretization. We   proceed  with a  
method     to overcome the error-prone variance of gene-expression levels by discretiz-
ing the respective continuous gene-expression values. A gene-expression value may 
be assigned to an (ordered) nominal value. Assume n such values - in the case of n=2, 
value ‘1’ is interpreted as ‘down’-, and value ‘2’ as ‘up’-regulated gene. The discreti-
zation of gene’s gi expression-values is based on a method reported in [3]. Step-2: 
Clustering. The main difference between normal k-means and discr-kmeans is that 
each cluster’s center is not represented by the average value of the current cluster’s 
genes but by a 2-dimensional matrix that contains the percentage of the discretised 
cluster’s genes’ values, Ck(s,n). If si is a sample and p∈[1, n] then, Ck(si,p), the clus-
ter’s center, is the percentage of genes in cluster k the discretized expression-values of 
which is p for sample si. For example, in a domain with three samples and n=2, a 
(potential) cluster’s center is presented by a matrix like: 

 

Value  
↓Sample 

‘1’ 
% 

‘2’ 
% 

1 80 20 
2 55 45 
3 10 90 

In the above matrix, 80% from all genes that belong to the cluster, the discretized 
value of sample 1 is ‘1’, which corresponds to a ‘down’-regulated gene. Analogously 
in the same cluster, sample 3 exhibits an ‘up’-regulated (value ‘2’) gene. Now, the 
distance between a cluster Ck(s,n) and a gene gj may be computed by formula (1): 

  ( )( )
=

=
s

l
jlDlkjk gsMsCgCD

1

,,),(       (1) 

Initially we predefine the number of clusters, c, and we choose c random genes. 
We assume that each of the initialy chosen genes forms a unique cluster and we calcu-
late its center. Then, we iterate through all genes and we assign each one to the closest 
cluster. As in regular k-means, this procedure is repeated until no change in cluster 
assignments appears or, until we reach a maximum number of iterations. We end-up, 
not only with clusters of genes but, with an indication of how ‘strong’ a cluster is. A 
cluster is considered ‘strong’ if it has a lot of ‘extreme’ discretized value percentages 
in the samples, i.e, close to 0%, or close to 100%.  

From Genomic to Clinical Profiles: An Association Rules Mining Approach. We 
support discovery of associations across segments of combined clinico-genomic sam-
ple records, i.e., patient cases described with reference to clinico-genomic attributes, 
by using association rule mining [5], [7], or ARM for short. Using ARM we were able 
to establish significant and useful associations of the type: G  C, where G refers to a 
set of genes clusters, and C to a set of clinical attributes. 

Selecting Discriminatory Genes via a Feature-Selection Approach. We applied a 
feature-selection method specially suited for the task of selecting discriminant genes –
genes, the expression profiles of which is able to distinguish between particular pres-
classified patient samples. A detailed description of the method may be found in [6]. 
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The method is implemented in an integrated system for mining gene-expression (mi-
croarray) data – the MineGene system1. The method is composed by three compo-
nents: discretization of gene-expression data, ranking of genes, and classification to 
predict patient class categories (e.g., clinical outcome and ‘bad’ or, ‘good’ prognosis). 
The overall multi-strategy process, named CGKD, is illustrated in figure 1, below. 

 

 

Fig. 1. A CGKD scenario enabled by the smooth integration of different data-mining methods 

3   Utilizing CGKD in a Real-World Domain 

We applied the CGKD process on a real world clinico-genomic study [9] (with which 
we compare our results). The data includes the gene-expression profiles of 24.481 
genes over 78 patient samples; 44 of them with a status of over five years survival 
(‘good’ prognosis), and 34 with a status of less than five years survival (‘bad’ progno-
sis). The patients’ clinical profiles are also provided – here we focus on the prognostic 
status trying to discover reliable associations between the prognostic profiles of pa-
tients and their gene-expression background.  

Expriments and Findings. (a) Clustering genes and selection of strong clusters. For 
discr-kmeans clustering we set the number of clusters to 90. The next step was to 
select the clusters that show a strong relation with the respective clinical attributes. 
This process is performed by manual inspection on the clusters’ samples coverage and 

                                                           
1  Kanterakis, A.: Gene Selection & Clustering Microarray data: The MineGene System. MSc 

thesis, dept. of Computer Science, University of Crete, April 2005, Heraklion, Crete. 
http://www.csd.uoc.gr/~kantale/ Kanterakis_ THESIS.pdf 
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the number of included. The respective thresholds were, for #samples 10, and 
#genes 100, with the respective threshold for considering a sample as ‘strong’ to 
have at least 90% ‘up’-regulated genes in the respective cluster. We end-up with a set 
of 13 gene-clusters. (b) ARM and causal genomic-clinical relations. We selected all 
the genomic attributes to participate in the ‘IF’ scope of the rule and the rest of the 
clinical attributes to participate in both sides. We set a minimum support and confi-
dence threshold to 10 and 60 respectively and focused on “follow_up-time” in years 
(for clinical attributes), and on all 13 gene-clusters. In the resulted association rules 
only 3 out of the 13 gene clusters appeared.  These rules cover: 37 out of the input 78 
samples, and 5936 genes (5503, 284 and 149 for the three respective clusters). (c) 
Gene-Selection. Applying the feature-selection approach, presented in the previous 
section, on the set of 37 cases and the set of 5936 we end-up with the results pre-
sented in table 1, below. 

 

Table 1. Comparative gene-selection accuracy results 

 #SG*                    37 
samples** 

                78 
total samples 

               19  
test samples*** 

CGKD 100 100% 85.9% 89.5% 
Ref.  Study 70 NA+ 80.8% 89.5% 

*SG: number of selected genes; **The samples selected by the CGKD process;  
***Independent set of samples (left-out during training); +NA: Not Applicable 

4    Conclusions and Future Research 

Based on data-mining components we introduced an integrated clinico-genomic 
knowledge discovery process (CGKD). We applied CGKD on a real-world gene-
expression case study ending-up into strong and causal relations between patients’ 
genomic and clinical profiles. The results on applying the presented feature/gene-
selection approach are encouraging, demonstrating the rationality of the approach and 
its reliability as well. Our future R&D plans focus on the design and implementation 
of a Web-based environment to support the presented CGKD process. 

Acknowledgment. This work is already in progress and it is being partially supported 
by the INFOBIOMED NoE IST (IST-2002-507585), and PrognoChip (funded by the 
Greek General Secretariat for Research & Technology in the context of the EPAN 
program) projects. 

References 

1. Eisen, M., Spellman, P.T., Botstein, D. and Brown, P.O. (1998) Cluster analysis and display 
of genome-wide expression patterns. Proc. Natl. Acad. Sci. USA 96, 14863-14867. 

2. Gupta, S.K., Rao, S., Bhatnagar, V. K-means Clustering Algorithm for Categorical Attrib-
utes. LNCS 1676 (1999) 203 - 208  



524 A. Kanterakis and G. Potamias 

3. Lopez, L.M., I.F. Ruiz, R.M. Bueno and G.T. Ruiz, Dynamic Discretisation of Continuous 
Values from Time Series, in Proc. 11th European Conference on Machine Learning (ECML 
2000), eds. R.L. Mantaras E. and Plaza, LNAI 1810 (2000) 290-291. 

4. Botta, M., and Giordana, A. (1993). SMART+: A Multi-Strategy Learning Tool, in Proc. 
IJCAI-93, pp. 937-943. 

5. Potamias G., Koumakis L., and Moustakis V. (2004). Mining XML Clinical Data: The 
HealthObs System. Ingenierie des systems d'information,  special session: Recherche, ex-
traction et exploration d’information 10:1, 2005. 

6. Potamias, G., Koumakis, L., Moustakis, V.: Gene Selection via Discretized Gene-
Expression Profiles and Greedy Feature-Elimination", Lecture notes in Artificial Intelli-
gence-LNAI, vol. 3025, pp. 256-266, (2004). 

7. Agrawal,R., Imielinski, T., and Arun, Swami, N. (1993). Mining Association Rules between 
Sets of Items in Large Databases, in Proc. of the 1993 ACM SIGMOD International 
Conference on Management of Data. 

8. San, O.M., Huynh, V-N., Nakamori, Y.: An alternative extension of the k-means algorithm 
for clustering categorical data. Int. J. Appl. Math. Comput. Sci., 14:2 (2004) 241–247. 

9. van’t Veer, L., Dai, H., Vijver, M.v.D., He, Y., Hart, A., Moa, M., Peterse, H., Kooy, 
K.v.D., Marton, M., Witteveen, A., Schreiber, G., Kerkhoven, R., Roberts, C., Linsley, P., 
Bernards, R., and Friend, S. (2002). Gene expression profiling predicts clinical outcome of 
breast cancer. Nature 415, 530–536. 
 



SHARE-ODS: An Ontology Data Service
for Search and Rescue Operations

Stasinos Konstantopoulos, Georgios Paliouras, and Symeon Chatzinotas

Institute of Informatics and Telecommunications,
NCSR ‘Demokritos’, Ag. Paraskevi 153 10, Athens, Greece
{konstant, paliourg, schatzin}@iit.demokritos.gr

Abstract. This paper describes an ontology data service (ODS) for
supporting Search and Rescue (SaR) operations. The ontological model
represents various aspects of the command, communication, and organ-
isational structure of the SaR forces and the deployment and progress
of a SaR operation. Furthermore, the ontology supports the semantic
indexing of multimedia documents in the context of SaR processes and
activities. This ODS supports a semantically-enhanced information and
communication system for SaR forces. Modelling the spatio-temporal as-
pects of an operation in alignment with possibly-unreliable information
automatically extracted from multimedia objects, introduces a number
of challenges for the field of knowledge representation and reasoning.

1 Introduction

Search-and-rescue (SaR) operations are conducted by fire-brigade, rescue and
medical units, operating under a complex unified command-and-communications
structure. The communication channels of the emergency units are push-to-talk
walkie-talkies and short hand-written message forms read over the radio. All
status information necessary to decision making is processed manually.

The SHARE project1 develops a Push-To-Share (PTS) advanced mobile ser-
vice that provides communication support for emergency teams during SaR op-
erations. We present here the SHARE Ontology Data Service (SHARE-ODS),
which supports the PTS service with (quantitatively but also qualitatively) en-
hanced information, necessary for the decision-making process at all command
levels of the operation. Furthermore, the information stored in the ODS serves
as a complete log of the operation for the purposes of planning and evaluation.

Although several multimedia semantic modelling and spatio-temporal mod-
elling ontologies have been proposed, there is no unifying approach of the two.
Here we propose a model for the semantic indexing of multimedia objects in the
context of processes and activities. This model not only unifies these two aspects
of a SaR operation, but it also allows for the semantic cross-checking of possibly-
unreliable information automatically extracted from multimedia objects.
1 SHARE: Mobile Support for Rescue Forces, Integrating Multiple Modes of Interac-

tion, IST-funded project, URL: http://www.ist-share.org/
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Due to space limitations, the overview of the state-of-the-art and the descrip-
tion of SHARE-ODS is very concise. For a fuller overview and SHARE-ODS
description, please see technical report DEMO-2006-1.2

2 Related Ontologies

Ontological resources that are relevant to our SaR ontology are both general
purpose ontologies and related domain ontologies.

Various general-purpose space, time, and spatio-temporal ontologies have
been proposed, generally speaking as part of a more complete concept and inter-
face specification that aims to enhance interoperability between databases and
applications that make geographic and temporal references. Most prominently:

– The Standard Upper Ontology Working Group of IEEE.
– ISO geo-reference standards 19107:2003, 19115:2003 and 14825:2004. ISO

19108:2002 standardises temporal characteristics of geographic information.
– The OpenGIS specification of the Open Geospatial Consortium3.
– Temporal ontologies, e.g. OWL-Time4 and OWL-S5.

Domain ontologies and task ontologies describe the vocabulary for a generic
domain, task, or activity by means of specialised terms. They can be used as a
basis which can be expanded and specified into an application-specific ontology.
Ontologies and projects that are related to the SHARE ontology include:

– The OntoWeb6 and KnowledgeWeb7 thematic networks, developing stan-
dards, infrastructure and ontologies for semantic annotation.

– The aceMedia project8 on knowledge discovery from multimedia data and
ontology-driven meta-data extraction.

– The Enterprise Ontology9, capturing the structure and processes of large
corporations with complex structures and business plans.

– The CoSAR-TS project, researching the semantic modelling of military SaR
operations. CoSAR-TS is based on the <I-N-OVA> model.10

3 The Search-and-Rescue Ontology Data Service

Search-and-rescue operations (SaR) are conducted by fire-brigade, rescue and
medical units, operating under a unified command-and-communications struc-
ture. Emergency forces use half-duplex channel walkie-talkie technology for sim-
ple push-to-talk voice communication. Furthermore they exchange hand-written
2 http://www.iit.demokritos.gr/∼konstant/dload/Pubs/demo-2006-1.pdf
3 http://www.opengeospatial.org/
4 http://www.isi.edu/∼pan/OWL-Time.html
5 http://www.daml.org/services/owl-s/
6 http://www.ontoweb.org/
7 http://knowledgeweb.semanticweb.org/
8 http://www.acemedia.org/
9 http://www.aiai.ed.ac.uk/project/enterprise/enterprise/ontology.html

10 http://www.aiai.ed.ac.uk/project/{cosar-ts/index.html,oplan/inova.html}
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message forms that are typically read over the radio. All status information,
reporting and documentation for decision making is processed manually.

SHARE proposes replacing walkie-talkies and written message forms with a
push-to-share (PTS) system that supports the transmission of audio, video and
digital message forms. The new system integrates the PTS communications sys-
tem with the ontologically-indexed data service, supporting the decision-making
process by making all relevant information and documents easily retrievable by
means of semantic indexing and searching.

3.1 SaR Operations

Emergency units participating in SaR operations, operate under a unified com-
mand and communications structure and are deployed in sections (B-Level de-
ployments) and subsections (C-Level deployments). Deployments have three
aspects: (a) operational, e.g. fire-fighting, first-aid, water supply, etc., (b) ge-
ographical, that is, the area they are responsible for, and (c) operation struc-
tural, defining command and communications channels. In addition to the B and
C-Level units, the operation establishes (on site) an A-Level command and con-
trol centre, which is in charge of the whole operation.

3.2 The Ontology Data Service

The SHARE Ontology Data Service (ODS) is an intelligent storage, indexing
and retrieval mechanism for (a) meta-data of documents created and trans-
mitted during an operation, (b) spatio-temporal information pertaining to the
operation, and (c) information regarding the structure of the operation. This
information is accessed through the ODS interface, which offers functions for
populating and querying an application-specific ontology through a Web Service
(complying to the W3C SOAP11 messaging recommendation). The web service
uses Protégé12 to manipulate the OWL representation of the ontology, and a
reasoning engine (currently Jena13) to provide the back-end for the querying
functionality, allowing for the retrieval of implicit (inferred) knowledge.

3.3 Ontological Model

The ontological model of the operation is organised into three sub-ontologies:
SaR, multimedia and event. In addition, there are two auxiliary sub-ontologies
(time and space) that represent spatio-temporal references and actual geograph-
ical features (buildings, streets, etc) present at the theatre of the operation.

The SaR ontology holds the concepts that are related to the Search and
Rescue operation, the personnel involved, and the communications system. SaR
concepts include deployment types (e.g. A-, B- or C-Level), operational rôles and
actual personnel, units, vehicles, equipment, etc. Deployments comprise units
11 http://www.w3.org/TR/2003/REC-soap12-part0-20030624/
12 http://protege.stanford.edu/
13 http://jena.sourceforge.net/
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and are linked together in a partology, and also connected to operational rôles
their require (e.g. deployment leader, dispatcher, etc) which, in their turn, are
connected to the actual personnel members that fulfil each rôle.

The Multimedia conceptual model holds meta-data from all documents (text
messages, audio, video, and infrared video) generated and transmitted during the
operation. This meta-data includes ‘logistical’ information (creation time, session
the document was transmitted in, sender and recipient, etc) and content meta-
data extracted automatically by image, speech, and text processing systems.

Finally, events relate a temporal instance with some characteristic or instance
of the operation. Action events, in particular, relate temporal instances with an
agent (e.g. a PTS User instance), an object (e.g. a PTS Session), and other
action-specific properties (e.g., for session participation events, floor time).

4 Future Plans

We propose an ontological model that unifies SaR operation modelling with
semantic annotation of documents, to offer an integrated model for an operation
and all documents pertaining to it. Furthermore, we are putting together a set
of tools for using the ontology at an actual SaR operation. These tools include
the Ontology Data Server for updating and accessing the semantic data and the
reasoning facilities that will augment the original data with inferred facts.

As a SaR operation unfolds, the ontology gets populated by various sources,
some reliable (e.g. GPS) and some not (e.g. information extraction modules).
Faulty data can be caught (and, possibly, corrected) when create inconsisten-
cies, which can be resolved in favour of the more reliable source. In this man-
ner, feedback can also be provided to the module responsible for the error, so
that it can improve its performance over time. In cases where multiple sources
corroborate towards accepting or rejecting multiple pieces of information, the
problem of deciding which to accept as most reliable (and, inversely, distri-
bution of responsibility in order to provide feedback) becomes a non-trivial
problem. This problem has been approached in various domains, but not in
the domain of responsibility distribution among multiple information extraction
sources.

The other interesting direction we plan to pursue is spatio-temporal repre-
sentation and reasoning for the purposes of operation planning and evaluation.
At this point, the ontology models only the current situation, with a limited
temporal Event ontology. In order to represent the operation through time,
the Event ontology will be expanded. The temporal information will be used
by a reasoning engine that supports spatio-temporal reasoning. Spatio-temporal
reasoning applies to cases where we don’t have precise, quantitative informa-
tion about space and time, but only qualitative relationships between instances.
Constraint-satisfaction spatio-temporal reasoning can be applied in these cases
in order to effectively query the Knowledge Base.
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Abstract. Defeasible reasoning is a rule-based approach for efficient reasoning 
with incomplete and conflicting information. Nevertheless, it is based on solid 
mathematical formulations and is not fully comprehensible by end users, who 
often need graphical trace and explanation mechanisms for the derived conclu-
sions. Directed graphs (or digraphs) can assist in this affair, but their applicabil-
ity is balanced by the fact that it is difficult to associate data of a variety of 
types with the nodes and the connections in the graph. In this paper we try to 
utilize digraphs in the graphical representation of defeasible rules, by exploiting 
their expressiveness, but also trying to counter their major disadvantage, by de-
fining multiple node and connection types. 

1   Introduction 

Defeasible reasoning [2] constitutes a simple rule-based approach to reasoning with 
incomplete and conflicting information. It can represent facts, rules, as well as priori-
ties and conflicts among rules. Such conflicts arise, among others, from rules with ex-
ceptions (e.g. policies and business rules) and priority information is often available 
to resolve conflicts among rules. However, although defeasible reasoning features a 
significant degree of expressiveness and intuitiveness, it is still based on solid mathe-
matical formulations, which, in many cases, may seem too complicated. So, end users 
might often consider the conclusion of a defeasible logic theory incomprehensible. A 
graphical trace and an explanation mechanism would certainly be very beneficial. 

Directed graphs (or digraphs) are a special case of graphs that constitute a powerful 
and convenient way of representing relationships between entities [4]. In a digraph, 
entities are represented as nodes and relationships as directed lines or arrows that 
connect the nodes. The orientation of the arrows follows the flow of information in 
the digraph [5]. Digraphs offer a number of advantages to information visualization, 
with the most important of them being: (a) comprehensibility - the information that a 
digraph contains can be easily and accurately understood by humans [8] and (b) ex-
pressiveness - digraph topology bears non-trivial information [4]. Furthermore, in the 
case of graphical representation of logic rules, digraphs seem to be extremely appro-
priate. They can offer explanation of derived conclusions, since the series of inference 
steps in the graph can be easily detected and retraced [1]. Also, by going backwards 
from the conclusion to the triggering conditions, one can validate the truth of the  
inference result, gaining a means of proof visualization and validation. Finally, 
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especially in the case of defeasible logic rules, the notion of direction can also assist 
in graphical representations of rule attacks, superiorities etc. 

There is, however, one major disadvantage, not only of digraphs but of graphs in 
general. More specifically, it is difficult to associate data of a variety of types with the 
nodes and with the connections between the nodes in the graph [4].  

In this paper we attempt to exploit the expressiveness and comprehensibility of di-
rected graphs, as well as their suitability for rule representation, but also try to lever-
age their disadvantages, by adopting an “enhanced” digraph approach.  

There exist systems that implement rule representation/visualization with graphs, 
such as Graphviz [6], although we haven’t come across a system that represents de-
feasible logic rules yet. Certain knowledge-based system development tools also fea-
ture rule and execution graph-drawing. Finally, there have been attempts of creating 
rule graphs for certain rule types, like association rules [3] or production rules [7], but 
they remained at an elementary stage of development. 

2   Representing Rules with Digraphs 

In an attempt to leverage the inability of directed graphs to use a variety of distinct 
entity types, the digraphs in our approach will contain two kinds of nodes, similarly to 
the methodology followed by [7]. The two node types will be: 

• literals, represented by rectangles, which we call “literal boxes” 
• rules, represented by circles 

Thus, according to this principle, the following rule base: 
p: if A then B            q: if B then ¬C 

can be represented by the directed graph: 

 p 
A B 

q 
C 

¬ ¬¬  

Each literal box consists of two adjacent “atomic formula boxes”, with the upper 
one of them representing a positive atomic formula and the lower one representing a 
negated atomic formula. This way, the atomic formulas are depicted together clearly 
and separately, maintaining their independence. 

 

r: if ¬A and B then C 

 

r

A 

C 
B 

¬

¬

¬ 

 

Fig. 1. Digraph featuring a conjunction 

If the rule body consists of a conjunction of literals the representation is not pro-
foundly affected, as illustrated in Fig. 1. As can be observed, digraphs, “enhanced” 
with the addition of distinct node types, offer a significant level of expressiveness in 
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representing rules. The next step is to use directed graphs in the representation of de-
feasible logic rules, which are more demanding in representational capabilities. 

3   Defeasible Logics and Digraphs 

A defeasible theory D (i.e. a knowledge base or a program in defeasible logic) con-
sists of three basic ingredients: a set of facts (F), a set of rules (R) and a superiority re-
lationship (>). Therefore, D can be represented by the triple (F, R, >). 

In defeasible logic, there are three distinct types of rules: strict rules, defeasible 
rules and defeaters. In our approach, each one of the three rule types will be mapped 
to one of three distinct connection types (i.e. arrows), so that rules of different types 
can be represented clearly and distinctively. 

The first rule type in defeasible reasoning is strict rules, which are denoted by 
A  p and are interpreted in the typical sense: whenever the premises are indisput-
able, then so is the conclusion. An example is: “Penguins are birds”, which would 
become: r1: penguin(X) → bird(X), and is represented by digraphs, as follows: 

 r1
penguin bird

¬ ¬  

Notice that in the rule graph we only represent the predicate and not the literal (i.e. 
predicate plus all the arguments) because we are mainly interested in emphasizing the 
interrelationships between the concepts (through the rules) and not the complete de-
tails of the defeasible theory. 

Contrary to strict rules, defeasible rules can be defeated by contrary evidence and are 
denoted by A  p. Examples of defeasible rules are r2: bird(X)  flies(X), 
which reads as: “Birds typically fly” and r3: penguin(X)  ¬flies(X), namely: 
“Penguins typically do not fly”. Rules r2 and r3 would be mapped to the following di-
rected graphs, respectively: 

 

r3

r2
flies

¬

¬

penguin 
¬

bird

 

Defeaters, denoted by A ~> p, are rules that do not actively support conclusions, 
but can only prevent them, namely they can defeat some defeasible conclusions by 
producing evidence to the contrary. An example is: r4: heavy(X) ~> ¬flies(X), 
which reads as: “Heavy things cannot fly”. This defeater can defeat the (defeasible) 
rule r2 mentioned above and it can be represented as: 

 

r4
heavy 

¬

flies

¬  



532 E. Kontopoulos and N. Bassiliades 

Finally, the superiority relationship is an acyclic relation > that is used to resolve 
conflicts among rules. For example, given the defeasible rules r2 and r3, no conclu-
sive decision can be made about whether a penguin can fly or not, because rules r2 
and r3 contradict each other. But if the superiority relationship r3 > r2 is introduced, 
then r3 overrides r2 and we can indeed conclude that the penguin cannot fly. Rule r3 

is called superior to r2. Thus, a fourth connection type is introduced and the afore-
mentioned superiority relationship is represented as follows: 

 r3 r2>>>>>>>>>>>>>>>
 

The set of rules (r1 - r4) mentioned in this section form a bigger, compact directed 
rule graph that can indeed raise the level of comprehensibility on behalf of the user. 

 

¬ 

penguin 
r1

¬

bird

>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>r3 r2

¬

flies

r4
heavy 

¬  

4   Conclusions and Future Work 

In this paper we argued that graphs can be a powerful tool in the field of information 
visualization. Especially in the case of rules, directed graphs can be particularly use-
ful, since by definition they embrace the idea of information flow, a notion that is also 
encountered in rules and inference. Directed graphs present, however, a major disad-
vantage, which is their inability to associate data of a variety of types with the nodes 
and with the connections between the nodes. In this paper we propose an approach 
that aims at leveraging this disadvantage, by allowing different node and connection 
types. Digraphs, “enhanced” with these extra features, can greatly assist in represent-
ing defeasible logic rules. 

In the future we plan to delve deeper into the proof layer of the Semantic Web ar-
chitecture, by enhancing further the rule representation with rule execution tracing, 
explanation, proof exchange in an XML/RDF format, proof visualization and valida-
tion, etc. These facilities would be useful for increasing the user trust for the Semantic 
Web and for automating proof exchange and trust among agents in the Semantic Web. 
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Abstract. We present a novel technique for efficient Content Based Peer to 
Peer Image Retrieval (CBP2PIR) that employs a Content Addressable Network 
(CAN). A two-stage color histogram based method is described. The first stage 
defines mapping into the CAN by use of a single fuzzy histogram; while the 
second stage completes the image retrieval process through a spatially-biased 
histogram. The proposed system is completely decentralized, non-flooding, and 
promises high image recall, while minimizing network traffic. 

1   Introduction 

In recent years, a wide range of Peer-to-Peer (P2P) systems have been developed to 
overcome the weaknesses of centralized approaches: single point of failure, lack of 
scalability, undisclosed or censored content and invasion of privacy just to name a 
few. Extensive research has been carried out on structured overlay networks to 
improve efficiency and scalability. Although these Overlays can be used to find 
specific peers or content, they are not directly usable for Information Retrieval, since 
they typically require some sort of fixed-size content or peer descriptor. 

Meanwhile, image retrieval systems have mainly involved large static databases, 
with the disadvantages of centralized systems. However, such systems are 
computationally demanding and produce lengthy descriptors which cannot be used for 
P2P. Hence, methods that produce light though efficient image descriptors come in 
hand. Such a descriptor is the histogram which counts the color distribution of an 
image and disperses it into bins, producing a fixed-size vector. To prove efficient, 
most histogram extracting techniques, such as Swain’s et al [1], produce large sized 
vectors (2048 bins) which are not optimal in this case. A more suitable one is fuzzy 
histograms [2] which only require 10 bins in order to be reasonably efficient. Once 
efficiently retrieving relevant images, a method of low computational complexity is 
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desirable to increase precision. Hence, we introduce the novel idea of spatially-biased 
histograms, ostensibly simple histograms of 128 bins, enriched with embedded 
information from the spatial distribution of the colors in an image. 

Combining these image retrieval techniques with a Structured Overlay Network, 
we are aspiring to create a system with the benefits of both centralized systems, 
namely very high recall and small number of messages and P2P systems: scalability, 
fault tolerance, low setup cost and decentralization. Thus, we propose a 2-stage 
approach: Initially, we use the Overlay to route the query to the neighborhood where 
the majority of our results will lie. In the second stage, we perform a neighborhood 
search, via use of the proposed spatially-biased histograms, to increase the retrieval 
precision. To this effect, we map the histograms created by the classification process 
to a Cartesian space, maintained by a Content-Addressable-Network (CAN) [3].  

The CAN is effective in storing and retrieving (key, value) pairs. Each key is a 
point in the coordinate space and its value is stored at the peer which is responsible 
for the zone that contains this point. To locate an object, it is sufficient to route to the 
peer with that zone. When a new peer joins the network, it splits an area owned by 
another peer and takes over half of it (including the corresponding keys). When a peer 
leaves the network, its area is taken up by its neighbors. 

2   System Overview 

In the proposed system, a large number of peers are organized in a CAN and 
collaborate to spread the computational load, data and network traffic. Organization 
of the peers is completely automatic and any peer in the system can be considered an 
entry point either for new peers joining or for retrieval of information. 

Queries consist of 2 histograms and a range parameter. In the first stage, the query 
is routed to the peer whose zone contains the point defined by a 10-bin fuzzy 
histogram. Then, that peer takes control of the query and performs a second-stage 
query in its neighborhood using a 128 bin spatially-biased histogram. 

Inserting images consists of extracting the histograms from the images, routing to 
the peer owning the zone that corresponds to the point defined by the fuzzy histogram 
and placing both descriptors there, along with a pointer to the original image, or the 
image itself. Peers may join/leave the network at any time without disrupting the 
system as CAN mechanisms provide fault tolerance through replication.  

 

Fig. 1. System Overview 
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The first stage refers to creating a low-dimensional histogram to be used as 
coordinates to map images and queries into the CAN space. Histograms are extracted 
in the L*a*b* color space, a perceptually uniform color space which approximates the 
way that humans perceive color. For the preclassification stage to produce efficient 
results, the a* and b* components are subdivided into 5 regions, whereas L* is 
subdivided into only 3 regions. The fuzzification of the input is accomplished by 
using appropriate built-in membership functions (MF) for the three input components 
(L*, a*, b*) which represent the regions. A detailed description of this technique can 
be found in [2]. 

After the query has been routed to a single peer, the final stage of the scheme is the 
retrieval of the most similar images from that peer and its neighbors. To this end, a 
new method of histogram extraction from the HSV color space is proposed. The HSV 
color space was selected partially due to its approximation of the way humans 
perceive color, but mainly because most of the color information is stored in just one 
of its 3 dimensions; the component of Hue. 

Global feature techniques lack in cases in which the images have similar colors, 
but are spatially distributed differently. This problem can be solved with the use of 
local histograms [4], which on the other hand suffer a severe lack of speed due to 
repetitiveness. This leads to the need of adopting global histograms with embedded 
local characteristics, such as the proposed spatially-biased histogram. In this method 
the three color components are interlinked (8Hx4Sx4V), thus creating a histogram of 
128 bins. During the accessing of every pixel’s value in the hue frame, the algorithm 
also searches around every pixel for pixels with similar colors in manners of a cross 
having 15 pixels height and width. When every pixel included in the vicinity of the 
full length of the cross possesses a color similar to the one of the central pixel, instead 
of increasing the value of the specified color bin by one as usual, it increases it by two 
more, considerably growing the number of pixels in the bins which contain colors 
with significant concentrations in the image. The cross was chosen due to its 
simplicity and therefore minimal computational burden in contrast to using other 
shapes. The rest of the histogram, including saturation and value, is created 
straightforwardly so that even the slightest of information is included.  

Having concluded the histogram extraction process, the similarity metric of 
Bhattacharyya distance [4] was used, which measures the statistical separability of 
spectral classes; estimating the probability of correct classification. 

3   Experimental Results 

The Image Retrieval method was simulated and tested on a 10,000-image database 
extracted from “Label Me” [5], enriched with a collection of images representative for 
the general requirements of a web-based image retrieval system.  

The retrieval outcome is presented through a query session which produces 100 
images for the routing stage and 25 for the final retrieval ranked in similarity 
according to the value produced by the metric; the smaller the number which the 
metric produces, the higher the similarity to that specific image.  
The measurement used in order to evaluate the system is the retrieval performance 
percentage, which is the percentage of similar images produced in the 25 first most 
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similar images retrieved by the system. Precision is the proportion of relevant images 
retrieved R in respect to the total retrieved A, whereas recall is the proportion of 
similar images retrieved in respect to the similar images that exist. 

Table 1. Filtering Performance achieved for seven representative image sets 

Image Set 1 2 3 4 5 6 7 
Precision (%) 84 72 84 100 60 28 100

Recall (%) 95 90 91 100 75 63 100

In Table 1 one can see a synopsis of th performance of the method for seven 
different image sets and notice the high recall percentage, which means that most of 
the existing similar images were retrieved in the first 25. These image sets were 
selected to be presented, as they are characteristic of the image database and also 
show the worst and best precision and recall performances of the proposed system. 

4   Evaluation 

The total cost of our retrieval process can be estimated by adding the cost of the 2 
retrieval stages. For the first stage, the cost is one lookup in the CAN, which, as 
described in [3], is up to 5 hops with latency within a factor of 2 of the underlying 
network latency. The second stage consists of communicating with neighboring peers 
and should not be more that 15 short distance messages, but typically much fewer. 
Therefore, we expect the total number of messages to be less than 20, and most of 
them in a local network. 

The size of each query is the size of the 2 histograms plus the size of the address of 
the sender, in total 10*4 Bytes for the fuzzy histogram, 128*4 Bytes for the spatially-
biased histogram and up to 10 Bytes for the sender information. 

Finally, image recall and precision will not be worse than what is presented in table 
1. In fact, it will typically be higher because we are searching within the whole zone 
of the peers, instead of the first 100 results returned by the first stage. 
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Abstract. This paper explores the effectiveness of machine learning techniques 
in detecting firms that issue fraudulent financial statements (FFS) and deals 
with the identification of factors associated to FFS. To this end, a number of 
experiments have been conducted using representative learning algorithms, 
which were trained using a data set of 164 fraud and non-fraud Greek firms in 
the recent period 2001-2002. This study indicates that a decision tree can be 
successfully used in the identification of FFS and underline the importance of 
financial ratios.  

1   Introduction 

Researchers have used various techniques and models to detect accounting fraud in 
circumstances in which, a priori, is likely to exist. However few studies have tested 
the predictive ability of different types of models and methods used by means of a 
common data set. In this study, we carry out an in-depth examination of publicly 
available data from the financial statements of various firms in order to detect FFS by 
using alternative supervised machine learning methods. This study indicates that a 
decision tree can be successfully used in the identification of FFS and underline the 
importance of financial ratios. 

The following section attempts a brief literature review. Section 3 describes the 
data set of our study and the feature selection process. Section 4 presents the experi-
mental results for the representative compared algorithms. Finally, section 5 discusses 
the conclusions and some future research directions.   

2   Literature Review 

The financial statement audit is a monitoring mechanism that helps reduce informa-
tion asymmetry and protect the interests of the principals, specifically, stockholders 
and potential stockholders, by providing reasonable assurance that management’s 
financial statements are free from material misstatements. However, in real life,  
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detecting management fraud is a difficult task when using normal audit procedures [6] 
since there is a shortage of knowledge concerning the characteristics of management 
fraud. Additionally, given its infrequency, most auditors lack the experience neces-
sary to detect it. Moreover, managers deliberately try to deceive auditors [8].  

Nieschwietz et al. [13] provide a comprehensive review of empirical studies related 
to external auditors’ detection of fraudulent financial reporting while Albrecht et al. 
[2] review the fraud detection aspects of current auditing standards and the empirical 
research conducted on fraud detection. Bell and Carcello [4] developed and tested a 
logistic regression to estimate the likelihood of fraudulent financial reporting. Green 
and Choi [9] developed a Neural Network fraud classification model. Ansah et al. [3] 
investigate the relative influence of the size of audit firms, auditor’s position tenure 
and auditor’s year of experience in auditing on the likelihood of detecting fraud in the 
stock and warehouse cycle.  

For Greek data, Spathis [17] constructed a model to detect falsified financial state-
ments. He employed the statistical method of logistic regression. The reported accu-
racy rate exceeded 84%. Kirkos et al [11] investigate the usefulness of Decision 
Trees, Neural Networks and Bayesian Belief Networks in the identification of fraudu-
lent financial statements. In terms of performance, the Bayesian Belief Network 
model achieved the best performance managing to correctly classify 90.3% of the 
validation sample in a 10-fold cross validation procedure. For both studies [17] and 
[11] 38 FFS firms were matched with 38 non-FFS firms. 

The application of machine learning techniques for financial classification is a fer-
tile research area [5], [11]. As a consequence, our main objective for this study is to 
evaluate the predictive ability of machine learning techniques by conducting a number 
of experiments using representative learning algorithms. 

3   Data Description 

Our sample contained data from 164 Greek listed on the Athens Stock Exchange  
manufacturing firms (no financial companies were included). Auditors checked all the 
firms in the sample. For 41 of these firms, there was published indication or proof of 
involvement in issuing FFS. The classification of a financial statement as false was 
based on the following parameters: inclusion in the auditors’ report of serious doubts 
as to the accuracy of the accounts, observations by the tax authorities regarding seri-
ous taxation intransigencies which significantly altered the company’s annual balance 
sheet and income statement, the application of Greek legislation regarding negative 
net worth, the inclusion of the company in the Athens Stock Exchange categories of 
“under observation and “negotiation suspended” for reasons associated with the falsi-
fication of the company’s financial data and, the existence of court proceedings pend-
ing with respect to FFS or serious taxation contraventions. 

The 41 FFS firms were matched with 123 non-FFS firms. All the variables used in 
the sample were extracted from formal financial statements, such as balance sheets 
and income statements. This implies that the usefulness of this study is not restricted 
by the fact that only Greek company data was used. The selection of variables to  
be used as candidates for participation in the input vector was based upon prior re-
search work, linked to the topic of FFS [17], [18], [8]. Additional variables were also 
added in an attempt to catch as many as possible predictors not previously identified. 



540 S. Kotsiantis et al.  

Table 1 provides a brief description of the financial variables used in the present 
study. Moreover, in an attempt to show how much each attribute influences the induc-
tion, we rank the influence of each one according to a statistical measure – ReliefF 
[16]. The average ReliefF score of each attribute according to our dataset are also 
presented in Table 1. The larger the value of the ReliefF scores is, the more influence 
of the attribute in the induction.  

Table 1. Research Variables description and Average ReliefF score of each variable 

Variables Variable Description ReliefF score 

RLTC/RCR02 
Return on Long -term capital / Return on Capital 
and Reserves  2002 

0.02603371 

AR/TA 01 Accounts Receivable/Total Assets 2001 0.02587121 
TL/TA02 Total  liabilities/Total assets 2002 0.02577709 
AR/TA02 Accounts Receivable/Total Assets 2002 0.02257509 
WC/TA 02 Working capital/total assets 2002 0.02118785 
DC/CA02 Deposits and cash/current assets 2002 0.01364156 
NFA/TA Net Fixed Assets/Total Assets 0.0133596 
NDAP02 Number of days accounts payable 2002 0.01085013 
LTD/TCR02 Long term debt/total capital and reserves 2002 0.00798901 
S/TA02 Sales/total assets 2002 0.00395956 
RCF/TA02 Results carried forward/total assets 2002 0.00384807 
NDAR02 Number of days accounts receivable 2002 0.00327257 
CAR/TA Change Accounts Receivable/Total Assets 0.00320415 
WCL02 Working capital leveraged 2002 0.00254562 
ITURN02 Inventory turnover 2002 0.00215535 
TA/CR02 Total Assets/Capital and Reserves 2002 0.00208717 
EBIT/TA02 Earnings before interest and tax/total assets 2002 0.00206301 
CFO02 Cash flows from operations 2002 0.00169573 
CFO01 Cash flows from operations 2001 0.0009421 
CR02 Current assets to current liabilities 2002 0.00082761 
GOCF Growth of Operational Cash Flow 0.00073566 
CAR/NS Change Accounts Receivable/Net Sales 0.00071853 

EBT02/EBIT02 
Earnings before  tax 2002/Earnings before interest 
and tax 2002 

0.00049986 

Z-SCORE02 Altman z-score 2002 0.00047192 
CR/TL02 Capital and Reserves/total liabilities 2002 0.00041943 

    Thus, the attributes that mostly influence the induction are: RLTC/RCR02, 
AR/TA01, TL/TA02, AR/TA02, WC/TA02, DC/CA02, NFA/TA02, NDAP02, 
LTD/TCR02, S/TA02, RCF/TA02, NDAR02. With regard to the remaining variables, 
it seems that the other attributes do not influence the induction at all. For this reason, 
these attributes were removed from the training set.  

4   Experimental Results 

A representative algorithm for each learning technique was used. The most commonly 
used C4.5 algorithm [15] was the representative of the decision trees. RBF algorithm 
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[12] - was the representative of the Artificial Neural Networks. The K2 algorithm [10] 
was the representative of the Bayesian networks. The 3-NN algorithm was the repre-
sentative of lazy learners [1] since we determined this best K=3 automatically through 
the minimization of the estimation error on a test set. Ripper [7] was the representa-
tive of the rule-learners. Finally, the SMO algorithm was the representative of the 
SVMs [14]. All accuracy estimates were obtained by averaging the results from strati-
fied 10-fold cross-validation in our dataset. We also present the accuracy of simple 
logistic regression model (LR). It must be mentioned that we used the free available 
source code for our experiments by the book [19] in order to find the best parameters 
for each algorithm. The results are presented in Table 2. 

Table 2. Accuracy of models in our dataset 

 K2 C4.5 3NN RBF RIPPER LR SMO 

Total Acc. 74.1 91.2 79.7 73.4 86.8 75.3 78.66 

Fraud (F) 51.2 85.2 56.1 36.6 65.7 36.6 48.8 

Non-Fraud (NF) 82.1 93.3 88.0 86.3 94.1 88.9 88.6 

In a comparative assessment of the models’ performance we can conclude that de-
cision tree outperforms the other models and achieve outstanding classification accu-
racy. For this reason, we also visualize the produced classifier for better interpretation 
of the results (Fig 1). Decision tree performs well with this problem because the divi-
sion of the instance space is orthogonal to the axis of one variable and parallel to all 
other axes. Therefore, the resulting regions are all hyperrectangles. 

IF WC/TA 02 <0.180188
 THEN    IF TL/TA02 <0.6263 
    THEN IF NDAR02 < 0.033637 THEN “non-fraud” ELSE “fraud” 
  ELSE IF NFA/TA <0.800656 THEN “non-fraud” ELSE “fraud” 
 ELSE     IF TL/TA02 >0.0939 THEN “non-fraud” ELSE “fraud”  

Fig. 1. The produced classifier 

5   Conclusion 

The aim of this study has been to investigate the usefulness and compare the perform-
ance of machine learning techniques in detecting fraudulent financial statements by 
using published financial data. The results indicate that published financial statement 
data contains falsification indicators. In terms of performance, the decision tree 
learner achieved the best performance. It must be mentioned that our input vector 
solely consists of financial ratios. Enriching the input vector with qualitative informa-
tion, such as previous auditors’ qualifications or the composition of the administrative 
board, could increase the accuracy rate.  
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Abstract. The objective of this study is to investigate the discrimina-
tion of benign from malignant breast lesions using: the linear, the feedfor-
ward neural network, the k-nearest neighbor and the boosting classifiers.
Nuclear morphometric parameters from cytological smears taken by Fine
Needle Aspiration (FNA) of the breast, have been measured from 193
patients. These parameters undergo an appropriate transformation and
then, the classifiers are performed on the raw and on the transformed
data. The results show that in terms of the raw data set all classifiers
exhibit almost the same performance (overall accuracy ≡ 87%), Thus
the linear classifier suffices for the discrimination of the present problem.
Also, based on the previous results, one can conjecture that the use of
these classifiers combined with image morphometry and statistical tech-
niques for feature transformation, may offer useful information towards
the improvement of the diagnostic accuracy of breast FNA.

1 Introduction

Breast lesion is one of the most common applications of statistical classifiers in
medicine. This may be due to the fact that several diagnostic dilemmas emerge in
the interpretation of mammography and fine needle aspiration (FNA) cytology,
concerning indications for biopsy of breast lesions.

The aim of this study was to investigate the capability of morphometry com-
bined with the following statistical classifiers: the linear classifier, the feedfor-
ward neural network classifier, the k-nearest neighbor classifier and the boosting
classifier using two-layer feedforward neural networks, in the discrimination of
benign from malignant breast nuclei in routinely prepared smears, in order to un-
dergo the diffculties mentioned above. These classifiers in combination with the
selected features and transformations have never been reported in the literature.
� This study is supported in part by the Special Account for Research Grants of the

University of Athens KAE:70/31703.

G. Antoniou et al. (Eds.): SETN 2006, LNAI 3955, pp. 543–546, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



544 K. Koutroumbas et al.

2 Materials and Methods

From the 3000 cases of solid breast lesions, collected at our laboratory during
the last decade, 193 cases were selected as representatives for investigation. The
study was performed on Giemsa stained smears taken by FNA. The cytologic
diagnosis was made by two skilled cytopathologists and also confirmed by the
histologic examination of surgical specimens. The data set is consisted of 128
malignant cases (6279 nuclei) and 65 benign cases (3165 nuclei). The classifiers
were trained by the use of a training set consisted of 50% of the cases and tested
by the remaining cases. Form each nucleus 25 parameters were extracted by a
customised image analysis system [1](see Table 1).

Table 1. Nuclear features and the applied transformations

Symbol Geometric features Feature transformation
X1 Area A1/28

X2 Circularity cos(Circ2)
X3 Major axis ln (Mj)
X4 Minor axis Mn1/7

X5 Perimeter sin(P )
X6 Form area (FormAR) FormAR5

X7 Form perimeter (FormPE) (FormPE/(1 + FormPE))12

X8 Contour index 1/(CI13)
X9 Contour ratio 1/(CR6(1 + CR))
X10 Roundness factor 1/RF 13

X11 Diameter (sin(D))2

Textural features
X12 Mean value of histogram μh(k) (no transformation)
X13 Standard deviation of histogram (STD(h(k)))1/5

X14 Variance of histogram (V AR(h(k)))1/9

X15 Short run of run length matrix sin(RLMSR)
X16 Long run of run length matrix sin(1/(RLMLR))
X17 Grey level of run length matrix sin(RLMGL)
X18 Distribution of run length matrix sin(RLMD)
X19 Maximum of co-occurrence matrix ln(1/COMMAX)
X20 Entropy of co-occurrence matrix sin((COME)(1/21))
X21 Inertia of co-occurrence matrix sin(COMI + COMI

(1+COMI ) + ( COMI
(1+COMI ) )

2)
X22 Mean value of differences histogram ln(μhd(k) + 5)
X23 Variance of differences histogram (V AR(hd(k)))(1/9)

X24 Contrast of differences histogram (Contr(hd(k)))(1/10)

X25 Entropy of differences histogram sin((Entr(hd(k)))3)

In this work three parametric and one non-parametric classifiers are
considered[2], namely: (a) The linear classifier, a parametric classifier whose
output y depends linearly on its input x via a parameter vector w and a scalar
w0, i.e. y = wT x+w0. If y > 0(< 0) x is assigned to class 1 (−1). The parameters
w and w0 are estimated via the minimization of the sum of square error function,
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J . (b) The two-layer feedforward neural network (2LFNN) parametric classifier,
a classifiers whose output y depends nonlinearly on its input x, via the equation
y = g(

∑m
j=1 vjf(wT

j x)+v0), where w’s, v’s are parameters, f is a sigmoid func-
tion (e.g. hyperbolic tangent) and g(x) = 1(−1) if x > 0(< 0). The parameters
are estimated via the minimization of J . (c) The boosting classifier, which con-
sists of several small 2LFNNs created sequentially. Eacg 2LFNN tries to classify
correctly the vectors that were classified incorrectly be the combination of the
2LFNNs generated so far. (d) The k-nearest neighbor non-parametric classifier,
which assigns a vector x to a class taking into account the classes of its k nearest
neighbors from a reference set Y . Here the classifiers have been applied to:

1. The raw data set, denoted by X1.
2. The normalized data set (X2), where the values of each feature are normal-

ized in the interval [−1, 1], via the transformation xtrans
i = xraw

i −mini

maxi −mini
where

xraw
i is the raw value of the i-th feature, xtrans

i is the transformed value of
the i-th feature, and mini and maxi are the minimum and the maximum
values of the i-th feature.

3. The normalized data set (X3), where each of the 25 features was transformed
empirically, so as to follow the normal distribution (see Table 1) [3]. The
normality of the data was tested through the skewness test1 [3]. Note that
transformations may not be unique.

4. The normalized data set, denoted by X4, which follows from X3 is further
normalized in the interval [−1, 1], via the previous transformation.

3 Results

The four classifiers under study are applied on the X1, X2, X3 and X4 sets,
each X i is partitioned into a training set, used to train each classifier, and a test
set, used for the evaluation. The results are shown in Table 2 (variations of the
parameters of the classifiers do not affect significantly their performance).

Table 2. Results of the four classifiers for the X1, X2, X3 and X4 sets

Boosting clas. 2-layer FNN k-nearest neigh. linear clas.
(nodes = 10) (k = 13)

X1 Training set 90.21% 90.43% 88.33% 89.18%
X1 Test set 87.44% 87.04% 87.13% 86.17%
X2 Training set 88.21% 92.63% 88.74% 89.18%
X2 Test set 81.63% 86.59% 85.91% 86.19%
X3 Training set 91.73% 90.06% 79.36% 89.24%
X3 Test set 80.80% 87.00% 78.17% 86.61%
X4 Training set 92.76% 90.22% 74.03% 88.68%
X4 Test set 82.48% 87.31% 73.87% 86.00%

1 The Kolmogorov-Smirnov was not used because it is sensitive to large data sets.
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4 Discussion

Fine Needle Aspiration (FNA) has reached a wide acceptance in the investigation
of breast lesions because of the quite high overall accuracy. However in some cases
the discrimination between benign and malignant lesions is difficult because of
the lack of sufficient diagnostic criteria or of the paucity of cells in the smears [4].
To resolve the problem of safe and reproducible classification of breast lesions
in cytologic as well as in histologic level, morphometric parameters have already
been investigated using different methods with encouraging results [5].

In our study, the results of Table 2 show that all classifiers give more or
less similar results on the raw data set. In addition, these are their best results
compared to the results obtained for the transformed data sets. In addition,
while the two-layer feedforward neural network classifier and the linear classifier
give similar results for X2, X3 and X4, the performance of the boosting classifier
drops significantly on the transformed data sets. Also, the performance of the
k-nearest neighbor classifier degrades significantly for X3 and X4.

It is worth noting that because in all X1, X2, X3, and X4 cases the perfor-
mance of the linear classifier is almost identical to that of the two-layer feed-
forward neural network and the boosting classifier, the linear classifier seems to
suffice for the discrimination of the two classes in the present problem.

The fact that despite the objectivity introduced by the measuring system, the
classifiers cannot obtain 100%classificationperformance for the breastnuclei. This
indicates that there exists an overlap in the feature space and may explain the dif-
ficulties observed in the morphological diagnosis. A detailed analysis on the nuclei
that have not been classified correctlly, indicated that the majority of the nuclei of
the malignant cases that have been missclassified are from small cell carcinomas,
which are easily diagnosedby cytopathologists.A combination of the methods con-
sidered above and a cytological examination may decrease dramatically the num-
ber of cases that require histologic confirmation before the therapeutic decision.

As future plans we intend to examine the discriminative capability of classi-
fiers like the above to cells stemming from other organs as well as other classifiers
(such as kernel-based methods).
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Abstract. This paper proposes and compares several data fusion techniques for 
robot navigation. The fusion techniques investigated here are several topologies 
of the Kalman filter. The problem that had been simulated is the navigation of a 
robot carrying two sensors, one Global Positioning System (GPS) and one Iner-
tial Navigation System (INS). For each of the above topologies, the statistic er-
ror and its, mean value, variance and standard deviation were examined.  

1   Introduction 

Robot navigation is the process that a robot tries to follow a predetermined path, or an 
obstacle free path. In robotics we are able to use a wide range of different sensors to 
navigate. The most likely way to provide robustness and flexibility in robot naviga-
tion is to mount on the robot more than two sensors that they are integrated correctly 
and with a proper data fusion technique. However, any measurement is corrupted by 
noise and device inaccuracies and, thus, isolating this noise is straightforward [1]. 
Hence, there is a need of a filter in order to obtain measurements that are immune to 
noise and such one is the Kalman filter [3, 4]. In this paper three topologies were 
examined, involving the measurements of two sensors, a GPS and an INS. The three 
proposed topologies include a Kalman filter utilized along with one set of “if…then” 
rules or with the least mean square method. The data fusion occurs in these set of 
rules or in the least mean square system. The methods were examined comparatively 
in both quantitative and qualitative manner. 

2   Sensors Selection 

The scope of our navigation application is that the robot should be able to determine 
its real position fast and accurately, i.e. the estimated coordinates to be as close to the 
real ones as possible. Taking into account the above assumption the outputs of the 
sensors were obtained in absolute coordinates. The GPS selection was based on its 
technical characteristics, so that it also produces absolute coordinates, time etc. Be-
sides using the time and the coordinates the robot velocity is obtained. The INS selec-
tion was based on its capability to produce output of the same format as the one of the 
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GPS. The GPS and INS are complimentary sensors and the disadvantages of each 
other are ideally cancelled. In case of an absence of the GPS signal (due to satellite 
signal loss), the INS is activated to navigate until the GPS signal is recovered [2]. 

3   Sensors Fusion for Robot Navigation 

To establish accuracy, availability and robustness, the measurements from GPS and 
INS should be fused. The selection of Kalman filter was based on the nature of the 
problem itself, i.e. the requirement to compute the actual coordinates. This is to say 
that the navigation was not about path finding or object evasion. On the other hand, 
the Kalman filter is capable to manage the coordinates in such a way, that the noise is 
isolated and the final output is coordinates with lower noise corruption.  

3.1   Topologies 

Three different topologies were composed and studied. The different topologies in-
volve, apart the Kalman filter, a least mean square function and an expert system, in 
different arrangements. They all were assessed towards our aim, i.e. the accurate 
estimation of the coordinates of the robotic platform. These three topologies are de-
scribed below as thoroughly as possible. 

3.1.1   If Then Rules Along with the Kalman Filter 
This topology is depicted in Fig. 1. The Kalman filter function is cascaded to a simple 
“if…then” rules expert system. The system obtains the measurements from the sen-
sors, which subsequently are fed into the “if...then” rules expert system, where the 
data fusion occurs. Only one measurement will be the input to the Kalman filter.  

 

Fig. 1. A Kalman Filter utilized along with an “If…Then” rules expert system 

    The selection is based on a comparison of the distances between measurements and 
real coordinates which takes place. The shorter distance is preferred to the longer as it 
is corrupted lesser by noise. So the input to the filter exhibit as little noise as possible. 
In the case of both sensors sharing the same noise then the more reliable (comparing 
to) measurement is selected. 

3.1.2 Least Mean Square with the Kalman Filter 
The second of the proposed topologies utilizes a “least mean square method” fol-
lowed by the Kalman filter, as illustrated in Fig. 2. The sensor data fusion occurs in 
the system that implements a least mean square method. The topology is competed 
with a cascaded Kalman filter, were the output of the least mean square method is fed, 
in order to produce the final output. 
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Fig. 2. A Kalman Filter in cascade with a least mean square method 

3.1.3 Two Kalman Filters with Least Mean Square 
This topology uses similar building blocks as the previous one. Here the sensor data is 
firstly filtered out by the Kalman filter module, whilst the fusion takes place after-
wards. Two parallel Kalman filters are implied, each of which is applied on the sensor 
data. The outputs from the two filters are fused by the system with the least mean 
square, where the functions are exactly the same to the previous topology. A block 
diagram of the process is demonstrated in Fig. 3.  

 

Fig. 3. Two Kalman Filters followed by a least mean square method 

4   Comparative Study 

All the above proposed topologies were statistically examined. The mean value, the 
standard deviation and the variance were used as benchmarks. The topology exhibit-
ing the least mean value is the third one (Fig. 4c). The topology with the lowest vari-
ance and standard deviation is the second one (Fig.4b). As it is shown to the Fig. 4a, 
which refers to the first topology, the error’s distribution range is quite long and the 
density is mostly about 6. In the Fig. 4b and 4c the distribution is bell shaped and the 
range of the error is from -0.2 to 0.15. Although Fig 4b and 4c are quite similar it is 
shown that the second one has bigger mean value as the density varies mostly about 5 
to 6 above the zero, instead of the third one’s where are distributed around zero. 
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Fig. 4. The error density distribution of the proposed topologies presented in Figs 1, 2 and 3, 
respectively 
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    Apart from the quantitative comparison, a qualitative one should be approached. 
Considering the Fig. 5a, 5b and 5c, it could be easily shown that the second topology 
provide better results. The second topology responses close enough to the ideal land-
marks, the bold spots at the referring Figure. The third topology, though it responses 
closer to the ideal landmarks than the other two, is not as stable as the second one. As 
it is shown below to the Fig. 5a, 5b and 5c the robot has to follow the bold line which 
is the ideal one. There are some measurements that take place from the two sensors 
which are marked with the squares. The final output of the above topologies is the 
light gray line.  

              

(a)                                              (b)                                               (c) 

Fig. 5. A mobile robot trajectories corresponding to the topologies presented in Figs 1, 2 and 3, 
respectively. The rhombuses are the measurements, the bold squares are the real states and the 
gray cycles are the outputs of the fusion techniques. 

5   Conclusion 

A comparative study of three different topologies of sensor data fusion was carried 
out in this paper. The target application is that of determining the exact position of a 
robot, in order to perform autonomous navigation. The sensors utilized are a GPS and 
an INS. The choice among the three topologies relies strongly on the nature of the 
problem that the topology is to be implemented. There are cases in which we want to 
have a good mean value, but others that we want to have an overall low variance or 
standard deviation. Furthermore, it is obvious that the implementation of the topology 
with the If…Then rules requires a high cost, as there are more calculating resources, 
in contrary to the topology with the least mean square system. 
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Abstract. This paper describes two simple techniques that can greatly
improve navigation and motion control of nonholonomic robots based on
range sensor data. The first technique enhances sensory information by
re-using recent sensor data through coordinate transformation, whereas
the second compensates for errors due to long control cycle times by for-
ward projection through the kinematic model of the robot. Both tech-
niques have been succesfully tested on a Nomad 200 mobile robot.

1 Introduction

The quest for artificial intelligence is best expressed in the field of robotics, where
intelligent behavior and interaction are embodied and express themselves in the
real world. The age of robot intelligence comparable to human intelligence may
be still quite far away, however simpler, yet crucial, subproblems in this context
are currently within the reach of the present technology. For example, a first
step towards higher-level intelligence is the ability of a mobile robot to reason
about its mobility and navigate safely in the environment.

Many mobile robots, from small laboratory robots to larger autonomous au-
tomobiles, rely on wheeled mobility and range data from sonar, laser, or infrared
sensors to navigate. These robots are commonly nonholonomic [1], that is, their
motion is constrained by steering. Despite significant differences at the higher
level (path planning), most robot navigation algorithms at the lower level (mo-
tion control) rely on reactive controllers which take into account instantaneous
range data in the robot’s egocentric framework. This work indentifies two com-
mon problems in this context and proposes techniques to address them. The
proposed techniques have been tested successfully on a Nomad 200 mobile robot
in coordination with a neural map local path planner and a multi-objective mo-
tion controller in both simulated and real environments [2].

2 Sensor Data Transformation

Instantaneous sensor data are noisy and potentially inaccurate. To reduce in-
stantaneous sensor uncertainty we maintain a short-term memory of the most
� Research conducted while the author was with the University of Louisiana, Lafayette.
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Fig. 1. Sensor range reading transformation

recent sensory information. Thus, the last few sensor readings are reused in the
next few steps before they are discarded. This trick compensates for potential
inaccuracies, providing at the same time a richer sense of the surrounding envi-
ronment. A key parameter is the size of the memory window. A short window
offers almost no advantage, whereas a large one leads to “inertia” in sensing
changes. An interval of 2–3 seconds of real time is sufficient in most cases. Given
an internal estimate of the cycle time through the robot’s clock, the system
automatically determines the required memory size.

The readings in the short term memory cannot be reused in a straightforward
way; appropriate transformation is necessary. Due to robot motion, a previous
reading may be reused at a configuration different than the one it was obtained
from. Following Figure 1, consider a sensor range reading (r0, φ0) (with respect
to the robot’s local coordinate frame) corresponding to some obstacle O ob-
tained from configuration (x0, y0, θ0) (with respect to a global coordinate frame).
Given a new configuration (x1, y1, θ1) of the robot, what would the range reading
(r1, φ1) corresponding to the same obstacle O from that configuration be? The
transformation proceeds from the local coordinate frame at the first configura-
tion to the global coordinate system and back to the local coordinate frame at
the second configuration1:

r1 =
√(

x0 + r0 × cos(φ0 + θ0)− x1
)2 +

(
y0 + r0 × sin(φ0 + θ0)− y1

)2
φ1 = arctan2

(
y0 + r0 × sin(φ0 + θ0)− y1, x0 + r0 × cos(φ0 + θ0)− x1

)
− θ1

To compute the transformation we use the odometry of the robot, which is quite
accurate for short time frames. In summary, a cyclical buffer stores the last k
range scans, obtained during the last k control cycles, along with the configuration
1 arctan2(y, x) calculates arctan(y/x) and returns an angle in the correct quadrant.
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Fig. 2. The hybrid nature of discrete control on continuous robot motion

of the robot at each scan. Through the above transformation, the stored readings
can be made to appear as if they were all obtained from the current (or any other)
configuration. Through this technique it is possible for the robot to maintain sen-
sory information even outside its current sensory scope.

3 Configuration Prediction

Mobile robots are typically controlled by computers either on-board or off-board.
Thus, control commands are issued only at discrete points in time and not con-
tinuously because of the required computation time in each cycle. This is also
true for sensing, since the world is perceived only at discrete points in time. Fig-
ure 2 shows the repeated control cycle: a control command is issued (action), the
world is perceived (perception), and in time Δt1 the next action is computed.
In fact, the cycle time Δtk between two consecutive control commands can vary
due to contingent events (communication delays, running processes, etc.). In any
case, there is a finite time interval Δt during which there is no control over the
motion of the robot. Moreover, the control action issued at a particular time
step corresponds to the world as it was perceived at the previous time step. The
impact of this problem becomes apparent in high speed motion, where a fast
moving robot might be in a completely different configuration by the time the
control command is issued.

Our proposed solution is to estimate the time Δt between control steps and
predict the configuration of the robot at the beginning of the next cycle. Then,
the next action is computed with respect to the predicted configuration as if the
robot was there. In particular, given the current configuration (x0, y0, θ0) and
the current rotational and translational velocities (u0, v0) of the robot, we seek
the configuration (x1, y1, θ1) after time Δt. A nonholonomic robot moving with
constant speeds follows a trajectory given by the unicycle model equations [3]:

x(t) =
u0

v0
sin(v0t) y(t) =

u0

v0

(
1− cos(v0t)

)
θ(t) = v0t

Given that speeds are held almost constant during the interval Δt, we can esti-
mate the resulting configuration as follows:

x1 ≈ x0 + x(Δt) y1 ≈ y0 + y(Δt) θ1 ≈ θ0 + θ(Δt)

To obtain an estimate of the cycle time Δt, the controller measures the elapsed
real time using the robot’s clock. For averaging, we use a simple convex combi-
nation of the last two measured cycle times with a higher weight on the most
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Fig. 3. A simple navigation task: robot path (left) and control commands (right)

recent one. Thus, the controller quickly adapts to the performance and load of
the underlying platform, with some “inertia” to avoid contingent oscillations.

4 Improved Navigation and Consclusion

The proposed techniques have been integrated in a motion controller which is-
sues incremental velocity commands guided by a holonomic path planner. The
controller finds the best rotational and translational velocities by discrete opti-
mization of a multi-criteria objective function defined over the dynamic velocity
window [4] as determined by the current velocities and the maximum accelera-
tion and deceleration ability of the robot. The objective function combines the
proximity of the resulting configuration to the current goal with the potential
of unforeseen, perhaps unavoidable, collisions and issues commands that elimi-
nate or minimize collision impact. Such collisions may become possible due to
dynamic obstacles, but also due to the holonomic nature of the path planner.
The complete system achieves accurate, smooth, and safe navigation (an ex-
ample is shown in Figure 3). The proposed techniques are quite general. Any
robot navigation algorithm can project its knowledge (recent sensor data) in the
near future (predicted configuration) and compute proactively and adaptively
the next control command to improve navigation accuracy and performance.
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1 Introduction

Let G(V, E) denote an undirected graph, V and E being the sets of its nodes and
edges, respectively. A matching in G(V, E) is a subset of edges with no common
endpoints. Finding a matching of maximum cardinality constitutes the maximum
cardinality matching (MCM) problem. For a thorough theoretical discussion
we refer to [6]. The MCM problem is of specific interest from a Constraint
Programming (CP) point of view because it can model several logical constraints
(predicates) like the all different and the symmetric all different predicates [7].
Thus, the definition of a maximum cardinality matching constraint provides a
framework encompassing other predicates. Along this line of research, we define
a global constraint with respect to the MCM and address the issue of consistency.
Establishing hyper-arc consistency implies the identification of edges that cannot
participate in any maximum cardinality matching. Evidently, this issue (also
called filtering) is related to the methods developed for solving the problem.
Solving this problem for bipartite graphs was common knowledge long before
Edmonds proposed an algorithm for the non-bipartite case [3]. Regarding hyper-
arc consistency, the problem has been resolved only for the bipartite case [1].

In this paper, we adopt an approach alternative to the ones discussed above,
since, through matroids and independence systems, we are able to deal with
both the bipartite and the non-bipartite cases. More specifically, we present
filtering algorithms for problems defined as independence systems and, since
matching can be regarded as such, these algorithms become applicable to the
MCM problem. Hence, our contribution is twofold. First, we provide filtering
schemes for both bipartite and non-bipartite matching through a unifying theo-
retical approach and, secondly, the procedures described apply to any predicate
that could be expressed as an independence system.

� This research has been partially funded by the Greek Ministry of Education under
the program “Pythagoras II”.
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2 Preliminaries and Problem Formulation

We refer to [2] for formal definitions related to global constraints. We consider
each element of E as a set consisting of two elements (nodes) belonging to V .
Hence, for e ∈ E and v ∈ V , one can write 0 ≤ |e ∩ {v}| ≤ 1. Similarly, edges
ei, ej ∈ E are incident to the same node if and only if |ei ∩ ej | = 1. A set
M ⊆ E is called a matching if, for every pair of edges ei, ej ∈ M , it holds that
|ei ∩ ej | = 0. The MCM problem is defined as

max
M⊆E:|ei∩ej |=0,∀ei,ej∈M

|M |

The matching constraint is imposed on a set of variables, each corresponding
to a node of the graph G(V, E). That is, for each v ∈ V there exists a variable xv.
Let d : E → Z+ be a bijection, i.e. d maps each edge to a unique positive integer.
For v ∈ V , let Ev denote the set of edges incident to node v, i.e. Ev = {e ∈
E : |e ∩ {v}| = 1}. The domain of xv is defined as Dv = {d(e) : e ∈ Ev} ∪ {0},
where value 0 is reserved and its meaning is explained next. The variables xu, xw

are said to form a pair if they share the same value, which is also different than
0. Apparently, this value must belong to both Du, Dw. This implies that nodes
u, w are linked via the edge associated with the common value of the variables
xu, xw. Hence, the global constraint

matching{xv : v ∈ V },
xv ∈ Dv, ∀v ∈ V,

asks for a maximum number of pairs with distinct pair values. The variables
not selected to form a pair are assigned value 0.

Before proceeding, we should recall certain definitions related to matroids (see
[5]). Denote the collection of subsets of a set A as 2A.

Definition 1. Given a finite set E and some family of subsets F ⊂2E , the set
system M = (E ,F) is a matroid if the following conditions hold

(I1) ∅ ∈ F ,
(I2) If X ∈ F and Y ⊂ X then Y ∈ F ,
(I3) If X, Y ∈ F and |Y | < |X |, then there exists an element e of X\Y such

that Y ∪ {e} ∈ F .

If conditions (I1), (I2) hold, M = (E ,F) is called an independent system (IS).
Hence, by Definition 1, a matroid is an IS for which (I3) also holds. The fol-
lowing definitions apply to any IS. E is called the ground set. A set X ∈ F is
said to be an independent set of M = (E ,F). Any set which is not indepen-
dent is dependent. A maximal independent set is called a base. An IS can be
described by a set of matroids on the same ground set. Consider the matroids
M1= (E ,F1), . . . ,Mk= (E ,Fk). Their intersection, also called k-matroid inter-
section, is defined as (E ,

⋂
i=1,...,k Fi). Clearly this is an IS. Moreover,
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Theorem 1 ([5]). Any independence system is the intersection of a finite num-
ber of matroids .

The connection between matchings in a graph and independence systems is di-
rect: the set of matchings forms an IS, to be denoted by M(G), on the ground set
of edges E. An MCM is simply a maximum cardinality basis (MCB) in M(G).
Therefore, a filtering procedure identifying the elements of E that do not belong
to any MCB is applicable to the MCM problem. Such a scheme, when applied
to M(G), produces the set of edges not participating in any maximum cardi-
nality matching. The problem of finding a base of a matroid is quite different
than that of finding an MCB of an IS, the latter being polynomially solvable
only if the IS is the intersection of two matroids [5]. Further, it has been proved
that the set of matchings in an arbitrary graph G is the intersection of at most
O(log|V |/loglog|V |) matroids [4].

3 Consistency of the Matching Constraint

Our aim is to establish a partitioning of E to sets EALL, ESOME , ENONE , which
include the edges participating to all, some or none maximum cardinality match-
ings, respectively. Hereafter, E and E are interchangeably used to denote the
ground set. The algorithm presented next computes this partitioning on any IS,
under the conditions that we can compute the rank of any subset of the ground
set E and we can find an MCB including a specific e ∈ E (denoted as B(e)). Note
that, in the case of M(G), this problem as well as the problem of computing the
rank of any subset of edges are polynomially solvable.

Algorithm 1. Achieving hyper-arc consistency for the MCB problem on an IS
X = ∅;
ENONE = ∅;
EALL = ∅;
rankE = r(E);
for all e ∈ E \ X do

Compute a basis B(e);
if r(B(e)) < rankE then

ENONE = ENONE ∪ {e};
else

X = X ∪ {B(e)};
end if

end for
for all e ∈ X do

if r(E \ {e}) < rankE then
EALL = EALL ∪ {e};

end if
end for
ESOME = E \ {EALL ∪ ENONE};
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Theorem 2. Algorithm 1 correctly determines in O((Ω1 + Ω2) · |E|) steps the
partitioning EALL, ESOME, ENONE, where Ω1, Ω2 are, respectively, the compu-
tational complexities of computing the rank function and B(e), for e ∈ E.
Proof. (Correctness) The algorithm consists of two loops. The first one separates
the elements of ENONE from those of X = EALL ∪ ESOME . The separation is
achieved by identifying for each e ∈ E an MCB containing it. Apparently, if the
rank of such a base is smaller than the rank of E then e ∈ ENONE ; otherwise, all
the elements of B(e) belong to X . In the second loop, we identify those elements
of X that belong to EALL. Observe that |EALL| ≤ r(E) and recall that for each
e ∈ X there is a basis containing it, whose rank is the same as E . Thus, for each
such element we check if its deletion from E decreases its rank. If this is true
then the element belongs to EALL; otherwise, it must belong to ESOME .

(Complexity) Let Ω1, Ω2 denote the computational complexity of computing
the rank function and of finding B(e), respectively. The first loop is performed at
most |E| times. At each iteration, we need to compute B(e), r(B(e)) and perform
one comparison. Thus, the complexity of the first loop is O((Ω1 + Ω2) · |E|).
Similarly, the complexity of the second loop is O(Ω1 · |E|).
Let us now examine in more detail how the critical steps of Algorithm 1 are
implemented in the case of M(G). The standard solution method for the maxi-
mum cardinality matching problem is the algorithm described in [3], which can
be implemented in O(|V |3) steps. For X ⊆ E, by deleting all the edges in E \X
and subsequently applying Edmonds’ algorithm, we can determine the cardinal-
ity of a maximum matching consisting entirely of edges of X . In this way, we
identify r(X), ∀X ⊆ E. Finally, the same algorithm can be used to determine
B(e), for e ∈ E. To achieve this for an edge e ∈ E, it is sufficient to delete all
edges incident to nodes u, v, where |e ∩ {u}| = |e ∩ {v}| = 1. As a result, the
graph decomposes into two components: one consisting of the edge e and its two
incident nodes u, v and one consisting of the remaining nodes and all the edges
not incident to either of u, v. Let B denote a maximum cardinality matching on
the second component. It is easy to see that B(e) = B ∪ {e}.
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Abstract. In this paper, we analyze the potential of using Emergent Self-
Organizing Maps (ESOMs) based on Kohonen Self –Organizing maps in order 
to detect intrusive behaviours. The proposed approach combines machine 
learning and information visualization techniques to analyze network traffic and 
is based on classifying “normal” versus “abnormal” traffic. The results are 
promising as they show the ability of eSOMs to classify normal against 
abnormal behaviour regarding false alarms and detection probabilities. 

1   Emergent Self Organizing Maps vs KSOM 

In this paper, we propose an intrusion detection approach that is based on a class of 
neural networks known as Kohonen’s Self-Organizing Maps (KSOMs) [1]. Our 
approach combines information visualization and machine learning techniques and 
enables us with the ability to have a visual view of network activity. The proposed 
approach produces promising results in its ability to classify normal against abnormal 
behavior. Emergent SOMs (ESOMs) are based on simple KSOMs but present some 
advantages over them that can be exploited in order to achieve better results in the 
detection of intrusions.  

One of the basic disadvantages of SOM maps is that their abilities are limited to a 
few neurons. In a Kohonen’s SOM to each neuron correspond the best matches of a 
great number of input data. So in a way each neuron represents a cluster. On the other 
hand, Emergent SOMs may expand from some thousands to tens of thousands of 
neurons. In some cases the number of neurons may be greater than the number of 
input data. The cooperation of such a big number of neurons leads to structures of a 
higher level.  

We trained Emergent Self Organized Maps with logs ([2],[3]) of network traffic 
and exploited the main advantage of Emergent SOMs the large number of neurons. In 
order to visualize these structures the U-Matrix method is used. This method permits 
us to achieve a good visualization of the network traffic and observe the existence of 
possible intrusions.  

Each log of network traffic is represented by a vector with some fixed attributes. 
Each vector has a unique spatial position in the U-Matrix [3] and the distance between 
                                                           
* This work was partially supported by the GSRT under a PENED grant. 
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two points is the dissimilarity of two network traffic logs. The U-Matrix of the trained 
dataset is divided into valleys that represent clusters of normal or attack data and hills 
that represent borders between clusters. Depending on the position of the best match 
of an input data point that characterizes a connection this point may belong to a valley 
(cluster (normal or attack behaviour)) or this data point may not be classified if its 
best match belongs to a hill (boundary). The map that is created after the training of 
the Emergent SOM, represents the network traffic. Thus, an input data point may be 
classified depending on the position of its best match. In order to achieve meaningful 
distance calculations the means and the variances of the features should be 
comparable. We have normalized the data with mean zero and variance one. 

Mukkamala et al. [4] identified the most significant features from the KDD-99 
dataset using two ranking methods for the SVMs (Support Vector Machines) and 
ANNs (Artificial Neural Networks). We have performed binary classification using 
the important features of each type of attacks and multi-class classification combining 
the most important features for the 4 types of attacks (DoS, probe, R2L, U2R) (13 
features) and the most important features of  each type of attack and normal data (18 
features). We have to note here for features, whose values are alphanumeric, we map 
each instance of alphanumeric value to sequential integer values. 

2   Experimental Results 

According to the proposed approach ESOMs are trained to learn the normal behavior 
and attack patterns and then deviations from normal behavior are flagged as attacks. It 
is demonstrated that ESOMs are capable of making highly accurate attack/normal 
classifications. For the evaluation we have used the Databionics ESOM tools [5].  

We performed various evaluation experiments. Table 1 presents the datasets that 
were used in order to train and test our approach. All the datasets are part of the 
available 10% KDD dataset [6] of various sizes that include normal data and DoS, 
Probe, R2L and U2R attacks. We performed binary classification (i.e. normal/attack) 
to classify each class of attacks (DoS, Probe, R2L, U2R) against normal traffic. 

The ESOM of a trained dataset containing normal traffic and DoS attacks is 
depicted in figure 1. As it can be clearly seen the training data set has been divided 
into two classes that are very well distinguished, normal data class (dark color) and 
DoS data class (light color). In figure 2 the testing dataset for the corresponding 
training dataset is depicted. In order to evaluate the efficiency of the proposed 
approach we use two measures, i.e.  the detection rate and the false alarm rate: 

Detection rate =
FNTP

TP

+
, False alarm rate=

FPTN

FP

+
,  

where TP is the number of true positives (attack logs classified as attacks), TN the 
number of true negatives (normal logs classified as normal), FP the number of false 
positives (normal logs classified as attacks) and FN the number of false negatives 
(attack logs classified as normal). The most effective approach should reduce as 
much as possible the False alarm rate and at the same time increase the Detection 
rate. 
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Table 1. Datasets used for evaluation 

Dataset Attacks Normal 

Dataset 1 3732 DoS 5065 normal 

Dataset 2 3737 DoS 5064 normal 

Dataset 3 2052 probe 3905 normal 
Dataset 4 2055 probe 3503 normal 

Dataset 5 562 R2L 1001 normal 

Dataset 6 564 R2L 1001 normal 

3732 DoS 2052 probe 

562 R2L  

 
Dataset 7 

6372 Total attacks 

 
 
10072 normal 

3737 DoS 2055 Probe 

564 R2L 27 U2R 

 
9669 normal 

 
 
Dataset 8 

6383 Total attacks  

Table 2. Evaluation Results 

Experiment Number 
of 
Features 

Training 
Dataset 

Testing 
Dataset 

Detection 
Rate 

False 
Alarm 

Experiment 1 11 Dataset 1 Dataset 2 93,55% 0,21% 
Experiment 2 7 Dataset 3 Dataset 4 91,33% 0,25% 
Experiment 3 5 Dataset 5 Dataset 6 95,92% 2,6% 
Experiment 4 13 Dataset 7 Dataset 8 93%  DoS 
    96,29% U2R 
    98,97% probe 
    92,3%  R2L 
    96,29%  U2R 
    95,17% Total 

6,39% 

99,49%  DoS 
99,75% probe 
99,46% R2L 
100%  R2L 

Experiment 5 18 Dataset 7 Dataset 8 

99,59% total 

3.4% 

Thus experiments have been performed with 50x82 neurons and 20 training 
epochs. The Gaussian function was used as a kernel neighborhood function and 
weight initialization method and the Euclidean as a distance function. The initial and 
final learning rate, were 0.5 and 0.1 respectively and the initial and final value for 
radius were 24 and 1 respectively. Moreover in order to avoid topology errors caused 
by border effects we have used boundless toroid grids. 

As it can be seen from the table 2 where the evaluation results  are presented the  
detection rate ranges from 91,33% to 95,92% for binary classification (experiments 
1,2,3) and the corresponding false alarms from 0,21% to 2,6%. The highest detection 
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     Fig. 1. U-Matrix of the training dataset                 Fig. 2. U-Matrix of the testing dataset 

rate and lower false alarm is achieved for DoS attacks while the R2L attacks present 
lower detection rate and false alarm equal to 2,6%. The ESOM approach presents 
good results  with extremely low false alarms when only one attack is included in the 
training and testing dataset. When datasets include more than one attack the results 
are more promising, using 18 features that derive from the combination of important 
features of each type of attack and normal traffic.  

By exploiting the visualization of network traffic our approach detects attacks by 
classifying malicious and normal actions. The proposed approach produces efficient 
results for randomly selected datasets. We should note that even though we employed 
small datasets of the 10% KDD dataset, the results are extremely promising. 
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Abstract. This paper presents a conceptual mapping framework be-
tween a formal and visual process modelling language, Fundamental
Business Process Modelling Language (FBPML), and the Web Services
Ontology (OWL-S), aiming to bridge the gap between Enterprise Mod-
elling methods and Semantic Web services. The framework is divided
into a data model and a process model component. An implementation
and an evaluation of the process model mapping are demonstrated.

1 Introduction

The need for more sophisticated Web based support tools has become apparent
with the fast advancement of the Web and the Semantic Web vision. Business-to-
Business (B2B) Electronic Commerce is fast becoming the most important appli-
cation area of Semantic Web technology in terms of market volume [1]. Enterprise
Modelling (EM) methods, on the other hand, are mature methods used as anal-
ysis tools for describing and redesigning businesses. They have been recognised
for their value in providing a more organised way to describe complex, informal
domain. For virtual organisations with business goals, the automation of busi-
ness processes as Web services is increasingly important. Thus, traditional EM
methods, such as Business Process Modelling (BPM) methods could be exploited
by emerging technologies such as Semantic Web services to provide a more ma-
ture framework incorporating both business- and Web application-specific tech-
nologies. In a wider context this aims to bring business- and technical-oriented
communities closer in order to achieve common organisational goals.

FBPML [2] is an inherited, specialised and combined version of several stan-
dard modelling languages that seeks to provide distributed knowledge- and
semantic-based manipulation and collaboration. It provides graphical notation
for describing business processes and has two sections to provide theories and
formal representations for describing data and processes. OWL-S [3] is a Web
service ontology that aims to describe Web services in machine-processable forms
to facilitate the automation of Web service tasks, including automated Web ser-
vice discovery, execution, composition and interoperation. Both languages have
separate models to describe data and processes and are therefore structurally
similar. Furthermore, OWL-S is also fast becoming the de facto standard for
describing Web services, thus it is the most appropriate Semantic Web based
language for FBPML to be mapped with.

G. Antoniou et al. (Eds.): SETN 2006, LNAI 3955, pp. 563–566, 2006.
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2 The Conceptual Mapping Framework

A conceptual mapping framework was devised to map the two languages, mo-
tivated by the fact that both languages have a clear separation between their
data and process schemas. FBPML’s data model is described in the FBPML
Data Language (FBPML DL) while OWL-S is described in the Web Ontology
Language, OWL [4]. FBPML’s process model is described by the FBPML Pro-
cess Language (FBPML PL), while OWL-S contains its own classes to describe
its process model. Thus the mapping framework was divided into a data model
component and a process model component. Figure 1 illustrates this distinction
and the general approach undertaken for this work.

Fig. 1. The FBPML to OWL-S Conceptual Mapping Framework

The mapping of data models between FBPML and OWL-S involves the trans-
lation of representations of concepts (or classes), instances (of the concepts) and
the relationships between the concepts and instances from FBPML DL to OWL.
It also entails the translation of representations of properties and restrictions
between the two data model languages. The process model mapping entails the
mapping between FBPML PL and OWL-S. The primitives in FBPML were
mapped to the primitives in OWL and OWL-S, resulting in Table 1.

3 Mapping, Implementation and Evaluation

Following the primitive mapping exercise, an exhaustive decomposition method-
ology was devised as an attempt to translate a FBPML process model into its
OWL-S equivalent using worked examples on the data and process models. The
worked examples are not shown here due to space limitation. Based on this
methodology, a process model translator was developed using SICStus Prolog
3.10.1 on (Red Hat) Linux 9, that parses first-order logic (Horn) clauses into
hierarchical OWL and RDF tree-like tags [5]. A data model translator was not
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developed due to time limitation. The main aim of the process model translator
was to cater for any process model described in FBPML PL to be converted into
OWL syntax. As pointed out in Table 1, the process model mapping does not
encompass all the possible primitives and process constructs, and is thus lim-
ited. Hence the system was implemented to perform the translation as closely,
accurately and directly as possible, taking into account some viable assumptions
and interpretations. The mapping exercise using worked examples demonstrated

Table 1. Summary of mapping between FBPML and OWL-S primitives

Model Type Primitive FBPML OWL/OWL-S

Data Classes Concrete Class Class
Abstract Class Class

Instances Instance of Class Instance of Class

Data Relations Class Relationship Class Property
Instance Relationship Object Property
Instance Attribute Datatype Property

Process Main Nodes Activity Composite Process
Primitive Activity Atomic Process
Role Participant
Time Point See Note

Process Links Precedence Link (part of) Sequence
Synchronisation Bar See Note

Process Junctions Start See Note
Finish See Note
And-Joint Split-Join
Or-Joint See Note
And-Split Split
Or-Split Repeat-While, Repeat-Until
Xor-Junction Choice

Process Annotations Idea Note See Note
Navigation Note See Note

Process Process Components Precondition Precondition
Trigger See Note
Postcondition Effect
Precondition, Trigger Input/Output
and Postcondition
Action Atomic Process
Conditional Action If-Then-Else

Note: Limited (or no) equivalent convention provided by OWL-S.

that most of the data model components could be mapped directly, while not
all the process model components, in particular the junctions, could be fully
mapped. The implementation of the process model translator, although limited,
decomposes the sequences and combination junctions in a methodical manner.
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A constituent of a FBPML process model that could not be translated is recorded
in the comment construct. The problem will arise if loops, which may cause
partly overlapped processes, are added to the process model. When this hap-
pens, the process model may not be decomposed, thus causing mapping prob-
lems. Thus, we can conclude that the formal mapping between FBPML and
OWL-S is very challenging and will require more insight and exploration before
a reasonable mapping framework could be formulated. The essence of the anal-
ysis is that a much thorough understanding for both languages has been gained
and this can work as the groundwork towards future directions.

4 Conclusion and Extensions

We have demonstrated a conceptual mapping framework between two formal
languages, FBPML and OWL-S. The former is traditionally used in the context
of business process modelling and the latter in the domain of Semantic Web
services. We have also attempted to automate the translation of the process
modelling aspect between the two languages. The conceptual mapping exercise
and implementation have brought to light some vital differences between the
constructions of the two languages which suggest that the mapping between
them is partial. Furthermore, the specifications of some aspects of OWL-S are
still in progress and, hence, the mapping is not complete. A complete formalism
for rules and conditions within OWL would allow for some of the gaps between
FBPML and OWL-S to be filled. The framework could also be further strength-
ened by incorporating ontologies to represent the data and process models to-
gether with sound mapping principles. As the future of OWL-S remains unclear,
current effort towards converging OWL-S with Web Services Modelling Ontol-
ogy (WSMO) could be a positive step towards the development of a stronger
and more stable global standard for Semantic Web services.
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Abstract. Color plays an important role in web site design. The selection of ef-
fective chromatic combinations and the relation of color to the perceived aes-
thetic and emotional value of a web site is the focus of this paper. The subject 
of the reported research has been to define a model through which to be able to 
associate color combinations with specific desirable emotional and aesthetic 
values. The presented approach involves application of machine learning tech-
niques on a rich data set collected during a number of empirical studies.  

1   Introduction 

Recent work has shown that the design space of a web site is affected by both engi-
neering and aesthetic issues and that the visual aesthetics of computer interfaces are a 
strong determinant of users' satisfaction and pleasure [1]. An effective web site design 
has to communicate not only its content and information architecture, but also wider 
values such as sense of professionalism, skillfulness and credibility. Additionally to 
this, recent studies, reinforce the theory that physically attractive sources have been 
perceived to be credible by showing that people rarely use rigorous criteria when 
evaluating credibility [2]. Furthermore, a web site’s perceived value is influenced by 
cultural beliefs, traditions, as well as goals and usage expectations [3]. However, little 
is known about the influence of aesthetics and the role of the color. Most approaches 
modeling interaction with web sites have focused primarily on the cognitive aspects 
[3]. As a result, aesthetic design and color usage is primarily implemented via ad hoc, 
trial and error procedures. Therefore, the need to model color effect emerges in order 
to guide the design practices in this area.  

In this paper, we use A.I. techniques to define a model, to select the most appropri-
ate color combination for a web site of a given purpose. The goal is to identify  
methodologically the color combinations which communicate effectively desired 
emotional values. For example, a news web site should effectively communicate val-
ues such as consistency, reliability, objectivity, etc. Due to the fact that a direct 
evaluation of each color is heavily subjective, the methodology tackles this problem 
by indirectly evaluating the credibility influence of selected color combinations, and 
then breaking down the underlying influence of each factor using a Bayesian Belief 
Network. The developed Emotional Color Model has been encoded in a tool to sug-
gest appropriate chromatic schemes according to the desired perceived web site val-
ues.  An extensive discussion of the developed model is included, further elaborating 
earlier report on this study results [5]. 
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2   Emotional Color Model Definition  

The goal of this study is to determine relations between color characteristics and de-
scriptors of the web site perceived value. The benefit of such an approach is the appli-
cation of a formal methodological process to select the appropriate color combination. 
Subsequently, the process can be applied reversely: For a web site of a given scope 
we can elicit the appropriate color characteristics.  A Color Model has been defined 
first, combining physical, aesthetic and artistic dimensions to describe any web page 
color scheme. This includes aspects such as dominant and secondary color, number of 
colors, primary color scheme and secondary color scheme attributes such as degree of 
saturation and brightness. This Model is associated to descriptors of the perceived 
value of a web site using a methodology discussed more extensively in [5]. According 
to this methodology, typical users of the web site are requested to provide their sub-
jective feeling about different color schemes applied on a web page layout. 

The Perceived web site value dimensions are compatible with the thirteen emo-
tional dimensions that have been used by Kim et al. [4] to describe the emotional 
value of web site design, deduced through a systematic process. The emotional de-
scriptors are: Pleasant, Formal, Fresh, Modern, Friendly, Aggressive, Professional, 
Attractive, Calming, Dynamic, Reliable and Sophisticated. The process of deriving 
the Emotional Color Model is shown in Figure 1. 

Color m odel
- artistic  attributes 
- physical attributes 
- psychological attribtes 
 

Perceived 
Site Values  
  
(Em otional 
D im ensions 
E1, E2,…  Ek ) 
 

User M odel
  
(Age, Sex, .. ) 
 

Em otiona l  
Color  
Mode l  
(BBN) 

Color schemes
Typica l users 

 

Fig. 1. Overview of the proposed methodology 

The data collected have been used for training a Bayesian Belief Network (BBN).  
The BBN obtained has been proven a significant knowledge representation and rea-
soning tool, in this context. The proposed framework is supported by tools, to facili-
tate user data collection, and to permit user choosing which emotional descriptor has 
to be present on her web site and at what degree. Subsequently, the tool proposes a 
list of color schemes coupled with detailed explanations on the results. 

3   Model Validation Study 

An experiment took place to validate the proposed model,discussed in more detail in 
[5]. The goal was to involve users evaluating a series of mock web pages using the 
proposed descriptors to evaluate the affective impression to them. A common layout 
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has been used, reproduced in a number of different color schemes. The data col-
lected during the study were 4416 evaluations, used to train the BBN.   

By analyzing the BBN we obtained structural and statistical conclusions. For 
example, according to the tree structure, dominant colour’s brightness has a 
stronger emotional effect than its hue. And BBN’s statistical analysis, led to the 
conclusion that Green should be used as a dominant color, if the priority of the de-
signer is to communicate the emotional dimension friendly. On the other hand, Blue 
was found to have a variation between 35.68% and 35.77%. These values indicate 
that Green has higher sensitivity on "friendliness" than Blue. Consequently, we could 
assume that the existence of Green colour plays important role in whether a web page 
is perceived as friendly to its users, according to the subjects of this study.  

Further processing of the BBN obtained, led to the ascertainment that the values 
perceived by the user were influenced in a layered way of variated impact by the 
encoded color charateristics. Those dinstictive four layers are (a)the brightness of 
the dominant color, (b) the brightness level of the secondary color, the number of 
colors, contrast between hues, and the type of the secondary color (warm or cold), (c) 
the dominant color, the secondary color, color scheme, contrast levels of brightness 
and finally (d)  the saturation and the type(warm or cold) of the dominant color. 

Table 1. A web site’s color model with respect to the emotional dimension friendliness 

Attribute “Friendly” web page Less “Friendly” 
Dominant color Green Blue 
Brightness of dominant color Bright dark 
Saturation of dominant color neutral not saturated 
Secondary color Grey  green Blue 
Brightness of secondary color Bright dark 
Saturation of secondary color not saturated not saturated 
Contrast of brightness between colors high neutral 
Contrast between Hues low low 
Number of colors 4 3 
Color Scheme monochromatic monochromatic 

Besides observations on the structure of the network, or performing sensitivity stud-
ies on various nodes, other interesting conclusions have been derived. For example, it 
seems to be preferable to use more than 4 colors and the best chromatic combinations 
are monochromatic and analogical. In addition, it seems to be preferable to use low 
contrast levels between colors.  Cold colors are perceived as better than warm. If we 
adopt a monochromatic color scheme it is preferable to have high contrast in bright-
ness.  Finally, it was deduced that the best combination is a highly saturated dominant 
color with a low saturated secondary color. Table 1 presents the ideal color factors, 
proposed by the model, to communicate the emotional descriptor “friendly” to the 
greatest or lowest extent accordingly.  

4   Conclusions 

The objective of the study has been to derive conclusions related to specific color 
selections and their emotional impact, of general value and applicability. Many of the 
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findings reported by this study confirm earlier empirical rules on color and current 
tendencies in web design, also discussed in our earlier study [5]. This confirms the 
validity of the proposed methodological approach. However, the reported results can-
not be claimed to be of general value, mainly due to the small number of participants. 

A subsequent research step is to conduct large scale studies with representative us-
ers.  Towards this goal we are in the process of redesigning the data acquisition tool to 
gather the data online. The online tool has increased complexity due to the uncon-
trolled characteristics of users’ workstations in terms of resolution and color depth. 
The tool will also normalize users’ computer settings such as resolution color depth, 
gamma etc. and provide sufficient guidance to the user. Also, more primary and sec-
ondary color combinations are to be covered by adding more layouts to be presented 
randomly to the user. To further increase the reliability of the process, the emotional 
descriptors will be presented to the user in a random order. Finally, one may view the 
issue of appropriate chromatic combination to a broader context. We argue that vari-
ous models of typical web user behavior engaged in typical tasks, like information 
foraging [6], may be extended to take into account color issues. 
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Abstract. Fuzzy Cognitive Maps (FCMs) is a graphical model for causal 
knowledge representation. FCMs consist of nodes-concepts and weighted edges 
that connect the concepts and represent the cause and effect relationships among 
them. FCMs are used in complex problems involving causal relationships, which 
often include feedback, and where qualitative rather than quantitative measures of 
influences are available. They have used for decision support to determine a final 
state given a qualitative initial knowledge for nodes and weighted edges. A first 
study on introducing Interval analysis in the FCM framework has been attempted 
and it is presented in this work. Here a new structure for FCM is proposed with 
interval weights and a new method for processing interval data input for FCMs is 
proposed.  

Keywords: Fuzzy cognitive maps, Interval analysis. 

1   Introduction 

FCMs are qualitative models for a system, consisted of variables and the causal relation-
ships between those variables [1]. They are useful for knowledge representation and 
processing for highly complicated domains [2], [3]. The usefulness of FCMs is high-
lighted for dynamic feedback systems for which conventional rule-based expert systems 
are inadequate [4]. Experts design and determine the nodes and weights of FCM, for each 
problem domain [5], [6]. Fuzzy variables are used for concepts and weights. Here it is 
introduced the treatment for nodes and the weights as interval numbers that lie within the 
range provided by the experts, rather than as fuzzy sets. 

Interval analysis is a deterministic way of representing uncertainty by replacing a 
number with a range of values [7], [8]. It introduced to deal with numerical errors which 
occurred in mathematical computations performed on digital computers. Interval analysis 
has been used in many branches of mathematics, including numerical analysis, probability 
and logic [9], [10] and [11].  
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In [12], Muata and Bryson used interval pairwise comparison techniques for 
generating consistent subjective estimates for the magnitudes of causal relationships 
in FCMs. Here it is introduced interval computations in all the FCM architecture. 

2   A Brief Description of Fuzzy Cognitive Maps  

A FCM is composed of nodes that represent the factors most relevant to the decision 
environment and weighted arrows that indicate the causal relationships among factors. 
One factor (variable) can have a positive or negative effect on another. Arrows have 
different numerical strengths. Experts describe their understanding of the relationships 
among the key factors. The directional influences are presented as all-or-none relation-
ships, so the FCMs provide qualitative as well as quantitative information about these 
relationships [1].   

Generally, the value of each node is calculated, computing the influence of the 
interconnected nodes to the specific node, by applying the following calculation rule: 

( ) ( )1 ( )

1

N
k k k

i i ji j
j i
j

A f(A w A )+

≠
=

= + ⋅  (1) 

where )1( +k
iA  is the value of node Ci  at time 1+k , )(k

jA  is the value of node jC  at 

time k , w ji  is the weight of the interconnection from node jC  towards node iC  and 

f  is the sigmoid threshold function. When a node(s) is stimulated, then the resulting 
activities can resonate through other nodes on the FCM until equilibrium is reached.  

In the proposed methodology, both nodes and edges are fuzzy sets and are bounded 
in ranges provided by the inference method and the related membership functions. At 
follows, three different types for assessing FCM concepts and weights as interval 
values are introduced and a new mathematical form for FCM framework is proposed.  

3   Introducing Interval Analysis in FCM Framework 

Interval Fuzzy Cognitive Map (IFCM) is a FCM where its concepts (inputs, outputs) 
and weight take interval values. Interval FCMs are formed by processing units called 
Interval Concepts. An interval FCM is formed by three functions: 

– Normalizer Function (T): This function analyzes the input nature and norma- 
lizes it in order to take only interval inputs. 

– Sum Function ( ): This function is the same as the sum function in the 
calculation for traditional FCMs.  

– Activation Function: This function could be any interval derivable linear 
function, which restricts the output to interval values between [-1,1] or [0,1]. 

Interval FCMs can be classified in three different types depending on the concept’s 
nature and nature of weights (fuzzy-interval). In the following subsection we describe 
the three different approaches for assessing FCMs using Interval Computations. 
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3.1   Type I of Interval FCM 

In this approach, the initial concept values are interval numbers; the weights take crisp 
values and the output concepts take interval numbers. Fig. 1 represents the IFCM type I, 
with crisp weight values and interval values for input-output concepts. 

 

Fig. 1. Interval FCM model I with interval input-output concepts and crisp weigh++ts 

The output concept value pA , for a concept pC  is calculated by equations (2), (3): 
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Where the interval output concept is determined from the form: 

( ) , ( ), ( )L U L U
p p p pi piA k A A f A f A= =  (4) 

3.2   Type II for Interval FCM 

Type II of IFCM uses interval values for weights and crisp values for input concepts. 
The derived output concept values are calculated using equation (5):  
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The initial concept values 0A  are crisp values derived from measurements and 
represent real numerical data. 
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3.3   Type III for Interval FCM   

In this approach, all the FCM concepts and weights are determined as interval numbers 
producing an Interval FCM framework. The output concepts values are calculated through 
the equation (6), considering multiplication and addition of intervals. 

1
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4   Conclusions and Future Directions 

In this paper, interval analysis has been introduced to assess FCM’s concepts and 
weights. This work proposes a new framework of Fuzzy Cognitive Map that updates the 
traditional Fuzzy Cognitive Map and has better characteristics. Only, Muata and Bryson 
[11] referred to interval pairwise comparison techniques for generating consistent 
magnitudes of FCM causal relationships. This paper proposes the inclusion of interval 
mathematics in the structure of the FCM, it is expected that the performance of the FCM 
with interval mathematics could be better to deal with interval types of input data 
eliminating numerical errors.  

Our future work is directed towards the implementation of Interval Fuzzy Cognitive 
Maps in real problem from different scientific domains, proposing training algorithms for 
IFCM and comparing the results with other approaches. Furthermore, future research will 
be directed to fuzzy training algorithms for IFCMs in order to compare them with the 
recently proposed learning techniques for FCMs [5], [6]. 
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Abstract.  E-Learning service providers produce or collect digital learning re-
sources, derive metadata for their description, and reuse and organize them in 
repositories. This paper proposes a data mining approach to discover relation-
ships between the learning resources metadata. In particular, it presents and 
evaluates methods for clustering learning resources and providing controlled 
vocabularies for each class description. The derived classes and vocabularies 
contribute to the semantic interoperability in learning resource interchanges. 

1   Introduction 

Ontology construction from a collection of documents in a domain requires the devel-
opment of tools assisting their users to determine the existing concepts and their rela-
tions. OntoWeb Consortium has presented a survey on the ontology discovery tools, 
pointing out to two approaches [3]. The first one concerns RDF documents and ex-
ploits their structure [2]. The other approach exploits the content of the documents 
and is based on language engineering and machine learning techniques [5, 6]. A  
recent work [1] presents a method to form concept hierarchies (taxonomies) from  
text corpora based on the conceptual clustering technique named Formal Concept  
Analysis (FCA).  

This paper is motivated by UNIVERSAL (http://www.ist-universal.org/), a Euro-
pean Union funded project (Information Society Technologies Programme), aiming to 
implement an open market place enabling the European Higher Education Institutes to 
exchange learning resources (LR). The platform hosts a variety of LR, covering many 
scientific domains and different educational needs. The LR descriptions are based on 
the known IEEE-LOM metadata standard and are encoded using the XML-RDF 
model. This paper presents a data mining approach that extracts the terms correspond-
ing to the LR title, subject(s) and description from the RDF metadata files, using lan-
guage engineering tools, and then tries to discover LR classes by clustering them as 
well as to define meaningful vocabularies for class descriptions. We combine the pro-
posed clustering method along with a well-known feature selection method, the  
Singular Value Decomposition (SVD) for dimensionality reduction i.e. the selection 
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of appropriate terms comprising the vocabulary. Our aim is to compare the clustering 
outcomes, provide an evaluation framework, and decide if the application of SVD has 
improved the results produced by them. 

2   Methodology and Evaluation 

During the data preprocessing stage, LR metadata are gathered, and the title, subject 
and description fields of the metadata XML/RDF files are separated.  Brill's tagger as-
signs to each word its most likely part of speech tag. The dataset is prepared as a d × t 
matrix X = [xij], where d is the number of the LR and t the total number of the terms. 
Each cell in the data matrix X indicates the number of observed occurrences of a term 
in a LR.  

For the pattern discovery stage we propose a variant of Cluster Mining algorithm 
[8], which discovers similar LR by looking for all cliques in a weighted graph G(V,E). 
The set of nodes V corresponds to the set of the LR. If a term is common in the i-th 
and j-th LR, then the corresponding nodes vi and vj are connected by an edge eij. The 
weight on edge eij is equal either to frequency of the common terms in the two LR, or 
to a coefficient expressing the similarity (in the range [0,1]) between the two LR.  

For the graph connectivity reduction we use a connectivity threshold, representing 
the minimum weight allowed for the edge existence. For each connectivity threshold a 
new clustering is generated. The algorithm allows the overlap among the LR of a 
clustering and Jaccard’s coefficient measures the overlap between two clusters A and 
B (J= |A∩B| / |A∪B|). An acceptable clustering is that with the minimum LR overlap.  

We applied the Cluster Mining algorithm on the original data matrix X (without re-
jecting of any terms) and then on reduced matrices Xk, produced by the application of 
the SVD, for different values of k, where k ≤ r and r the rank of the data matrix X (r ≤ 
d).  SVD is used for the reduction of noisy dimensions, rejecting the non-contributing 
to the analysis terms and projecting their vectors into a lower dimensional space 
spanned by the true "factors" of the term collection.  

Finally we extract the terms that characterize the derived clusters. These represen-
tative terms form a prototypical model for each cluster. Their selection is achieved 
with the aid of a simple criterion called frequency increase criterion [8]. Given a term 
with frequency f in the entire dataset, and frequency fi in a cluster i, the frequency in-
crease criterion is defined as the difference of the squares of the two frequencies: 

FI = fi
2   -  f 2 , 

A term is considered as representative of a cluster, if FI > α >0, where α is a 
threshold of the frequency increase. 

The evaluation of the extracted ontologies aims to measure the adequacy of a spe-
cific set of concepts as a model of a given domain. There exist two approaches of on-
tology evaluation. The first one is based on formal methods [1, 4], while the second 
on the participation of domain specialists who compare the automatically learned 
concepts with their formal and intuitive knowledge of a domain [7]. 

For the evaluation of the effectiveness of our approach we considered a taxonomy 
acquired by a team of experts consisted of representatives from the brokerage plat-
form administrators and the LR providers. The evaluation aims to measure the  
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similarity of the produced clusters of LR, with the classes indicated by the experts. 
The evaluation is based on the following measures: 

− F-measure: It is the harmonic mean of precision (p) and recall (r) 
(F=2pr/(p+r)), where (p) is the ratio of the number of the correctly recovered 
LR from a specific class in a cluster over of LR found in a cluster by a clustering 
algorithm. The precision in a clustering is the average precision over all classes 
with respect to the handcrafted taxonomy. Recall (r) is the ratio of the number of 
the correctly recovered LR from a specific class in a cluster over the number of 
LR in that class. 

− Discovered classes ratio(RCF): the ratio of the discovered classes over the 
number of classes in the handcrafted taxonomy. 

− Classes recovered: the clusters for which the recall equals to 1. 
− LR Coverage: the ratio of the number of LR participating in a clustering over 

the number of LR in the data. 
− Efficiency: The ratio of clusters found over the number of terms. 

Concerning the selection of the best clustering, we consider the one with a rela-
tively small overlap and a high value of LR coverage. 

3   Experimental Results 

The preprocessing of 134 LR descriptions stored in the UNIVERSAL repository re-
turned 3,293 terms. The Cluster Mining algorithm has been applied on both the origi-
nal data matrix X, and the approximated by SVD matrices (for 90, 100, and 125  
eigenvalues), for connectivity thresholds c=0.2,0.3,0.4,0.5,0.6. After the selection of 
the best clustering, the application of the FI measure follows for the selection of the 
appropriate vocabulary. None of the clusterings has all the classes included in the ex-
perts' taxonomy.  

Table 1. Evaluation resuts 

 Original data 
threshold=0.2 

90 eigenvalues 
threshold=0.5 

100 eigenvalues 
threshold=0.4 

125 eigenvalues 
threshold=0.4 

F-measure 0.70 0.52 0.60 0.78 
LR  Coverage 0.45  0.51  0.72  0.70  
classes found/total 
classes 

6/10 7/10 8/10 6/10 

Classes recovered 
(recall=1) 

2 1 2 3 

Efficiency 0.007 0.59 0.76 0.42 

The evaluation of the clusterings' success process lays upon the evaluation meas-
ures, displayed in Table 1. For each one of the data sets the F-measure is calculated 
for c=0.2,0.3,0.4,0.5,0.6, with respect to the handcrafted taxonomy. The value of the 
connectivity threshold c for which the F-measure becomes maximum, is considered to 
be the most appropriate for the best clustering.  
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In general the combination of SVD with cluster mining provides better results.  
F-measure, acquires high values when SVD is used.  Furthermore SVD using 100 ei-
genvalues exhibits the maximum LR coverage. The efficiency measure, representing 
the implementation costs for the derived vocabularies, is also optimized in the case of 
the SVD usage with 100 eigenvalues. 

4   Conclusions  

In this paper we examined a methodology for ontology engineering in learning re-
sources repositories, based on the data mining approach. The development of ontol-
ogy discovery tools is essential for the improvement of the e-learning systems  
and services. The experimentation with the presented methods proved that the combi-
nation of SVD with Cluster Mining is quite helpful and could be used for the organi-
zation of the LR to taxonomies, as well as the establishment of sufficiently rich  
vocabularies from the LR descriptions. The main advantages of this approach are the 
dimensionality reduction and scalability. Moreover the expressiveness, efficiency, and 
LR coverage are increased.  
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Abstract. This paper, based on the organizational model proposed in [2], 
investigates the organization oriented programming paradigm. The approach 
proposed, in contrast to other approaches, emphasizes on group thinking. To 
show how the organization oriented programming paradigm is applied the paper 
describes the implementation of the asynchronous backtracking algorithm used 
in distributed CSPs. 

1   Introduction 

An organization-oriented approach for developing MAS starts from the social dimension 
of the system, and is described in terms of organizational concepts such as roles (or 
functions, or positions), groups (or communities), tasks (or activities) and interaction 
protocols (or dialogue structure) [1]. Current organization-oriented approaches focus on 
self-interested agents with no group-thinking capabilities. As a consequence, the specifi-
cation of interaction protocols has become an indispensable ingredient in almost every 
such approach, as well as on current develop-ment/engineering frameworks for building 
MAS. In contrast to these approaches, based on the organizational model proposed in [2] 
this paper investigates the organization oriented programming paradigm using agents that 
can act as group members in the core sense. According to this paradigm and the proposed 
organizationnal model, the developer may specify the expected behaviour of an organi-
zation in terms of roles, responsibilities and policies. The proposed approach does not 
focus on interaction protocols for the agents to accomplish their objectives; communi-
cation between agents is driven by the generic mechanisms agents exploit to achieve their 
group objectives. In our point of view, agents are not considered to be social because they 
do communicate, but because they are apt to social deliberation. To show how our para-
digm is applied, we provide a specific example of organization oriented programming in 
distributed constraint satisfaction.  

2   Organization Specification 

The specification of an organization involves the specification of structural, deontic, and 
functional aspects of the organization. 
                                                           
* An extended version of this paper is in http://www.icsd.aegean.gr/incosys/Publications/ 
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The specification of the structure of organizations is done in terms of roles. Roles 
are distinguished into atomic roles, that do not contain other roles and are played by 
individuals, and composite roles that contain at least one role and are played by 
groups of agents. The association between agents and roles is done through positions 
that are seen as instances of roles. 

The specification of the deontic aspects of individual and group behaviour is done 
in terms of responsibilities. A responsibility comprises a goal state and a condition, 
and is denoted as a rule of the form c => g, where g represents the goal state and c the 
condition. Both, the conditions and the states of responsibilities are considered as 
first-order predicate logic formulae that may contain free variables. When an instance 
of c is recognized, then the corresponding instance of g must be achieved by the 
player (individual or group) of the corresponding role. Dealing with group 
responsibilities, the designer can distinguish between individual, collaborative, and 
hybrid responsibilities [3]. Positions inherit responsibilities from their corresponding 
roles as well as from the positions in which they are contained, and during the 
achievement of group goals they can be assigned additional ones. Recipes specify the 
functional aspects of groups in an organization, i.e. how collective goals are 
decomposed and achieved in the MAS. We distinguish between state achievement 
recipes (a-recipes) that specify how goal states can be achieved by assigning 
responsibilities to the subgroups and the individuals of the organization, and state 
recognition recipes (r-recipes) that specify how states can be recognized by means of 
acceptances of subgroups and beliefs of individuals. This paper focuses on 
recognition recipes. These are the building blocks of organizational policies for the 
formation of acceptances [3]. Each r-recipe belongs to a specific relevant role. Each 
group that plays the relevant role is a relevant group for this recipe. An r-recipe is 
associated to a recipe state. The body of an r-recipe comprises elements of the form 
ρind:s, where ρ is a role contained in the recipe role, ind an indicator, and s is a 
subsidiary state of recipe’s state. The indicator is a quantifier for the players of ρ and 
can take the value all or one, indicating all the players of ρ, or at least one of them, 
respectively. Examples of r-recipes are provided below. Individual agents recognize 
the occurrence of specific facts and events (and form the corresponding beliefs) by 
means of primitive recognition actions called r-actions.  

3   Organization Oriented Programming Case Study  

A distributed CSP is a CSP in which variables and constraints are distributed among 
multiple agents [4]. Each agent is responsible of assigning a value to a specific 
variable so as to satisfy the stated constraints. Agents send “ok?” messages to 
communicate their current value. There is a priority order of variables/agents, which 
is determined by the alphabetical order of the variable identifiers. Preceding variables 
in alphabetical order have higher priority.  Each agent in its agent_view maintains a 
viewpoint that stores the current assignment of values to variables determined by 
other agents. If there exists no value that is consistent with the assignments of higher 
priority agents, the agent generates a new constraint (called “nogood”), and 
communicates it to the higher priority agents; Then, higher priority agents must re-
evaluate their variables. 
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Fig. 1. Organization oriented programming in CSP 

Fig. 1(a) shows the well-known example with three agents identified by their 
variables X1, X2 and X3 [4].  

Our aim in this section is to present a different conceptualization of the compu-
tations that have to be performed in asynchronous backtracking by converting a set of 
agents into an organization with common goals. Towards this aim, we must identify 
possible group settings, define one or more role hierarchies and specify roles’ 
responsibilities and policies. Due to the dependency of the lower priority nodes from 
the higher priority ones, we specify groups with a “master” role and one or more 
“peer” roles. The role hierarchy is shown in Fig. 2, including the composite role 
group that contains the atomic roles. Each agent Xn assumes the existence of a group 
“group(n)” and assigns itself to the master position “master(n)” of this group. 
Moreover, it assigns each lower priority neighbour Xm to a peer position “peer(n,m)”. 
Finally, it assigns itself to a “peer(m,n)” position of each group “group(m)” for each 
neighbour Xm with a higher priority. These assignments are done dynamically, 
through responsibilities of the role “myself” that all agents play, based on the 
constraints specified. So, for instance, in the setting shown in Fig. 1(a), as it is shown 
in Fig. 1(b), the agent X1 defines a group with participants {X1,X2}. Each group is 
assigned the hybrid responsibility of selecting an appropriate value for the variable 
corresponding to the “master” agent. This value becomes known to all peers because 
of this responsibility. Fig. 2 shows two policies of the role “group”. The first specifies 
that the value that a group accepts is the value that the master has selected for its 
variable. Since a master agent forms acceptances for the values selected by other 
groups in which is a peer, it selects values that are consistent with the values of its 
neighbor masters. According to the second policy in Fig. 2, each peer in a group must 
check for nogood lists, contributing towards the acceptance of nogood lists in the 
group in which it plays the role of peer. If a group cannot select a value, the master 
adds new constraints in the network. Since neighbour nodes are determined by the 
constraints, the addition of new constraints causes a kind of dynamic reorganization.  

 

Fig. 2. The role hierarchy and policies 
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Therefore, these two recipes provide agents the means for (a) accepting values 
assigned to the variables, (b) notifying for inconsistencies, (c) re-structuring the 
organization by adding new constraints. 

4   Concluding Remarks 

This paper shows how MAS programming can be reduced to the specification of 
specific, explicitly specified group policies and responsibilities of socially delibe-
rating agents. Most of the frameworks that are related to our proposal do not incor-
porate the deontic, functional and structural dimensions, or they do not consider the 
collective recognition of states and the formation of group acceptances. Our first 
experiments to incorporate organizational aspects for implementing MAS that solve 
inherently distributed problems in dynamic settings are very encouraging. Further 
study and experimentation is needed for extending this “art” into a systematic way of 
programming MAS. 
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Abstract. In this paper we present a multimodal Greek Sign Language (GSL) 
recognizer. The system can recognize either signs or finger-spelled words of 
GSL, forming sentences of GSL. A vocabulary of 54 finger-spelled words to-
gether with 17 signs, giving a total of 71 signs/words, is used. The system has 
been tested on various grammars and the recognition rates we achieved ex-
ceeded 89% in most cases. 

1   Introduction 

Sign Language (SL) is the usual method of communication between hearing-impaired 
people. SL words and sentences are combinations of hand movements and facial  
expressions. In the research works that have been developed, interest is concentrated 
mainly on hands forming Signs. Throughout this paper we use the term Sign to  
express a hand movement with a specific meaning. Each SL also provides its own 
hand-morph-alphabet. Words formed by the use of this alphabet are called finger-
spelled words and usually describe uncommon concepts or proper names. We use the 
term Word to express a finger-spelled word. Continuous recognition is the case where 
the system is responsible to find the sing and word boundaries in a presented se-
quence of elements. Our system’s main innovation is GSL handling; on the other 
hand its ability to recognize interchangeably both finger-spelled words and signs is 
also a novelty.  
    This paper is organized into 4 sections. In section 2, we present few research 
works. Our system together with the results obtained, are presented in section 3. Fi-
nally, in section 4 we give a few concluding remarks and refer to our future aims.  

2   Related Work  

SL recognition covers two areas of interest. The first one concerns the mean through 
which the computer senses the sign and could be either a glove-based system or a 
visual-based one [1]-[2]. The second area regards to the method used in building the 
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recognition system  and could be based on Neural Networks [3], Adaptive Neuro-
Fuzzy Inference Systems [4] or Hidden Markov Models [1]-[2], [6]-[7]. 

Hidden Markov Models (HMMs) are statistical models and have been used for rec-
ognition purposes by many researchers. Starner, et al. [1]-[2] presented a visual-based 
approach where a small feature vector was constructed from each image and an 
HMM-based system for the recognition of ASL sentences. An accuracy of 92%-99% 
per word on a 40-word lexicon was reached in various experiments. Vogler et al. [6] 
developed also an HMM-based system for recognition but used an electromagnetic 
tracking system for data obtaining. They achieved recognition rates between 83.6% 
and 89.9% over a 53 sign vocabulary. Hienz et al. [7] developed a video-based con-
tinuous SL recognition system for German Sign Language, using HMMs. In the fea-
ture extraction phase they calculated parameters regarding size, shape and position of 
the fingers and hands, while the signer was wearing cotton gloves with colour mark-
ers. Recognition rate exceeded 95%, working on a 52 sign vocabulary. 

3   Our System 

In our approach we use image-processing techniques in order to extract useful infor-
mation from the signs performed. The idea is to extract feature vectors from images 
captured during sign forming. Each captured image corresponds to either a GSL al-
phabet letter or an unclassified hand morph (instance of a sign). The same feature 
vector is used for both kinds of elements and describes geometrical properties of the 
hand morph. The method is based on a work Al-Jarrah did [4] according to Jain [5]. 
The method involves finding the centre of mass and the orientation of the morph 
captured [5]. We calculate the lengths of vectors that originate from the center of 
mass and end up to the border. From the border points we use only those that lie in the 
fingertips area and their direction coincides to 0, ±5, ±10, ±15, ... ±90 degrees rela-
tively to the morph direction. This led us to 37 border points or 37 elements for each 
feature vector.  

In the system implementation part, that exploits the information obtained, we used 
HMMs. Each one of the elements under recognition, either word or sign,  is repre-
sented by a single HMM, specifically trained for it.  

Language modeling refers to syntax constraints that, are set, so as the number of 
candidate sentences to be reduced. We used various language models described be-
low, to improve recognition, which support sentences formed according to the natural 
way of “speaking” with GSL.  

Gr-1: [pronoun] noun {adjective} verb 
Gr-2: pronoun noun {adjective} verb 
Gr-3: pronoun noun adjective verb 
Gr-4: pronoun noun verb 
Gr-5: [pronoun] [noun] {adjective} verb [question word] 

where square brackets [ ] denote optional selection of an item and braces { } denote 
zero or more repetitions of an item.  
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The grammar which permits maximum flexibility is Grammmar-5; in the opposite 
side lies Grammar-4, which accepts only small sentences with restricted form. The 
order of grammars in terms of increasing difficulty is: Gr-4, Gr-3, Gr-2, Gr-1, Gr-5. 

3.1   Experiments and Results 

The complete finger-spelled words’ vocabulary consists of 6 pronouns, 22 nouns, 16 
verbs, 6 adjectives and 4 question words. The complete sign vocabulary consists of 1 
pronoun, 7 nouns, 7 verbs and 2 adjectives. Image-letters are formed by 4 users used 
to form the training and test examples of words and sentences.  

An HMM is built for each one of the vocabulary words. Attentive experiments on 
HMMs’ topology led us to tailoring 6 different topologies for “small” and “large” 
words. 

HMMs are trained with a substantial number of examples and tested over examples 
that have never been used during the training phase. 

In the tables below H represents the correct labels, D the deletions, S the substitu-
tions, I the insertions and N the total number of labels that are used for testing; a label 
is the predefined word to which the output of the system is compared. The percentage 
number of labels correctly recognized is given by: 

100% x
N

H
Correct =  (1) 

The accuracy measure is calculated by subtracting the number of insertion errors 
from the number of correct labels and dividing by the total number of signs. 

Various experiments have been performed using various grammar models and vo-
cabulary sets. In Table 1 we present Continuous Recognition Results over the vocabu-
lary of 54 finger-spelled words and 2 signs using various grammar models. 

Table 1. Continuous Recognition Results over the vocabulary of 54 finger-spelled words and 2 
signs using various grammar models 

Numerical Results Type of 
Grammar 

  % Correct %Accu-
racy H D S I N 

Gr-1 SENT 90.44  265 28  293 
 WORD 95.75   95.75 924 14 27 0 965 
Gr-2 SENT 92.68  266 21  287 
 WORD 97.36 97.36 922 0 21 0 947 
Gr-3 SENT 94.17  97 6  103 
 WORD 98.54 98.54 406 0 6 0 412 
Gr-4 SENT 98.40  185 3  188 
 WORD 99.47 99.47 561 0 3 0 564 
Gr-5 SENT 89.10  286 35  321 
 WORD 95.61 95.61 1003 10 36 0 1049 

The higher recognition rates appear when we use Grammar-4, which supports the 
smallest sentences, fact that is quite expectable. Continuous recognition results over 
the whole vocabulary of 54 finger-spelled words and 17 signs using Grammar 5,  
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appear in Table 2. Since Grammar 5 is the most flexible grammar, the results repre-
sent system’s worst case. 

Table 2. Continuous Recognition Results over the complete vocabulary of 54 finger-spelled 
words and 17 signs using Grammar-5 

Numerical Results Type of 
Grammar 

  % Correct %Accuracy
H D S I N 

Gr-5 SENT 89.31  309 37  346 
 WORD 95.84    95.84 1061 12 34 0 1107 

4   Conclusion and Discussion 

In this paper we present a system that recognizes GSL sentences made of either signs 
or finger-spelled words. The recognizer is built over HMMs, each one representing a 
GSL word or sign. The data needed for HMM training is obtained through capturing 
video-frames in a time-sequential basis and applying image processing techniques to 
isolated hand morphs. A feature vector is extracted from each image.  The system 
exploits the information obtained in sequences in order to train HMMs. 

The vocabulary we used is easily extensible. Adding new words or signs requires a 
new collection of examples to train the new HMMs.  

Such a system could be used for learning Greek Sign Language. Persons attempt-
ing to learn GSL could form signs and receive feedback from the system. Our future 
aim is to apply the recognition process in real-time. The process is quite the same and 
we expect equally high recognition rates. 
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Abstract. State of the art artificial agents rely heavily on human in-
tervention for performing vision-language integration; apart from being
cost and effort effective, this intervention deprives artificial agents from
the ability to react intelligently and to show intentionality when engaged
in situated multimodal communication. In this paper, we suggest an al-
ternative way of building vision-language integration prototypes with
limited human intervention. The suggestions have emerged from the de-
velopment of such a prototype for the verbalisation of visual scenes in a
property-surveillance task.

1 Introduction

In Artificial Intelligence, vision-language association has been defined as an in-
tegration task that artificial agents perform for a number of applications, such as
situated multimodal dialogue [1]. Vision-language integration has been theoreti-
cally explained as a double-grounding case [2], in which vision grounds language
to its intended referents in the physical world (cf. the symbol grounding debate
[3, 4]), while at the same time language grounds vision to intentional aspects of
the mental world (i.e., it renders e.g. object salience and token-type distinctions
explicit). Double-grounding suggests that, ideally, a completely autonomous ar-
tificial agent with vision-language integration abilities can demonstrate human-
like intentionality in certain multimodal situations. In a less ideal situation, the
more “independent” from human intervention for performing integration an ar-
tificial agent is, the more intentional will appear to be. This autonomy requires
that an agent is able to interpret its representations with computational mecha-
nisms that go beyond mere instantiation of known association facts to inferring
associations, so that the agent is able to generalise within and across domains
and to recover from unexpected situations [5].

However, state of the art integration prototypes seem to be far from perform-
ing vision-language integration on their own. Through an extensive review of
such systems, it has been shown that state of the art prototypes have major
scalability problems; some of them deal with blocksworlds or miniworlds and
therefore fail to generalise not only across but also within application domains
[1], while others rely on manually abstracted visual data. Furthermore, their
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association abilities are restricted to instantiations of a priori known image-
language associations, failing therefore to deal with unexpected data even if
common-sensical [1].

Is it feasible to shift all three drawbacks of state of the art integration pro-
totypes, i.e., build a prototype that will work with real world visual data (rather
than blobs), that will analyse its visual input automatically and will have
inference-making mechanisms that will allow for more scalable vision-language
associations? How far can we currently go in achieving computational vision-
language integration, minimising human intervention within core integration
stages? VLEMA, a vision-language integration prototype developed for a prop-
erty serveillance task has attempted to address these questions [5]. In what
follows, we present suggestions on the direction research could take towards the
goal of restricting human intervention in vision-language integration mechanisms
as they emerged from the development of this prototype.

2 Suggestion One: Virtualised Reality Images as Visual
Input

Object segmentation in 2D images of real world scenes is still quite restricted,
with algorithms performing well only when the object(s) to be identified are very
specific (e.g face recognition). Therefore, if one is to perform automatic analysis
of real-world visual scenes with —more or less complex— configurations of a
variety of objects, one is led to a dead-end; this is the most important reason
why researchers usually resort to manual abstraction of visual data or to the
use of blocksworlds when developing intelligent prototypes that require vision-
language integration abilities.

There is, however, a recently emerged research field in which computer vision
and computer graphics advances meet: that of virtualised reality [6]. Instead of
relying on simplistic CAD models for building virtual worlds manually, image
reconstruction algorithms construct virtual models of a real scene from multiple
static or dynamic images of the scene. Simply put, the process involves the
recording of a visual scene/event through (multiple) wide-range cameras, the
recovery of the 3D geometry and/or photometric information of the scene from
the images and the translation of this scene description into computer graphics
models. The latter preserve the scene geometry through depth maps and they
may also preserve the scene texture through mapping of the original 2D images
of the scene onto the resulting 3D model. Novel views of the virtualised scenes
are then easily synthesised on the fly in existing virtual reality hardware.

It is this type of visual data that VLEMA uses as input and suggests that
should be used in similar prototypes, because it allows the system to work with
real world, complex visual scenes in a format (i.e., 3D) that is more promising
for automatic image analysis due to the wealth of visual information it provides
(e.g. there is no partial information on a specific object due to occlusion). While
these images seem photo-realistic when rendered on screen by VRML browsers,
the source code consists actually of very low-level visual information: indices
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of the coordinates of thousands of triangular faces that shape the scene in 3D.
The faces are listed in no particular order,and their coordinates are expressed
in relation to a common coordinate system (that of the whole scene) While not
trivial, object segmentation in such data is feasible: in VLEMA, a face cluster-
ing algorithm decides which faces are boundary-forming ones in each dimension
and produces three different clusterings of the faces into candidate-objects, ac-
cording to the dimension that was taken to be the principle one each time. It
then compares the different clustering results assuming that the first and last
cluster in each clustering/dimension stand always for the extrema objects of the
scene (i.e. the walls of an indoor scene). It also assumes that a cluster which is
identified as such in more than one clusterings/dimensions stands for a single,
non decomposable object. The remaining face clusters in each dimension may
be clusters standing for the parts of an individual object (analysed differently in
each clustering/dimension) or parts of more than one object; this distinction is
left to an object naming module [5].

3 Suggestion Two: Naming Through a
Feature-Augmented Ontology

VLEMA’s suggestion for naming is the development and use of a domain ontol-
ogy and knowledge-base with feature-based profiles of the entities of the domain.
In particular, this resource should record information for each object regarding
its:

– structure: the number of parts into which the object is expected to be de-
composed in different dimensions

– functionality: visual characteristics an object may have which are related
to its function e.g. whether an object has a surface on which things can be
placed/fixed, and

– interrelations: these refer mainly to (allowable) spatial configurations of ob-
jects (e.g. whether an object could be on the floor or not), the dimension
according to which size comparisons would be meaningful etc.

There are many arguments in favour of such feature selection for object naming
in the literature [7, 8]. Still, one could argue, that relying on such features for
drawing object name inferences would be risky when analysing e.g. a scene of a
room with many different multi-part objects. Machine learning methods for asso-
ciating words in an utterance with objects in view represent visual data through
feature-value vectors, with features being usually shape, colour or/and texture
[9, 10]; these approaches work for naming only very simple physical objects (e.g.
a ball) or blobs, the image of which has been carefully stripped from any visual
background during learning. However, approximate shape, colour or texture in-
formation alone cannot lead to any inferences in complex real world scenes. On
the contrary, the suggested types of features allow a prototype’s inference mech-
anisms: a) to go beyond differences in the appearance of similar objects (e.g.
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different styles of sofas) and name these objects in the same way and b) to gen-
eralise over viewpoint differences; for example, VLEMA can identify a sofa as
such even when seen from the side (rather than en face).

These are generalisations that machine learning-based object naming algo-
rithms cannot do easily (or at all). In particular, identifying objects which differ
in appearance as ones of the same type is something that cannot be achieved even
with a very large amount of training data, if similar examples are not present
in the training data. Similarly, learning approaches cannot deal with viewpoint
differences in the appearance of an object; there is an almost infinite number
of different images of the same object which may result from differences in the
viewpoint from which the object is seen in a complex scene.

4 Conclusion

In this paper, we suggested that the development of vision-language integra-
tion agents could benefit from the combined use of virtualised reality images
and a specific kind of a feature-augmented ontology. The automatic analysis of
the former not only satisfies the requirement of working with real world scenes
(rather than blocksworlds or one-object images), but it also allows for a wealth
of information to be extracted. Combined with a feature-augmented ontology,
this information can be used from an object naming module to perform struc-
tural, functional and relational (spatial or other) checks for determining the final
number and identity of objects depicted in a scene.

References

1. Pastra, K., Wilks, Y.: Vision-language integration in AI: a reality check. In:
Proceedings of the 16th European Conference in Artificial Intelligence. (2004) 937–
941

2. Pastra, K.: Viewing vision-language integration as a double-grounding case. In:
Proceedings of the AAAI Fall Symposium on “Achieving Human-Level Intelligence
through Integrated Systems and Research”. (2004) 62–69

3. Searle, J.: Minds, brains, and programs. Behavioral and Brain Sciences 3 (1980)
417–457

4. Harnad, S.: The symbol grounding problem. Physica D 42 (1990) 335–346
5. Pastra, K.: Vision-Language Integration: a Double-Grounding Case. PhD thesis,

University of Sheffield (2005)
6. Kanade, T., Rander, P., Narayanan, R.: Virtualised reality: constructing virtual

worlds from real scenes. IEEE Multimedia 4 (1997) 34–46
7. Minsky, M.: The Society of Mind. Simon and Schuster Inc. (1986)
8. Landau, B., Jackendoff, R.: “What” and “Where” in spatial language and cogni-

tion. Behavioural and Brain Sciences 16 (1993) 217–265
9. Kaplan, F.: Talking AIBO: First experimentation of verbal interactions with an

autonomous four-legged robot. In: Proceedings of the TWENTE Workshop on
Language Technology. (2000) 57–63

10. Roy, D.: Learning visually grounded words and syntax for a scene description task.
Computer speech and language 16 (2002) 353–385



Specification of Reconfigurable MAS: A Hybrid
Formal Approach

Ioanna Stamatopoulou1, Petros Kefalas2, and Marian Gheorghe3

1 South-East European Research Centre, Thessaloniki, Greece
istamatopoulou@seerc.info

2 Department of Computer Science, City College, Thessaloniki, Greece
kefalas@city.academic.gr

3 Department of Computer Science, University of Sheffield, UK
M.Gheorghe@dcs.shef.ac.uk

Abstract. In this short paper we suggest that Population P Systems
and Communication X-machines may be combined into one hybrid for-
mal method which facilitates the correct specification of reconfigurable
multi-agent systems.

1 Introduction: Formal Methods for MAS

Recently there has been an increasing interest towards biological and biologically-
inspired systems such as insect colonies (ants, bees), flocks of birds, tumours
growth etc. The motivation behind their development varies: (a) need of biolo-
gists to simulate and observe their behaviour, (b) understanding of how nature
deals with various problematic situations has inspired problem solving techniques
(Swarm Intelligence, Ant Colony Optimisation, robotics and DNA computing),
(c) development of unconventional computational models [1].

These systems can be mapped to multi-agent systems (MAS). Each biological
entity is an agent and the overall system’s behaviour is the result of the agents’
actions, the interactions among them and between them and the environment.

There is a number of agent engineering paradigms used in industry and
academia but the more complex a MAS is, the less easy it is to ensure cor-
rectness at the modelling level. Correctness implies that all desired properties
are verified for the model and that a testing technique is applied to prove that
the implementation has been built in accordance to the verified model.

Another key aspect that has to be dealt with at the modelling level is the
dynamic nature of the configuration of such MAS. Communication between two
agents may need to be established or ceased at any point and also new agents
may appear in the system while existing ones may be removed.

In order to formally model each agent as well as the dynamic behaviour of
MAS, a formal method should be capable of rigorously describing knowledge,
behaviour, communication and dynamics. A plethora of formal methods is avail-
able; some focus on the data structures of a system and the operations employed
to modify their values, others on describing the control over a system’s states and
others on the concurrency and communication of processes. New computation
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approaches inspired by biological processes introduce concurrency and neatly
tackle the dynamic structure of multi-component systems, e.g. P Systems [2].

In agent-oriented software engineering, there have been several attempts to
use formal methods. An interesting comparison of formal methods for the veri-
fication of emergent behaviours in swarm-based systems is reported in [3].

Population P Systems provide a straightforward way for dealing with the
change of a MAS structure, however, the rules specifying the evolution of the
individual agents are not sufficient. On the contrary, X-machines are considered
suitable as a specification language of a system’s components [4], particularly
well-suited for the modelling of reactive systems [5].

2 Population P Systems and Communicating X-Machines

A Population P System (PPS) [6] is a collection of different types of cells evolving
according to specific rules and able of exchanging biological/chemical substances
with their neighbouring cells.

Definition 1. A Population P System with Active Cells [6] is a construct
P = (V, K, γ, α, wE , Cp

1 , Cp
2 , . . . , Cp

n, R) where:

– V is a finite alphabet of symbols called objects;
– K is a finite alphabet of symbols, which define different types of cells;
– γ = ({1, 2, . . . n}, A), with A ⊆ {{i, j} | 1 ≤ i 
= j ≤ n }, is a finite graph;
– α is a finite set of bond-making rules of the form (t, x1; x2, p), with x1, x2 ∈

V ∗, and t, p ∈ K;
– wE ∈ V ∗ is a finite multi-set of objects initially assigned to the environment;
– Cp

i = (wi, ti), for each 1 ≤ i ≤ n, with wi ∈ V ∗ a finite multi-set of objects,
and ti ∈ K the type of cell i;

– R is a finite set of rules dealing with object communication, object transfor-
mation, cell differentiation, cell division and cell death.

Communication rules allow an object inside a cell to be consumed and an-
other object to be obtained by a neighbouring cell or by the environment or
an object to be expelled to the environment. Transformation rules allow the
replacement of an object. Cell differentiation rules allow the type of the cell
to change. Cell division rules allow a cell to be divided into two cells of the
same type. Cell death rules cause the removal of the cell from the system.
Bond-making rules define the conditions under which a bond is created between
two cells.

The transformation and communication rules take up the task of updating
and communicating knowledge while other cell rules dictate when new agents
appear in the system or existing ones are removed. The bond-making rules are
responsible for establishing communication channels between two agents. How-
ever, a PPS is not as intuitive in specifying each of the participating agents
in terms of their knowledge, actions and control over their internal states. An
X-machine (XM) model consists of a number of states and also has a memory,
which accommodates mathematically defined data structures. The transitions
between states are labelled by functions.
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Definition 2. The 8-tuple XM = (Σ ,Γ , Q, M,Φ, F, q0, m0) defines a stream
X-machine [7] where:
– Σ and Γ are the input and output alphabets respectively;
– Q is the finite set of states;
– M is the (possibly) infinite set called memory;
– Φ is a set of partial functions ϕ that map an input and a memory state to

an output and a possibly different memory state, ϕ : Σ ×M → Γ ×M ;
– F is the next state partial function, F : Q×Φ → Q, which given a state and

a function from the type Φ determines the next state;
– q0 and m0 are the initial state and initial memory respectively.

XM models that are able to communicate are called Communicating XM
components (CXM). The system structure is defined as the graph whose nodes
are the CXM components and edges the communication channels among them.

In order to be able to dynamically redefine the structure of a CXM system
model, we are in need of operators that will have an effect on the graph repre-
sentation of the system structure by reconfiguring the communication channels.

The Attachment operator ATT is responsible for establishing communica-
tion between two CXM components. The Detachment operator DET removes
communication channels between two CXM components. The Generation oper-
ator GEN creates a new CXM component. The Destruction operator DES is
used for the removal of a CXM component from the communicating system. A
detailed definition of these operators can be found in [1].

The rules that drive the evolution of the system structure are generally of the
form condition→ action whereby, if the condition allows, an appropriate action
which includes one or more reconfiguration operations is being performed.

3 A Hybrid Approach

The idea behind combining PPS and CXM is that the first can be responsible for
the reconfiguration of the system’s structure while the other for the specification

Fig. 1. The parallel computation of a CXM system and a PPS modeling a MAS
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of the individual components. Both systems have the same physical structure,
i.e. graph representation, at any time of the computation and the cells of the PPS
correspond in a one-to-one manner to the CXM components. In order to achieve
this the objects of each cell of the PPS need to capture information regarding
the computation state of the corresponding CXM. Fig. 1 depicts the notion of
a PPS working in parallel and in complete correspondence with a CXM system.
An example illustrating the applicability of the approach can be found in [5].

4 Conclusions

This work has been motivated by the need for a formal framework for capturing
the dynamics of the structure of biology or biology-inspired MAS during their
modelling phase. XMs provide a solid mathematical framework and can therefore
also support the formal verification of desired properties that should hold for each
agent through the use of a model checking technique [8] as well as offer a testing
strategy [7]. The result of our work suggests a hybrid approach whereby a PPS
and CXM system compute in parallel, the first taking care of the dynamic aspects
of a MAS and the second providing the means for the specification of the individ-
ual agents and the communication among them. Efforts will be directed towards
implementing those features on top of existing XM and PPS animators. Finally,
we are experimenting with the automatic transformation of XM models written
using a particular notation into executable code for simulation and visualisation.
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Abstract. This paper proposes an intelligent combination of neural net-
work theory and financial statistical models for the detection of arbitrage
opportunities in a group of stocks. The proposed intelligent methodol-
ogy is based on a class of neural network-GARCH autoregressive models
for the effective handling of the dynamics related to the statistical mis-
pricing between relative stock prices. The performance of the proposed
intelligent trading system is properly measured with the aid of profit &
loss diagrams.

1 Introduction

Statistical arbitrage is an attempt to profit from price discrepancies that appear
in a group of assets. The detection of mispricings is based upon finding a linear
combination of assets, or else a “synthetic” asset, whose time series is mean-
reverting with finite variance. Given a set of assets X1,...,Xn, a synthetic is a
linear combination ω = (w1, w2, ..., wn) such that

w1X1 + w2X2 + · · ·+ wnXn ∼ mean reverting (0, σ2
t ), σ2

t <∞

where in the above definition we allow for time-dependent volatility σ2
t . The

requirement of mean-reversion is to ensure that mispricings eventually “die out”
and do not grow indefinitely. If they did, it would be impossible to control the
risk exposure of the trading portfolio.

Several authors have suggested approaches that attempt to take advantage
of price discrepancies by taking proper transformations of financial time-series;
see e.g. [1, 2, 3] for stocks of FTSE 100 Stock Index, [4, 5] for equity index fu-
tures and [6] for exchange rates. Amongst them, [4, 1, 6] employ a neural network
model to describe the dynamics of statistical mispricings. In this paper, we pro-
pose a new intelligent framework for the identification of statistical arbitrage
� This research is funded by the Public Benefit Foundation “Alexander S. Onassis”

and by a grant from “Empeirikion” Foundation.
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opportunities. Our approach deviates from the main trend in that it attempts to
detect nonlinearities both in the mean and the volatility dynamics of the statis-
tical mispricings. For this purpose, we use a recently proposed class of combined
neural network -GARCH volatility models [7]. The methodology is applied to the
detection of statistical arbitrage opportunities in a pair of two Indian stocks.

The remainder of the paper is organised as follows: Section 2 discusses the
basic methodology used in detecting price discrepancies between stocks. Section 3
presents an empirical application and section 4 concludes the paper and discusses
directions for further research.

2 Methodology

The methodology for detecting statistical arbitrage opportunities is outlined
below.

2.1 Constructing a Synthetic

Let X1, X2 denote two assets (stocks in our case). In constructing the syn-
thetic asset, we use an adaptive estimation scheme in which the coefficients
of the linear combination of X1 & X2 are periodically re-calculated. In par-
ticular, we define the mispricing as Zt � X2,t − αt−1 − βt−1X1,t, where βt �
mean (X2j/X1j, j = t−W + 1, ..., t) and

αt � mean(X2j , j = t−W + 1, ..., t)− βt mean(X2j , j = t−W + 1, ..., t)

Note that β is the mean price ratio between the two stocks in the window of W
observations and α is chosen so as to minimize the total variation of Zt within the
window. This procedure has been experimentally found to give more reasonable
estimates of the synthetic vector that also show more stability over time. The
smaller is the value of W , the stronger is the mean-reversion of the synthetic
and hence the more abrupt are the corrections of mispricings. In subsequent
experiments, we report results obtained for a synthetic calculated on a window
of 10 observations.

2.2 Modelling the Dynamics of the Statistical Mispricings

We describe the dynamics of statistical mispricings by means of autoregressive
models that relate the current value of Zt to its own lags. This gives us an idea
of how mispricings of different size and sign (positive/negative) are corrected
over time. We also take one step further in modelling both the mean and the
volatility structure of statistical mispricings. In high sampling frequencies (i.e.
intra-day data), the volatility of Zt typically changes with time. In particular,
large (positive or negative) shocks to Zt are on average followed up by large
shocks of either sign. We attempt to model both nonlinearities in the correction
of mispricings as well as volatility spill-overs by means of a recently proposed
class of joint neural network-GARCH models. Details on the specification of the
model are given in [7].
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2.3 Implementing a Trading System to Exploit the Predictable
Component of the Mispricing Dynamics

The NN-GARCH model described above is used to obtain 1- and h-step-ahead
confidence bounds on the future value of Zt. Based upon these, we apply the
trading strategy of buying the synthetic if Zt < ẐL,α

t+h and selling the synthetic
if Zt > ẐH,α

t+h , where ẐL,α
t+h, ẐH,α

t+h denote the (1 − α)% low and high confidence
bound on the value of the mispricing h steps ahead.

3 Empirical Application

For testing the arbitrage detecting methodology, we chose the stocks of Infosys
Technologies Ltd and Wipro Ltd, both Application Software companies from
the Indian stock market. We present the results from a “microscopic” arbitrage
detector, in which the synthetic time series is calculated from 1-minute clos-
ing prices. The training set extends from August 2 to August 19, 2005 (4260
observations) and the test set from August 29 to September 12, 2005 (5060 ob-
servations). In this sampling frequency, we find both nonlinear corrections in
mispricings and ARCH volatility effects. The specified NN-GARCH model in-
cludes lags 1-5 in the linear part, 1 hidden neuron with variables Zt−i, i = 3, 4, 5
connected to it and a GARCH(1,1) equation. Table 1 shows the performance of
a trading system, based on 5-minute-ahead forecasts, as a function of the confi-
dence level (see 1st value of the pairs). For comparison purposes, we also report
results from a linear model with the same set of input variables (2nd value of the
pairs). Observe that the linear model places a much greater number of trades
than the NN-GARCH, occasionally resulting in higher total profit at the end of
the test period. However, trades tend to be less profitable on the average, espe-
cially for small confidence intervals, which renders the linear system inefficient
from an economic point of view.

Table 1. The trading performance of arbitrage models as a function of the confidence
level. The values in pairs correspond to the NN-GARCH and the linear model respec-
tively. Second row shows the accumulated profit, third row shows the average profit
per trade and fourth row shows the total number of trades in the specified period.

Confidence
level (1-α)%

99 95 90 80 50 20

accumulated
wealth

{0,11.24} {5.60, 26.09 } {8.37, 54.60} {25.40, 67.64} {60.32, 24.28} {128.92, 17.91}

average
profit per
trade

{–, 0.66} {0.80, 0.19} {0.42, 0.14} {0.33, 0.06} {0.13, 0.01} {0.10, 0.01}

number of
trades

{17, 0} {7, 137} {20, 390} {78, 1022} {479, 1825} {1294, 1981}
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4 Discussion-Further Research

This paper introduces a new computational intelligent framework for detecting
and exploiting statistical arbitrage opportunities in a group of assets. Contrary
to other intelligent approaches, we base the arbitrage trading strategies on con-
fidence bounds on the future value of the mispricing rather than simple point
forecasts. These confidence bounds are flexible in the sense that take into ac-
count short-term changes in the volatility of mispricing movements (ARCH ef-
fects). The results presented above show that our model is a good detector of
arbitrage opportunities. At present, we are conducting further research on the
optimal tuning of the parameters of our trading system (sampling frequency,
forecasting horizon) as well as the possibility of combining forecasts from var-
ious sampling-frequency models so as to track both the long- and short-term
behaviour of the mispricing time series. First results from the latter approach
are rather encouraging.
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Abstract. A faceted taxonomy is a set of taxonomies each describing
the application domain from a different (preferably orthogonal) point of
view. CTCA is an algebra that allows specifying the set of meaningful
compound terms (meaningful conjunctions of terms) over a faceted tax-
onomy in a flexible and efficient manner. However, taxonomy updates
may turn a CTCA expression e ill-formed and may turn the compound
terms specified by e to no longer reflect the domain knowledge originally
expressed in e. This paper shows how we can revise e after a taxonomy
update and reach an expression e′ that is both well-formed and whose se-
mantics (compound terms defined) is as close as possible to the semantics
of the original expression e before the update.

1 Introduction

Let F be a faceted taxonomy, i.e. a set of taxonomies (T 1,≤1), . . . , (T k,≤k),
and let T =T 1 ∪ . . . ∪ T k. Each expression e of CTCA (Compound Term Com-
position Algebra) [3] specifies a set SF

e of valid (i.e. meaningful) compound
terms (conjunctions of terms) over T . So an expression e actually defines the
partition (SF

e ,P(T )−SF
e ) where P(T ) denotes the powerset of T . An update

operation uF on F (resulting to a faceted taxonomy F ′) may turn the ex-
pression e obsolete (i.e. not well-formed), or it may make the derived com-
pound terminology SF ′

e to no longer reflect the desire of the designer, i.e. it
may no longer reflect the domain knowledge that was expressed in e. For ex-
ample, the deletion of a term t may make several compound terms (that do
not even contain t) to no longer belong to SF ′

e . It would be very useful if
we could update automatically e to an expression e′ that is (a) well-formed
(w.r.t. F ′), and (b) SF ′

e′ is as close to SF
e as possible. This would enhance

the robustness and usability of systems that are based on CTCA, like FAS-
TAXON [2]. We call this problem expression revision after taxonomy update.
In the ideal case, we would like to find an expression e′ such as: (α) e′ is well-
formed, and (β=) SF ′

e′ = SF
e . Although condition (α) can be satisfied quite

easily, condition (β=) may be impossible to satisfy in some cases. We can re-
lax condition (β=) and consider that our objective is to find an expression e′
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such that SF ′
e is as close to SF

e as possible. We can define the distance be-
tween two compound terminologies S, S′ as the cardinality of their symmet-
ric difference, i.e.: dist(S, S′) = |(S − S′) ∪ (S′ − S)| = |S − S′| + |S′ − S|.
Now let SF ′

be the set of all compound terminologies over F ′ that can be de-
fined by expressions of CTCA. We can express condition (β) formally as follows:
SF ′

e′ = argS min{dist(S, SF
e ) | S ∈ SF ′}. However, in some application sce-

narios, we may prefer SF ′
e′ to be a subset of SF

e than being a superset, or the
reverse. Consequently, we may state state two, different than (β), conditions: (γ)
SF ′

e′ ⊆ SF
e and SF ′

e′ is the biggest possible in SF ′
, and (δ) SF ′

e′ ⊇ SF
e and SF ′

e′ is
the smallest possible in SF ′

. Of course, to find the sought expression e′ we would
not like to investigate all expressions in SF ′

(as this would be computationally
inadmissible), but we rather want to find a method for modifying e to an e′ that
satisfies (α) and (β or γ or δ).

A complete treatment of this problem (with applications, examples, formal
propositions and proofs) can be found at [1]. This paper is a short summary.

2 CTCA and Taxonomy Updates

The upper part of Table 1 recalls in brief the basic notions and notations
about taxonomies and faceted taxonomies. Syntactically, a CTCA expression
e over F is defined according to the following grammar (i = 1, ..., k): e ::=

⊕P (e, ..., e) | &N (e, ..., e) |
∗
⊕P Ti |

∗
&N Ti | Ti. The initial operands, thus the

building blocks of the algebra, are the basic compound terminologies, which are
the facet terminologies with the only difference that each term is viewed as a
singleton. In most practical settings, taxonomies have the form of trees and for
reasons of space we confine ourselves to this case.

Plus-products and minus-products, denoted by ⊕P and &N respectively, have
a parameter that is denoted by P (resp. N) which is a set of compound terms
over T . In a P parameter the designer puts valid compound terms, while in a
N parameter the designer puts invalid compound terms. The exact definition of
each operation of CTCA (also including two auxiliary operations, called product
and self-product) is summarized in the lower part of Table 1. An expression e
is well formed iff every facet Ti appears at most once, and every parameter set
P or N of e is always subset of the corresponding set of genuine compound
terms. Specifically, the genuine compound terms in the context of an operation
⊕P (e1, ..., ek) (or &N (e1, ..., ek)) is denoted by Ge1,...,ek

and it is defined as:
Ge1,...,ek

= Se1 ⊕ ...⊕ Sek
− ∪n

i=1Sei .
We consider two update operations on subsumption relationships: delete(t ≤

t′) (subsumption relationship deletion), and add(t ≤ t′). Before delete(t ≤ t′)
we assume that the relationship t ≤ t′ belongs to the transitive reduction (Hasse
Diagram) of ≤, while before an operation add(t ≤ t′) we assume that the re-
lationship t ≤ t′ does not already exist in ≤. We also consider three update
operations on terms: rename(t, t′), delete(t), and add(t). Whenever a term t
is deleted, all subsumption relationships in which t participates are deleted too,
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Table 1. Notations and CTCA Operations

Name Notation Definition
terminology T a finite set of names called terms
subsumption ≤ a preorder relation (reflexive and transitive)
taxonomy (T , ≤) T is a terminology, ≤ a subsumption relation over T
faceted taxonomy F = {F1, ..., Fk} Fi = (T i,≤i), for i = 1, ..., k and all T i are disjoint
compound term over T s any subset of T (i.e. any element of P(T ))
compound terminology S a subset of P(T ) that includes ∅
compound ordering over S � Given s, s′ ∈ S, s � s′ iff

∀t′ ∈ s′ ∃t ∈ s such that t ≤ t′.
immediate broaders of t Br(1)(t) the smaller terms that are greater than t (w.r.t ≤),

i.e. minimal≤({t′ ∈ T | t ≤ t′, t �= t′})
immediate narrowers of t Nr(1)(t) the bigger terms that are smaller than t (w.r.t ≤),

i.e. maximal≤({t′ ∈ T | t′ ≤ t, t �= t′})
broaders of t Br(t) {t′ ∈ T | t ≤ t′}
narrowers of t Nr(t) {t′ ∈ T | t′ ≤ t}
broaders of s Br(s) {s′ ∈ P (T ) | s � s′}
narrowers of s Nr(s) {s′ ∈ P (T ) | s′ � s}
broaders of S Br(S) ∪{Br(s) | s ∈ S}
narrowers of S Nr(S) ∪{Nr(s) | s ∈ S}

CTCA Operations
Operation e Se

Ti { {t} | t ∈ T i} ∪ {∅}
product e1 ⊕ ... ⊕ en { s1 ∪ ... ∪ sn | si ∈ Sei

}
plus-product ⊕P (e1, ...en) Se1 ∪ ... ∪ Sen ∪ Br(P )
minus-product �N (e1, ...en) Se1 ⊕ ... ⊕ Sen − Nr(N)

self-product
∗
⊕ (Ti) P (T i)

plus-self-product
∗
⊕P (Ti) STi

∪ Br(P )

minus-self-product
∗
�N (Ti)

∗
⊕ (Ti) − Nr(N)

however the other relationships are preserved, i.e. after deleting term t, for all
t′ ∈ Nr(1)(t) it holds Br(1)(t′) ⊇ Br(1)(t).

3 CTCA Expression Revision

Given a compound term s and a term t, we shall use s#t to denote the compound
term s−{t}. Now given s and two terms t and t′, we shall use s#t#t′ to denote
the compound term s if t 
∈ s, otherwise the compound term derived from s by
replacing t by t′. We can generalize and define:

s#s1#s2 =
{

(s− s1) ∪ s2, if s ∩ s1 
= ∅
s otherwise

We have studied expression revision for each kind of update operation and
below we summarize the results. The deletion of terms or subsumption rela-
tionships can be handled by extending the P/N parameters (so as to recover
the missing compound terms from the semantics of the original expression).
Table 2 shows the revised expression e′ after each taxonomy update. In cases
(1),(2) and (4) Table 2 shows how each P and N parameter of e should be
revised to a P ′ and N ′ parameter of e′. In case (3), for every minus-product
operation &N (e1, ..., ek) and for every ei (1 ≤ i ≤ k) such that f(a) 
∈ f(ei)
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Table 2. Expression Revision after Taxonomy Updates

(meaning the a belongs to a facet that does not appear in expression ei), we
have to add to N the parameter {a, ui} for each ui ∈ maximal�(Sei). The
most important result is that the addition of subsumption relationships cannot
be handled so straightforwardly. The reason is that since the semantics of the
operations ⊕P /&N are defined on the basis of the transitive relation � after the
addition of a subsumption relationship we may no longer be able to separate
(from the semantics) compound terms that were previously separable (i.e. com-
pound terms which were not �-related before the addition of the subsumption
link). In such cases, the resulting compound terminology may neither be sub-
set nor superset of the original compound terminology. This happens because
the effects of adding a subsumption relationship is different in ⊕P and &N : the
compound terminologies defined by ⊕P operations become larger, while those
defined by &N operations become smaller. Now the combination of ⊕P and
&N operations can lead to compound terminologies which are neither larger nor
smaller than the original one. The following proposition gives sufficient and nec-
essary conditions for satisfying condition (β=) after subsumption relationship
addition.

Proposition 1. Let F ′ be the result of applying add(b ≤ a) on F . We can find
an expression e′ such that SF ′

e′ = SF
e if and only if:

(i) for each p ∈ P of every parameter P of e it holds:
If p ∩NrF (b) 
= ∅ then ∃p′ ∈ P such that p′ �F (p−NrF (b)) ∪ {a}

(ii) for each n ∈ N of every parameter N of e it holds:
If n ∩BrF (a) 
= ∅ then ∃n′ ∈ N such that n′ 'F (n−BrF (a)) ∪ {b}.

As a final remark we have to note that there is not any directly related work
on the problem at hand because CTCA emerged relatively recently and its dis-
tinctive characteristics (range-restricted closed world assumptions) differentiate
it from other logic-based languages (for more see [3]) and the corresponding
literature on updates and revisions.
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Abstract. In spectral datasets, such as those consisting of MR spectral
data derived from MS lesions, neighboring features tend to be highly
correlated, suggesting the data lie on some low-dimensional space. Nat-
urally, finding such low-dimensional space is of interest. Based on this
real-life problem, this paper extracts an abstract problem, neighboring
feature clustering (NFC). Noticeably different from traditional cluster-
ing schemes where the order of features doesn’t matter, NFC requires
that a cluster consist of neighboring features, that is features that are
adjacent in the original feature ordering. NFC is then reduced to a piece-
wise linear approximation problem. We use minimum description length
(MDL) method to solve this reduced problem. The algorithm we pro-
posed works well on synthetic datasets. NFC is an abstract problem.
With minor changes, it can be applied to other fields where the problem
of finding piece-wise neighboring groupings in a set of unlabeled data
arises.

1 Introduction

Clustering, or determining the intrinsic grouping in a set of unlabeled data in
an unsupervised manner, is a well studied subject. It is typically carried out
by using some measure of distance between individual elements to determine
which ones should be grouped into a cluster. Considerable work has been done
in devising effective but increasingly specific clustering algorithms. In this paper,
we propose a novel clustering scheme, neighboring feature clustering (NFC).

Given an m × n matrix M , where m denotes m samples and n denotes n
(ordered) dimensional features (We assume that a natural ordering of features
exists that has relevance to the problem being solved). Our goal is to find a
intrinsic partition of the features based on their characteristics (as to spectral
datasets, such characteristics could be correlations) such that each cluster is a
continuous piece of features. For example, if we decide feature 1 and 10 belong
to a cluster, feature 2 to 9 should also belong to that cluster.

NFC is a generic abstraction. One possible application could be the analysis
of MR spectroscopy. MR spectroscopy are characterized by high dimensionality
and scarcity of available samples [1], presenting a challenge to classifiers due the

G. Antoniou et al. (Eds.): SETN 2006, LNAI 3955, pp. 605–608, 2006.
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curse of dimensionality. However, MR spectral features are highly redundant
(neighboring spectral features of MR spectra are highly correlated), suggesting
that the data lie in some low-dimensional space. Using NFC, we can partition
the features into clusters. A cluster can be represented by a single feature hence
reducing the dimensionality. This idea can be applied to DNA copy number
analysis too.

Unlike previous approaches [1], we propose a novel approach: reducing NFC
into a one dimensional piece-wise linear approximation problem. Namely, given
a sequence of n one dimensional points < x1,...,xn >, find the optimal step-
function-like line segments that can be fitted to the points (as in Fig. 1. Piece-
wise linear approximation [3] [4] is usually of 2D. Here we use its concept for a
1D situation) We use minimum description length (MDL) method [2] to solve
this reduced problem.

Fig. 1. 1D piece-wise linear approximation. With rather good accuracy, we can ex-
plain all the points by two line segments. The core issue with 1D piece-wise linear
approximation is the balance of approximation accuracy and number of line segments.
A compromise can be made using MDL.

2 Method

2.1 Reducing NFC to 1D Piece-Wise Linear Approximation
Problem

1. Denote correlation coefficient matrix of M (defined in the previous section) as
C. Let C∗ be the strictly upper triangular matrix derived from 1−|C| (entries
near 0 imply high correlation between the corresponding two features).

2. For features from i to j (1 ≤ i ≤ j ≤ n), the submatrix C∗
i:j,i:j depicts pair-

wise correlations. We use its entries (excluding lower and diagonal entries) as
the points to be explained by a line in the 1D piece-wise linear approximation
problem.

3. The objective is to find the optimal piece-wise line segments to fit those
created points.

Points near 0 mean high correlation. We need to force high correlations among
a set. Thus the points are always approximated by 0. For example, suppose we
have a set with points all around 0.3. In piece-wise linear approximation, it is
better to use 0.3 as the approximation. However in NFC, we should penalize the
points stray away from 0. So we still use 0 as the approximation. Unlike usual
1D piece-wise linear approximation problem, the reduced problem has dynamic
points (because they are created on the fly).
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2.2 Encoding the Model and Data

There are two conflicting forces in the reduced problem: approximation accuracy
and the number of line segments. A compromise can be achieved using MDL [2]
[5] [6] . MDL provides a general framework for selecting a model for a set of
data. It states that the best model is the one allowing the shortest encoding of
the model and data given the model.

We consider the line segments as the model and the points explained by the
line segments as the data. For the model, we need to encode the number of
line segments and the boundaries. The number of line segments is an integer.
Elias code [7] for integer k requires approximately log∗k (log∗k is defined as
logk+loglogk+... over all positive terms) bits. If we have k line segments, we need
to encode k−1 boundaries. A boundary is in [1, n] where n is the number of points
(features). Assuming a uniform distribution, the codelength for a boundary is
logn bits. Thus the total codelength for the model is log∗(k) + (k − 1)× log(n)

For the data given the model, we encode them one line segment by one line
segment. For a line segment explaining mr points, we need to encode:

1. The number of points explained by the line. Using Elias code, the codelength
is log∗mr bits.

2. The distance d of each point from the line.
(a) We assume d conforms to Gaussian distribution , i.e. d ∼ N(0, σd). We

need to encode the parameter σd. Using Rissanen’s precision optimiza-
tion encoding method [8], the codelength is 1

2 logmr bits.
(b) Assuming d’s are independent, the joint probability distribution is

p(di+1, di+1, ...di+mr ) =
i+mr∏
r=i+1

1√
2πσd

exp(− d2
r

2(σd)2
) = (

1√
2πσd

)mr e− mr
2

By Shannon theory, the codelength is − log[( 1√
2πσd

)me−
m
2 ] = m

2 log 2πeσ2
d.

With additional analysis beyond the page limit of this paper, we use codelength√
mr

2 log 2πeσ2
d instead of m

2 log 2πeσ2
d.

Since log∗(k) << (k − 1) × log(n), we ignore log∗(k). Thus we compute the
averaged codelength for a cluster from feature i + 1 to i + m as

Li+1,i+m = log(n) + log∗ mr +
1
2

log(mr) +
√

mr

2
log 2πeσ2

d

2.3 Minimize the Total Codelength

We have the following codelength (upper triangular) matrix L

L =

⎛⎜⎜⎝
L1,1 L1,2 ... L1,n

L2,2 ... L2,n

Ln,n

⎞⎟⎟⎠R(n) =

⎧⎪⎨⎪⎩
0 if n = 0;
L1,1 if n = 1;
min

0≤i<n
(R(i) + Li+1,n) otherwise.
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The aim of MDL is to minimize the total codelength. Thus we need to find a
subsequence 1 = i1 < i1 < ... < ik < ik+1 = n such that Li1,i2 + Σk

r=2Lir+1,ir+1

is minimized. Denote the codelength of such a sequence as R(n) for a sequence
of length n. We have the above recursive function to compute R(n).

We can compute the above recursive function efficiently by dynamic program-
ming. By recording which branch we take in the recursive function to get the re-
sult for R(n), we can get the clustering result. For example, if we compute R(10)
and find out (by recording which branch we take) R(10) = L1,3 + L4,7 + L8,10,
the corresponding clusters are {1,2,3},{4,5,6,7} and {8,9,10} for corresponding
features.

With additional analysis beyond the page limit of this paper, we can find that
the time complexity of our solution is O(n3)

3 Experimental Results and Conclusion

We use synthetic data to test our algorithm. We assume that features within
a cluster have correlation coefficients conforming to a normal-like distribution
with zero mean and σ deviation (they should be in the range of [0, 1]). Also we
assume that features not within a cluster have correlation coefficients conforming
to uniform distribution within the range of [0, 1]. Synthetic datasets are thus
derived.

We test synthetic datasets with different parameters (number of features, σ,
cluster assignments). The results from our solution based on above synthetic
datasets are very accurate and stable. Result analysis (both graphical and de-
scriptional) is beyond the page limit of this paper.
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